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Abstract

Psychosis is a mental condition that affects the subject’s behavior and perception of the world, im-

pairing both his cognitive and speech capabilities. These impairments, when associated with the stigma

that mental disorders carry in society, promote the subject’s disconnection from reality and society.

Psychosis, and other mental disorders, lack efficient and accurate diagnostic tools, relying mostly on

self-reports from patients, their families, and specialized clinicians.

Studies identified by us, typically focus on the identification or prediction of psychosis through surface-

level analysis of the subject’s speech targeting audio, time, and paucity features. Recent studies have

started focusing on high-level and complex language analysis such as semantics, structure, and content.

A very limited number of studies have targeted the Portuguese language. To the best of our knowledge,

no study has focused on structural or semantic features in European Portuguese, which is our main

objective. Our work also aimed at expanding the First European Corpus for Psychosis Identification with

more subjects and a more diverse control group, to better understand the impact that such alterations

have on the results achieved by the previous studies.

Results obtained support future developments of models for the identification of psychosis, that rely

on structure, coherence, and content analysis of discourse. However, it also suggested that further

developments in Natural Language Processing techniques, especially for European Portuguese, are

required for the progression and improvement of the results obtained. The models developed by our

solution were verified to be reliable and robust.
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Resumo

Psicose é definida como uma pertubação mental que afeta o comportamento do paciente e a

sua percepção do mundo, afetando tanto as suas capacidades cognitivas como de discurso. Estas

perturbações e o estigma de que estão acompanhadas, promovem o isolamento do paciente do resto

da sociedade. Distúrbios mentais carecem de métodos de diagnóstico eficientes e precisos, baseando-

se em relatos dos pacientes, das suas famı́lias, ou clı́nicos altamente especializados.

Estudos identificados pela nossa equipa, focam-se na identificação e predição de psicose através

de análises de baixo nı́vel do discurso de partipantes, focando-se em features associadas com o som,

ritmo, e pausas do discurso. Estudos mais recentes focaram-se em análises de alto nı́vel, analisando

semântica, estrutura, e conteúdo. Um número muito limitado de estudos focou-se na Lı́ngua Por-

tuguesa. Tanto quanto a equipa sabe, nenhum estudo se focou na análise estrutural e semântica de

Português Europeu, e é por isso, este o nosso objetivo. Também temos como objectivo a expansão do

First European Corpus for Psychosis Identification com mais participantes e com um grupo de controlo

mais diversificado, de forma a perceber o impacto destas alterações.

Os resultados obtidos no nosso trabalho suportam futuros desenvolvimentos de modelos para a

idenficação de psicose, que se baseiem na análise da estrutura, coerência, e conteúdo do discurso.

Por outro lado, também sugere que são necessários desenvolvimentos no ramo da Análise e Processa-

mento da Lı́ngua, especialmente para Português Europeu, de forma a atingir melhores resultados. Os

modelos desenvolvidos pela nossa solução verificaram ser fiáveis robustos.
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Psicose; Esquizofrenia; Análise de Coerência; Análise da Estrutura; Análise do Conteúdo; Análise da
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LCA Latent Content Analysis

LDA Latent Dirichlet Allocation

LSA Latent Semantic Analysis

LSCC Largest Strongly Connected Component

LCB Level of Committed Belief
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In 2017, it was reported that at the time around twenty million people suffered from psychosis, which

represents 0.3% of the world population [1]. Specifically, regarding Portugal, a recent study reported that

around 3% to 4% of the Portuguese population has suffered at least once from psychotic disorders [2].

Definition 1 (Psychotic disorders). “Psychoses, including schizophrenia, are characterized by distor-

tions in thinking, perception, emotions, language, sense of self, and behavior. Common psychotic expe-

riences include hallucinations (hearing, seeing, or feeling things that are not there) and delusions (fixed

false beliefs or suspicions that are firmly held even when there is evidence to the contrary)” - World

Health Organization1.

From the definition 1 of psychotic disorders, we understand that such disorders are characterized by

the loss and deterioration of one’s cognitive function such that the subject becomes less tied to reality

itself, prone to hallucinations and other cognitive deviations that are typically identified through speech.

In extreme cases, the disorder can lead to the deterioration of one’s integration into society of the stigma

that it propagates.

1.1 Motivation

Psychosis is marked by various symptoms which can be grouped according to categories. The first

category of symptoms describes behavioral symptoms. Patients diagnosed with psychosis report hal-

lucinations, typically regarding imaginary voices speaking to them and imaginary entities, and sudden

reclusiveness and unwillingness to talk or expand on questions. The second category concerns speech

noticeable symptoms, such as the longer duration of pauses, where these pauses occur in terms of sen-

tence structure, and frequent and unnatural repetitions. Finally, the last category concerns content

symptoms such as disorganized or completely incoherent speech, excessive use of determiners and

pronouns, with the latter sometimes not being clearly associated with a previously stated entity, and

poor speech, marked by sentences that are short and have limited complexity.

Due to inherent aspects of the disorder and the stigma propagated, patients who suffer from psy-

chosis feel isolated from the rest of society. Insel [3] reported that less than 20% of diagnosed patients

are employed, more than 30% are homeless, and these patients are three times more likely to be in-

carcerated than the remaining population (statistics for the United States of America in 2010). The

successful reintegration and recovery of diagnosed patients can be improved by early detection through

preceding indicators [3], which justifies the need for changes in diagnostic tools in terms of their effi-

ciency.

Currently, diagnosis relies on self-reports from patients regarding their symptoms and on trained

clinicians’ identification of speech metrics and abnormalities from these interviews. Self-reports from
1https://www.who.int/news-room/fact-sheets/detail/mental-disorders accessed on January 6th, 2022
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patients are unreliable since they come directly from the perspective of the patient. It is imperative

that diagnosis is made by trained clinicians, but this requirement entails that early diagnosis is more

difficult. Therefore, new research should aim at supporting their diagnosis and possibly pre-screening

patients, for later confirmation, through techniques that rely on general interviews to be carried out by

either general practitioners, not fully trained specialists, or other entities, sensible and conscious of the

disorder but without the full specialization that is required for a diagnosis.

Computerized-aided diagnoses have long been introduced into other medical specializations. Even

though studies have proposed solutions to the domain of mental disorders and specifically psychosis,

none has been employed in real diagnosis. Such solutions have distinguished control from diagnosed

patients [4–10] and even predicted future psychosis [11–13]. Computerized solutions would improve

diagnosis prevention efforts due to their: efficiency, lower requirements in specialized training needed

for their use, and ability to detect humanly imperceptible speech deviations.

Previous research either differentiates controls from diagnosed patients [4–13], patients with varying

degrees of the disorder [14–17], or sometimes, although rarely, patients with different disorders [18–20].

When using computerized solutions, it is important that they consider the various disorders and their

prevalence in the world, distinguishing them, and that such solutions are studied worldwide. Only one

study has focused on the European Portuguese language, Forjó et al. [5]. The authors collected the

first European Portuguese speech corpus with patients diagnosed with psychosis and mentally healthy

subjects, following a protocol that does not require any private or medical information, and automatically

generated transcriptions. Forjó et al. [5] analyzed the data distinguishing patients from mentally healthy

controls, by transcribing their recordings and processing audio features extracted with GeMAPS [21].

1.2 Approach

Our work took as a starting point the work of Forjó et al. [5]. Our purpose was to extend the afore-

mentioned work by exploring discourse’s coherence, semantics, and content to evaluate if results could

be supported or improved with these features. We extended the current corpus with recordings from

patients diagnosed with psychosis and subjects who are diagnosed with other mental disorders, in our

case, bipolar disorder in its various stages. By expanding the current European Portuguese corpus for

psychosis, with data from more subjects, we could conclude whether the results obtained for the corpus

by Forjó et al. [5] reflected inherent differences amongst psychotic subjects and the rest of the population

or whether the classifier adjusted to other factors. The authors’ study did not reflect the diversity that

exists in the world, since, in the study, a subject is either healthy, showing no other disorders or signs

of thereof, or is diagnosed patient with psychosis. Therefore, it is possible that the developed classifier

targeted other factors, possibly, side-effects of the medication, which have been shown to affect and be
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detectable in diagnosis [22].

Our work did not aim to distinguish the various mental disorders, but only to identify which subjects

are diagnosed with psychosis in a population of healthy controls, patients diagnosed with psychosis, and

patients diagnosed with other mental disorders. In Portugal, there is no contact between clinicians and

patients prior to the first episode of psychosis (FEP). For this reason, our work aimed only at identifying

patients already diagnosed with psychosis and not at predicting psychosis.

1.3 Contributions

Due to the work carried out by our team, the First European Portuguese Corpus for Psychosis Identifica-

tion was expanded by a factor of 86.96%. The original corpus was made up of 92 subjects whereas the

final version, achieved by our work, is composed of 172 subjects. The corpus now approximates much

more closely a real-world scenario of diagnosis, since it is made up of healthy controls, patients diag-

nosed with psychosis, and patients diagnosed with other mental disorders, in this case, bipolar patients.

The corpus currently is made up of 35.91% healthy controls, 46.96% patients diagnosed with psychosis,

and 17.12% patients diagnosed with bipolar disorder. By including this significant number of patients

diagnosed with mental disorders other than the one being targeted by our classifiers, the distributions of

socio-demographic factors were much closer between groups and we accounted for other confounding

factors such as medication.

The classification models developed and their results also lead us to various interesting conclusions.

We understood that the expansion of the corpus affected the results obtained, making it more difficult for

classifiers to identify patients diagnosed with psychosis. Additionally, we also verified that the manual

correction of the transcriptions generated for the audio recordings impacted the results. This manual

correction even impacted the results for models that relied exclusively on audio features.

Finally, we understood the capabilities of the feature extraction techniques that focus on structure,

coherence, and content. These techniques showed potential, mainly due to the confidence that these

models provide. However, models that focused exclusively on this set of techniques, did not reach the

results of our baseline for most of the tasks that make up the protocol. This indicated to us that further

developments in these techniques are required, particularly for European Portuguese.

As part of our work, our team had the initial objective of writing and submitting a paper for a confer-

ence. This objective was accomplished by submitting a paper, which detailed part of the work developed,

to the IberSpeech 20222 conference. IberSpeech is a yearly conference focused on the publication of

papers that focus on the study of speech and language technologies, mainly for Iberian languages, such

as European Portuguese. Our paper was peer-reviewed and accepted for publication by the conference.

2http://iberspeech2022.ugr.es/ accessed on October 16th, 2022
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1.4 Document Structure

The following document is divided into several chapters. In chapter 2, we provide some basic notions and

background regarding the clinical and technical domains. In chapter 3, we overview previous studies,

describing their techniques, and achievements. This last chapter is essential to understand what had

already been accomplished previously in our work and what could still be expanded on.

In chapter 4, we address the approach we used and the general architecture of the solution devel-

oped throughout our work. Chapter 5 discusses more in-depth the solution developed, discussing the

various steps that contributed towards its development in its various stages.

Chapter 6 provides a deep analysis of the corpus data and the data generated from feature extraction

during the execution of our models. We present tables and graphs descriptive of the data that aids the

results’ interpretation and discussion.

Then, in chapter 7, we reveal the results achieved by our model and do a brief analysis comparing

the various scores achieved and how well they compare to a baseline previously established. Finally, in

Chapter 8, we provide an analysis of the results obtained mentioning the impact that the results have on

the domain, as well as revealing possible limitations in our work and what could be explored as future

work in this domain.
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This chapter presents concepts and definitions which serve as the basis for the developed work, and

are therefore necessary for a complete understanding of the study and its implications on the domain.

Section 2.1 discusses what psychosis, schizophrenia, and other mental disorders are, as well as

the current diagnosis techniques in the world and Portugal. Section 2.2 mentions the feature extraction

techniques and classifiers that are referred to during the discussion of the related work, in chapter 3, in

the solution’s architecture, in chapter 4, and in the solution’s implementation, in chapter 5.

2.1 Psychosis, Schizophrenia, and Mental Disorders

2.1.1 Psychosis

According to WebMD1 and the National Institute of Mental Health2, “psychosis is not a mental disorder

but a symptom of multiple disorders and conditions”. This is denominated a symptomatic group since it

associates these multiple conditions and disorders with a common symptom.

From the definition 1 we know that psychosis involves the loss of one’s touch with reality, which

can be manifested in various ways, such as speech abnormalities and in extreme cases hallucinations,

and to various degrees but all complementing the idea that the subject’s cognitive processes become

impaired.

There are mainly four causes for the disorder: genetics, trauma, narcotics, and injuries/illnesses.

Genetics could be responsible for an increase in the likelihood of psychosis or the extent of symptoms.

Traumatic events in one’s life might also lead to psychosis onset, which does not need to necessarily

happen shortly after the event, triggering the onset much later in one’s life. Recently, substance and

narcotics usage has been seen as one of the causes on the rise for psychosis [23]. Lastly, injuries

and illnesses, either recognized as physical or mental, have been linked to psychosis. Although the

contributing causes identified are supported by literature it is still unknown what are the exact origins of

psychosis.

2.1.2 Schizophrenia

One of the most common disorders directly linked to psychosis is schizophrenia. Schizophrenia is

defined as a mental illness that similarly to the definition of psychosis distorts the process of thinking

and affects how one interprets the world around. However, instead of describing a specific episode,

it impairs the subject’s day-to-day life. Although most diagnoses happen after the FEP, which usually

occurs during adolescence [3]. There are usually signs identified previous to this first episode, defined

1https://www.webmd.com/schizophrenia/guide/what-is-psychosis accessed on December 7th, 2021
2https://www.nimh.nih.gov/health/topics/schizophrenia/raise/what-is-psychosis accessed on December 7th,

2021
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in literature as the prodromal period. Both the active stage and the prodromal phase (to a lesser extent)

of schizophrenia have been linked to a wide range of signs/symptoms [13]. These signs are typically

divided into two categories: positive symptoms and negative symptoms [3]. The first is associated

with exaggerated behaviors (e.g. hallucinations) whereas the latter is to a dwindle of behaviors and

interactions both in quantity and power (e.g. poverty of speech).

Formal Thought Disorder (FTD) is the most common symptom identified in the literature for schizophre-

nia and is defined as the disruption of one’s cognitive processes which ultimately influence speech and

its construction. FTD can be identified through a set of various speech signs such as derailment com-

monly described in the literature as disruption of the flow of ideas and distractability [4,7,13,14,16,24],

poverty of speech [8, 11–14, 18, 20, 24], and tangentiality, typically described in the literature as loss of

coherence and absence of topic [4,7,10–12,15–17,20].

However, there is a wide range of speech cues used in literature and supported by domain knowl-

edge, that is used for identifying and possibly predicting schizophrenia and psychosis. Some of the

mentioned cues for the disorder are: (i) neologization, which is the creation and use of non-existent

words as if they are commonly well-known [16, 25], (ii) loss of referential standards, using pronouns

which are not easily understood to which entity they map and sometimes mentioned as referential

coherence [7, 16], (iii) speech apathy, where the subjects display almost no emotion during the dis-

course [4,10, 12,13, 15,20, 25], and (iv) topic revolving around sound or hallucinations with voices or

entities such as imaginary people [13].

2.1.3 Clinical Scales and Diagnostic Tools

Most of the clinical scales used for diagnosis rely on the fact, that schizophrenia is accompanied by

FTD, but due to the more difficult evaluation of one’s cognitive processes, it is more practical to fo-

cus on speech and content signs associated with FTD. Some clinical scales focus on the diagnosis

of schizophrenia and others on the quantification and measurement of the extent of symptoms and

cues typical of diagnosed patients sometimes even discretized between positive and negative symp-

toms. Scale for the Assessment of Negative Symptoms (SANS)3 [18, 26], Scale for the Assessment of

Positive Symptoms (SAPS)4 [26], and Brief Psychiatric Rating Scale (BPRS)5 [5] are all examples of

clinical scales commonly used in the literature, that rely on trained clinicians ability to identify certain

characteristics in the discourse of self-reports from subjects.

Curtis et al. [26] focused on identifying the origin of such cognitive deficits and subsequently speech

abnormalities, through Magnetic Resonance Imaging (MRIs), during visual, paced, covert, and con-

strained verbal fluency tests. From the imaging, it was perceptible that the patients displayed attenuated

3https://en.wikipedia.org/wiki/Scale_for_the_Assessment_of_Negative_Symptoms accessed on December 7th, 2021
4https://en.wikipedia.org/wiki/Scale_for_the_Assessment_of_Positive_Symptoms accessed on December 7th, 2021
5https://en.wikipedia.org/wiki/Brief_Psychiatric_Rating_Scale accessed on December 7th, 2021
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cerebral frontal region Cerebral Blood Flow (CBF), meaning that the patients exhibit a decrease in the

amount of blood flow in the frontal region. However, the most common approaches used to extract

features from the discourse of patients either involve the subject speaking as freely as possible, some-

times even reporting on dreams [8, 12, 20] or long-term memory descriptions [12,20], or the already

mentioned verbal fluency tests [5,14,26].

The idea behind free speech recordings is that by not structuring subjects’ speech their discourse

becomes more susceptible to possible deviations by cognitive processes that influence discourse, whereas

when speaking more formally or even reading, derailment, poverty of speech, and tangentiality become

more or even completely imperceptible. Dream and long-term memory reports have been used in

part because of the aforementioned reasons and because they are more likely to exacerbate content

signs associated with schizophrenia and psychosis such as a predominant topic of discourse involving

sound and hallucinations.

On the other hand, verbal fluency tests are usually used as the methodology for the extraction

of surface level and time features from discourse. Verbal fluency tests encompass a wide variety of

tests that rely, at their core, on the subject enumerating as many words as possible in a given time

frame (usually 60 seconds). These tests can be either visual or auditory triggered [26], that is the

start and end are transmitted through auditory or visual senses. These tests can also be unpaced or

paced [26]. In the first case, the subjects must enumerate freely as many words as possible in the

specified time interval, and in the second, the subjects must enumerate words from time to time, for

example stating a word every 15 seconds for 60 seconds. Verbal fluency tests can still differ in being

covert or overt [26]. With overt tests subjects are required to enumerate the words out loud. In contrast,

in covert tests subjects need only to think of the word, typically, researchers do not want to know the word

that was enumerated but are interested in studying the cognitive processes that occur during such task,

typically evaluating cognitive fluency using auxiliary tools such as MRIs [26]. Finally, tests can either be

constrained or unconstrained [26], the first specifying a category to which words must belong (e.g.

words starting with the letter p) and the second not requiring any specific category.

Insel [3] refers to four domains in which mental illness could be improved on. The first domain is

early prevention of the disorder since a one-cure-all approach might not be achievable. Therefore being

able to better understand the early signs of the disorder is crucial. Second, the author hopes that, in

the future, medication is able to reduce cognitive deficits, instead of only focusing on positive symptoms.

Third, the author hopes for better care integration, since at the moment, general medical and psychiatric

care are two distinct and isolated domains. By integrating care for psychosis or other mental disorders

in the way diabetes is dealt with, mental disorders could potentially be prevented. Lastly, the author

also discusses that the stigma that surrounds mental disorders only further deteriorates the state of the

patient and his separation from society, arguing that making efforts to reduce stigma for such disorders
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and their fatality could facilitate the patient’s reintegration into society.

Despite progress, improving preventive efforts for mental disorders is still needed, mainly focusing on

creating diagnostic tools that can be easily integrated into medical practice. It is important to note that

trained clinicians are capable of not only identifying but also predicting mental disorders and differenti-

ating them from one another. Therefore, supported by the related work, in chapter 3, and its results, we

believed that computerized solutions may contribute also for early detection and identification of possible

on-set of several mental disorders.

2.2 Natural Language Techniques and Classifiers

This section overviews various techniques used in the related work, described in chapter 3. These

techniques were used for the solution developed. These techniques are well-established in Natural

Language Processing (NLP) [27], and applied to various domains.

2.2.1 Part of Speech Tagging

Part of Speech (POS) maps tokens to classes that share some grammatical function [10, 11, 15]. Al-

though these classes are not interchangeable with grammatical classes, they do share some similarities

with them. The technique maps tokens, not words, to classes since sometimes groups of words behave

as a single element and cannot be subdivided to achieve the correct meaning.

Take as an example the following sentence and POS tagging (assuming tokenization):

John isn’t ready for the party.

(John, proper noun singular), (is, verb 3rd person singular present), (not, adverb), (ready, adjective),

(for, preposition or subordinating conjunction), (the, determiner), (party, noun singular or mass)

From this initial stage of NLP an immediate analysis of the content and structure of the sentence

can be made. Typically in a NLP pipeline, this is one of the first stages that is required for most of the

processes that follow.

2.2.2 Text Lemmatization and Stemming

Lemmatization removes word inflection by identifying each word’s lemma, the dictionary form of the

original word. Effectively, this process is grouping words according to their lemma, reducing the overall

number of words in any text or corpus. This reduction is crucial for example when computing word

embeddings. Word embeddings attempt to express the meaning of each word through an N-dimensional

vector. We know for a fact that words such as `run`, `runs`, and `running` share the same meaning,

and should be considered a single word. To add to this problem, most of the techniques used to compute
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word embeddings rely on their occurrence. If the number of words is not reduced information becomes

more sparse and embeddings harder to compute (for a constant-size corpus).

An alternative to lemmatization would be stemming. Stemmers are typically made up of rules, many

times defined through state machines, that attempt to truncate words to a stem, which ideally, should

express the word’s meaning. Stemmers are easier to develop, implement, and use. Still, they may not

be able of grouping words correctly like lemmas do. For example, `changes` and `changing` would be

mapped to the same lemma `change` but to the stems `change` and `chang` respectively.

Notably, lemmatizers achieve more accurate representations/reductions of words, however, there is

an added complexity for the acquisition of these models when compared with stemmers.

2.2.3 Stop Words Removal

Another NLP technique that is important to reduce the text size and the number of words that are

processed and used is called stop word removal. This technique relies on the assumption that in any

language exist words that carry no to little meaning. These words are not required for the vast majority

of feature extraction techniques, since they carry no meaning and are therefore irrelevant.

This technique should be used with discretion, since, in some particular cases, the removal of these

stop words can have a big impact on the results obtained. For example, transformers are trained with

natural speech, and therefore when fine-tuning they should be maintained as well.

2.2.4 Extraction of Word/Sentence Embeddings

This group of techniques extracts representations of words or passages in the text, for later analysis or

operations. These techniques usually output an N-dimensional vector composed of real values. Due to

the important role that these techniques take in the domain of NLP, we define hereafter some concrete

techniques for the achievement of word/sentence embeddings.

Some techniques, such as Sent2Vec and Word2Vec, use Neural Networks, in an unsupervised

approach, for the acquisition of the word/sentence embeddings that express their meaning [7]. Sent2Vec

typically achieves embeddings that better relate to the semantics of the text than Word2Vec, which

typically captures word relations such as synonymy The neural networks although simple can extrapolate

accurate embeddings for words/sentences through their neighboring words.

Latent Semantic Analysis (LSA) is another technique for the acquisition of word embeddings. This

technique consists of the extrapolation of the latent meaning (not explicit) of a word or passage. Lan-

dauer [28] compares LSA to the way a child expands its internal vocabulary, stating that only one-quarter

of the vocabulary retained by a child is gathered directly through spoken sentences, whereas the rest

comes from associations between words that might not have even been expressed together.
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LSA proposes a similar approach, words and passages are associated through their co-occurrences.

For example, through a corpus, if the following two sentences are given: (i) He has a cat as a pet ; (ii) He

has a dog as a pet. We can conclude directly that cat ↔ pet and dog ↔ pet are related, but LSA goes

one step further and suggests that there is a strong relation between cat ↔ dog as well.

LSA uses, as its foundation the Singular Value Decomposition (SVD) algorithm. SVD states that

any matrix can be decomposed into the product of three different matrices, with one allowing for dimen-

sionality reduction to maintain only meaningful information. Choosing the correct dimensionality can be

difficult. It is noteworthy that LSA computes embeddings for words that are independent of context and

therefore are unable to capture correctly the various meanings that can be given to a word.

Latent Content Analysis (LCA) obtains the meaning of every word by analyzing its co-occurrences

with every other word and expresses this meaning through a vector, similarly to LSA. However, it goes

one step further, analyzing which and how many words are required to achieve the same sentence

meaning and compares this sentence’s meaning to the meaning of a set of probe words [13].

Finally, Transformers are generative deep-learning models that codify each item in a sequential in-

put into an N-dimensional vector [29]. Their architecture allows for parallelization which speedups the

embeddings’ acquisition. Furthermore, they have a self-attention mechanism that mimics the human ca-

pability of retaining attention to some part of the input while evaluating another. Some of the most pop-

ular transformers are the Bidirectional Encoder Representations from Transformers (BERT), Robustly

Optimized BERT Pretraining Approach (RoBERTa), and Generative Pre-trained Transformer (GPT).

For example, XLM-RoBERTa is a large multi-lingual transformer based on the original version of

RoBERTa developed by Facebook and further trained with 2.5TB of data. This model has been trained in

over 100 languages, one of which is European Portuguese. This model does not require the specification

of the language to be used, instead, it grasps this information from the input that is fed to it. There are

two available versions of XLM-RoBERTa available at HuggingFace, a base and large versions.

2.2.5 Vector Unpacking

Vector unpacking is characterized by the decomposition of a sentence’s meaning into its various mean-

ingful components, and word embeddings, and tries to map these various components into the words

that originally constituted the sentence [13]. We can then ascertain if every word within the sentence

can be reconstructed from the various meaningful components.

2.2.6 Clustering

Clustering involves the creation of sets of data points that are similar to one another. These sets are

typically achieved through distance or similarity metrics and N-dimensional vectors, that represent the
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various data points. In literature, specifically in the domain of this project, clusters are created based on

similar or related content, which can be achieved through probe words [10,13].

2.2.7 Semantic Role Labeling

Semantic Role Labeling (SRL) maps segments of the discourse to one or more semantic roles, which

express the role that the segment takes in the sentence [10]. This methodology relies on a classifier

already fitted to other data.

2.2.8 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is a generative technique that maps segments of the discourse to one or

more topics [10]. This methodology computes topics simply by the distribution and interrelation between

words in the given data.

2.2.9 Level of Committed Belief

Level of Committed Belief (LCB) techniques measure the belief level of the subject while stating the

propositions [10]. This level of belief is distinguished into four different types, all expressing different

belief levels or types: (i) Committed Belief (CB) in which the subject believes the stated proposition;

(ii) Non-committed Belief (NCB) when the subject might even believe the proposition, but does not

believe it firmly; (iii) Reported Belief (ROB), the belief stated by the subject is not his, believing it or not;

(iv) Non-Attributable Belief (NA) when the subject is not stating a belief.

2.2.10 Sentiment Analysis Models

Sentiment Analysis Models measure the sentiment and the sentiment intensity of sentences. These

techniques require corpora previously annotated with sentences’ sentiment to correctly predict other

sentences’ sentiment [10, 30, 31]. Typically sentiments are analyzed in terms of arousal, which ex-

presses the intensity of the emotion, and valence, which expresses the signal of sentiment and goes

from negative to positive.

2.2.10.A Web Scraping for Sentiment Analysis

A big obstacle when attempting to find sentiment analysis models is that they may be nonexistent or

severely limited in certain languages. Several tools exist for sentiment analysis for the English language,

for example, however, this is not the case for the Portuguese language and especially for the European

Portuguese language, for which models are severely limited. The models that exist for sentiment analysis
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on European Portuguese typically work through dictionary-like objects, which map words, sequences of

words, and/or lemmas to particular emotions or valence scores [32].

To aggravate the situation, in these particular languages, corpora annotated with sentiment scores

are also limited. A solution that has been employed in other domains is the usage of web-scraped

information. Web scraping relies on the extraction of public and readily available information from web

pages to establish a corpus. For example, using reviews and their respectively annotated scores it is

possible to develop a corpus for sentiment analysis that can then be used to train models capable of

extracting sentiment/valence scores from the text [33].

2.2.11 Word Graph Analysis

Word Graph Analysis techniques allow for the assessment of topological structures of discourse [8,

12, 17, 20]. A connected and directed graph is created from transcribed speech samples where each

node represents a given word, in the transcript, and each link represents temporal connections between

words/nodes.

From the word graph, topological structures can then be evaluated and compared to others to identify

possible deviations and reduced discourse coherence. The main advantage of this technique against

the more usual and explored, LSA, is that it does not require a large corpus and is quite efficient.

Typically the most usual metrics in the literature that can be extracted from such structures are: (1) the

number of nodes and edges, (2) the number of nodes in the various Strongly Connected Components

(SCCs), (3) the probability of the various SCCs occurring, which is calculated by randomly shuffling

the words, (4) the number of nodes in the Largest Strongly Connected Component (LSCC), (5) the

probability of the LSCC occurring, which is also calculated by randomly shuffling the words, (6) the size

and number of cycles.

2.2.12 Classifiers and Other Techniques

The focus of our work is not to contribute to the state-of-the-art classifiers or study their corresponding

advantages and disadvantages, but rather, to use them to obtain predictions that can later be evalu-

ated. Although such an endeavor would by itself constitute an important study, we are interested only

in features to distinguish when to use each one of them. We explored classifiers in literature, the tra-

ditional classifiers, such as Decision Trees (DT) [34], Support Vector Machines (SVM) [35], and Naive

Bayes (NB) [36], among others, and the more complex and recent ones, such as Random Forest (RF)

[37], Multi-Layer Perceptrons (MLP) [38], Multi-Layer Feed-Forward Neural Networks (FFNN) [39], and

Recursive Neural Networks (RNN) [40].
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This chapter presents insights into current and previous work to identify psychosis, schizophrenia, or

otherwise improve efforts in the early prediction of mental disorders.

In section 3.1 we discuss research that relied on time or other surface-level features of speech.

Section 3.2, addresses work that either analyzed overall speech structure or its coherence. In section

3.3, we focus on research that used speech semantics and pragmatics, which are critical for our work,

since it is our focus. Lastly, section 3.4, provides a quick overview to easily identify the current state of

the domain that is promising and more likely to produce better results.

3.1 Speech Fluency, Time, and Acoustic Analysis

Clemmer published one of the first studies [4] to defend the theory that mental disorders should be

concretely defined through objective measures. Clemmer tried to correctly distinguish schizophrenic pa-

tients from controls, exclusively through speech surface attributes and time metrics. The author argued

that such speech abnormalities might have as origin cognitive deficits, but since they are harder to eval-

uate, especially at that time, the author focused on measurable and objective speech metrics. Clemmer

reported an 80% accuracy using as features the number of pauses, their duration, their type (silent or

filled), their positioning (between or within constituent units), and the speech rate of the speaker.

Similar to the study of Clemmer, Alpert et al. [18] focused on the number of pauses, their type,

and positioning. However, in this case, they studied possible correlations between such features and

clinical scales used for diagnosis by clinicians. The authors’ justification for the use of these features

relied mainly on two negative symptoms of schizophrenia: alogia and the flat effect of speech. The

study concluded that there is a correlation between clinical scales and such features and that clinicians

while diagnosing, seem to have an intrinsic and instinctive perception of such features during patient

interviews.

Kuperberg et al. [14] presented an attempt to compare, through objective metrics, different groups of

patients diagnosed with mental disorders. The authors tested out the hypothesis that thought-disordered

patients are less sensitive to linguistic aberrations. The hypothesis was confirmed. The reaction time for

the detection of a given and specified word was recorded, for normal and altered versions of sentences.

Although in general thought disordered patients have higher reaction times than non-thought-disordered

patients, for both normal and deviated sentences, thought-disordered patients are the least affected

by the aberrated sentences, displaying almost no difference in reaction times to their times in normal

sentences.

Gosztolya et al. [19] published a study with a very similar methodology. The authors identified

pauses, their types, and duration, and measured speech metrics such as the articulation rate and speech

tempo. The difference of this study is that the objective was not the differentiation of psychotic disordered
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patients from controls but instead the differentiation of psychotic patients from patients diagnosed with

bipolar disorder. Although the sample was rather small (26 patients diagnosed with schizophrenia and

14 patients diagnosed with bipolar disorder) and might not offer confidence in generalized conclusions,

the results supported that such separation of mental disorders is possible, supporting our work.

Lastly, the work by Forjó et al. [5] aims at establishing the first European Portuguese protocol and

corpora for psychosis identification from audio recordings from diagnosed patients and healthy controls.

The authors defined healthy subjects as subjects who had never experienced the FEP. The protocol

consists of seven tasks:

1. Phonetic verbal fluency task in which the subjects enumerate words starting with ’p’ for 60 seconds.

2. Categorical verbal fluency task in which the subjects enumerate animals for 60 seconds.

3. Reading of a well-known children’s story.

4. Retelling of a well-known children’s story.

5. Description of a positive affective image.

6. Description of a neutral affective image.

7. Description of a negative affective image.

The authors used the Geneva Minimalistic Acoustic Parameter Set (GeMAPS)1 [21], a software for

the extraction of audio features that can then be used by classifiers, and a transcriber for the acquisition

of the speech and articulation rate. The authors achieved promising results, classifying with an accuracy

of 87.5%. However, the authors did not experiment with a diverse control set and had a relatively big

disparity in terms of education between both groups. Patients diagnosed with psychosis and the control

group ideally should have a similar distribution to account for social-demographic factors. Even though

the study had its limitations, it is important to mention that the authors’ study was constrained by the

COVID-19 pandemic and that the corpus acquisition was severely more arduous for this reason.

Notably, one aspect in common in all of the previously mentioned studies [4, 5, 14, 18, 19] is that

their definition of psychosis or schizophrenia relies on cognitive deficits. All authors decided to focus on

surface-level features of speech or on other time metrics for their simplicity, easy implementation, and

quick results (possibly even live classification) [19], or because an analysis of thought processes, or lack

thereof, is arduous, time-consuming, or even impossible [4,5,14,18].

1https://audeering.github.io/opensmile-python/ accessed on December 12th, 2021
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3.2 Coherence and Structural Analysis

Elvevåg et al. [6] were the first to apply coherence measures used in NLP, in this domain. The authors’

focus was on the correct identification of diagnosed schizophrenic patients from controls, while, at the

same time, researching whether family members of controls and diagnosed patients were identifiable

as well. For classification purposes, the only feature used was the coherence score computed through

LSA. The results obtained provide a proof-of-concept and basis for future studies and the use of NLP

techniques for domains such as mental disorder identification.

Bedi et al. reported a longitudinal study [11], in which similar to the previous study, the authors

applied coherence measures, defined in NLP literature, into the domain of clinical diagnosis of mental

disorders. However, differently from the previous study, Bedi et al. [11] did not aim at distinguishing the

diagnosed patients from controls but instead sub-categorizing patients. In this case, classifying patients

as clinical high risk (CHR+) or non-clinical high risk (CHR-), effectively predicting future psychosis in

patients. Besides using coherence metrics through LSA, the authors also used the number of determin-

ers (normalized by phrase length) and the maximum phrase length as features to build a convex hull

classifier that segregates patients into their respective groups. The study achieved 100% accuracy in

predicting future psychosis on-set. Still, the sample size was rather small which impairs the generaliza-

tion of the conclusions achieved. There were only 34 patients, five of whom transitioned into full-blown

psychosis. Still, the authors tried to evaluate the likelihood of the results obtained occurring due to

chance and achieved a probability of 0.05.

The study of Corcoran et al. [15] expanded on the study of Bedi et al. [11] by re-evaluating the findings

obtained in the previous study with a larger sample size to obtain more meaningful results. The study

followed the same approach: speech samples were elicited, by retelling and freely answering questions

regarding a known story, Then, these samples were processed using LSA to achieve a model defined

by a convex hull that accurately classifies patients for CHR+ or CHR-. However, the authors used the

minimum coherence, maximum coherence, and coherence variability of the subject, which achieved an

accuracy of 72% which seems to be more plausible than the 100% mentioned in the previous study.

A possible critique of LSA studies, is that due to the very nature of the technique, it does not provide

an easily explainable justification for the score achieved which makes it more difficult to use in future

applications of the technique in clinical diagnosis.

Some of the most referenced speech characteristics traced to schizophrenia in the literature are the

disruption of syntax rules and the disruption of the flow of ideas. A few studies [7, 16] even pointed, as

an extension of the symptoms referenced, the incapability of correct reference-making from diagnosed

patients. The study of Iter et al. [7] improved on previous implementations of LSA in the domain. The

authors explored referential coherence measure where they extract the number of ambiguous pronouns,

from interviews with patients and controls. A reference is ambiguous when it precedes the referenced,
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denominated as a cataphora, or when it is not associated with any entity. The study by Iter et al. [7] had

a fundamental problem, its sample size, the dataset used for modeling and classification consisted only

of 19 subjects. Just et al. [16] expanded on this study by following the same methodology but with a

sample size of 30, 20 diagnosed patients (10 with FTD and 10 without FTD), and 10 controls. Although

the sample size was still small, it added some generalization power to the discoveries.

The application of NLP techniques to medical diagnosis domains has proved beneficial, however,

they must be extensively and carefully discussed to not amplify already existing biases or create new

ones. Iter et al. [7] called for awareness when applying NLP techniques to sensitive domains such as

the identification of mental disorders. LSA does not take into account, for example, repetitions. Taking

this problem to the extreme, one could repeat constantly a single sentence or even a word and it would

obtain a high coherence score. This problem is especially important since word repetition is one of

the speech cues associated with psychosis. The authors overcame this problem by first pre-processing

the transcribed interviews to deal with discourse characteristics and removing stop words. Then, the au-

thors’ used state-of-the-art techniques for the computation of sentence meaning, by applying a Sent2Vec

model to their study. Another problem with the technique is that it is biased towards longer sentences

since it bags more words together, which in turn increases the likelihood of two words being semantically

related and therefore increases (artificially) the sentences’ coherence.

The study of Hitczenko et al. [41] showed that the coherence techniques, in this case, LSA, failed

to identify psychosis. The authors’ verified that LSA had identified and correlated with social factors

from the subjects. The studies mentioned before also considered socio-demographic factors such as

education level in their studies, for example by matching control and patients diagnosed. Therefore, we

concluded that although it is possible that models adjust to social factors this can be prevented.

Mota et al. published three different studies [8, 12, 20] in which they employed word graph analysis,

employed in other NLP domains [27], to our domain. The authors carried out semi-structured interviews

of dream reports [8,12,20], memory, reports preceding the dream [12,20], reports of the earliest memory

[12], and descriptions of affective images [12]. From the transcriptions of these interviews with controls,

schizophrenic patients, and bipolar patients, the authors attempted to correctly identify each one of

the mentioned groups. The authors used features extracted from the developed speech graphs. The

metrics used allowed for the differentiation of the several groups and the word graphs, when visualized,

were noticeably different. Similarly to the studies by Mota et al. [8, 12, 20], the study of Spencer et

al. [17] employed the same metrics using speech graphs although now distinguishing between controls,

patients with already the first episode of psychosis, and patients identified as CHR+. The authors also

used a scale for formal thought disorder evaluation called Thought and Language Index (TLI) and used

it as the baseline for the future comparison of the results obtained. Both Mota et al. [8, 12, 20] and

Spencer et al. [17] concluded that speech graphs’ measures correctly distinguish between groups, and
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the latter, even concluded that these measures correlate with TLI scores. These studies effectively

predicted psychosis by identifying patients labeled as CHR+

From the studies presented in this subsection, we identify that the most common approaches used

were LSA and speech graph measures. LSA is better at directly measuring coherence through sentence

embeddings, but, it requires a corpus, other than the one being evaluated, or previously computed word

embeddings. On the other hand, speech graphs need no additional corpus other than the one being

classified. Due to its high efficiency and simplicity, this technique could even be employed live during

interviews to extract features that correlate with coherence. However, they do not measure directly co-

herence, basing themselves on the overall structure of speech, and not considering the word/sentence’s

meaning.

3.3 Speech semantics and pragmatics

The studies previously mentioned, focus either on surface-level features of speech or on its structure,

since these closely relate to the features also used by clinicians in their diagnosis, but due to the very

nature of mental disorders, such as psychosis, other studies have hypothesized that such cognitive

deficits have an impact on speech semantics.

The leading study of Rezaii et al. [13] explored the application of semantic analysis for the prediction

of psychosis. The authors stated that evidence of feature psychosis can be detected already in the pro-

dromal phase and that early prediction can stop or at least, slow down the progression of psychosis. The

techniques used by the authors have as supporting psychosis characteristics: the poverty of speech,

which in turn means a low semantic density in speech and auditory hallucinations. Then the authors

propose a technique to measure each one of the mentioned symptoms: LCA with vector unpacking

and probe word clustering, for the poverty of speech and auditory hallucinations respectively. The au-

thors achieved a 93% accuracy when predicting psychosis with the combination of both techniques,

supporting that future psychotic patients have lower semantic density and have a particular focus on

sound-related content. However, the sample included only 40 subjects with 7 converting to psychosis in

less than 2 years and a half, and due to this reduced sample size, especially in converters, the models

might not generalize for future studies and must therefore continue being explored.

McManus et al. [9] focused on the content of discourse to correctly identify schizophrenic patients

from controls, instead using as corpus, micro-blogging posts, in this case, Twitter posts. The authors

used as features the time of the day of the posts, the time between posts, the number of friends,

emoticons used, and, more importantly, the number and words used that are related to schizophre-

nia. The authors adopted as criteria for the selection of schizophrenic users: if the user self-identified as

schizophrenic in its description or on any of its status/posts, or followed @schizotribe, according to the
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authors, a well-known community of diagnosed schizophrenics. The application of domain knowledge

to the identification of psychosis through such an informal discourse is interesting. However, there are

some problems with the overall study. The authors used the number of words related to schizophrenia

and whether the subjects followed a community as justification for the labeling. These attributes are

biased toward self-diagnosis or curiosity for the theme and do not necessarily mean that the subject is

diagnosed with psychosis.

The study of Kayi et al. [10] was essential to understand the current state of content analysis in this

domain, since it described an extensive in-depth study of discourse semantics and pragmatics, with 93

patients diagnosed with psychosis and 95 controls. The authors aimed to correctly classify any given

subject through topic, confidence, and sentiment analysis. To achieve this, the authors solicited two

different one-paragraph long essays from each subject answering the questions ”What is it like your

Sunday?” and ”What makes you angry?”, intentionally not evoking and evoking, respectively, sentiment

from the subject. The study involved various techniques, namely POS tagging, dependency parsing,

SRL, LDA, GLoVE clustering, and LCB, as mentioned in section 2.2. The authors concluded that the

most discriminating features are the syntactic features followed by syntactic in conjunction with semantic

features, respectively an F-score of 78.92% and 70.29%. There are two main critiques of the article.

Firstly, the authors did not provide an in-depth description and discussion of the techniques and met-

rics used. The authors provided only a theoretical description of each, possibly due to the vast amount

of techniques used. Since the authors did not provide this description, replication by future studies

becomes arduous. Secondly, the authors limited the study to written essays, which is not the usual

approach in the domain and might explain the better performance with syntactic features. Clinical di-

agnosis relies on spoken interviews in part of their spontaneity. By neglecting such an intrinsic part of

speech the results might have been impaired. The authors also described a parallel study, in the same

article, in which they analyzed Twitter posts from self-identified diagnosed schizophrenic patients but fell

short on the same pitfalls as the ones described in the last study [9].

3.4 Summary and Discussion

From the table 3.1, in which we summarized the various studies reported, we verified that most of the

work to identify, predict, or otherwise involving psychosis or schizophrenia has focused on discourse

surface level and time features and coherence and structural features with semantic and pragmatic

analysis being a, relatively speaking, unexplored domain.

Table 3.1 only displays the overall sample size of the study not considering the number of groups

involved, but in general, we can conclude that studies have, relatively speaking, small sample sizes with

just a few exceptions [9, 10, 15]. [10] used a pre-developed corpus (LabWriting) and [9] used micro-
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Table 3.1: Overview of the mentioned studies grouped by category, regarding the analysis approach, diverse con-
trols, subject’s language, sample size (in the following order: control, psychosis, other), and whether it
required the use of subject’s private information.

Study Analysis Approach Diverse
Sample

Subjects’s
Language

Sample
Size

(C/P/O)

No Private
Information

Fluency, Time and Sound Analysis

[4] time / pause analysis ✕ English 20/20/NA ✓
[18] pause analysis depressive English 20/19/17 ?
[14] reaction time / verbal fluency non-FTD English 10/27/NA ✓
[19] time / pause analysis bipolar Hungarian A/26/14 ✕

[5] time / GeMAPS ✕ European
Portuguese (EP) 56/36/NA ✓

Coherence, and Structure Analysis

[6] LSA ✕ English 30/53/NA ✕
[11] POS Tagging / LSA ✕ English 29/05/NA ✕
[15] POS Tagging / LSA FEP/CHR+ English 90/40/NA ✕
[7] LSA / referential analysis ✕ English 05/09/NA ✕

[16] LSA / referential analysis non-FTD German 10/20/NA ✕

[8] word graphs bipolar Brazilian
Portuguese (BP) 08/08/08 ✕

[20] word graphs bipolar BP 20/20/20 ✕
[12] word graphs ✕ BP 21/21/NA ✕
[17] word graphs FEP/CHR+ English 37/16/NA ✓

Semantics and Pragmatic Analysis

[13] LCA / Clustering ✕ English 28/12/NA ✕
[9] count schizophrenia related words ✕ English 200/96/NA ✕

[10] SRL / LDA / Clustering / LCB ✕ English 95/93/NA ✕

✕- negative, not done ; ✓- affirmative, done ; ? - unknown ; NA - not applicable

blogging posts from social networks (Twitter ).

Table 3.1 also shows that, particularly for content-focused studies, there is little variability in the sam-

ple of subjects. The world is not neatly divided into isolated categories, and therefore when, for example,

identifying psychosis we should consider that subjects with other pathologies might be evaluated with

the developed models. In the future, studies must evaluate the achieved models with a more diverse

sample of subjects, possibly subjects diagnosed with pathologies other than the one being targeted.

We also verify that only one study [5] targeted European Portuguese subjects, focusing on surface-

level features, and another three [8, 12, 20], all by the same authors, focused on structural analysis of

Brazilian Portuguese. Studies that target this population provide more support to the conclusions of

the mentioned studies from previous studies and could potentially advance the current state of mental

illnesses paradigm for diagnosis in Portugal and internationally.

Lastly, it is noticeable that most of the work developed required the test subjects to disclose private

information to the authors or other elements part of the study. In the particular case of studies, when
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consent is given, it is not problematic that private information is divulged and used to support the diag-

nosis. However, if such methodologies are to integrate diagnosis or early detection efforts, they must

not require private information to maintain confidentiality, one of the core duties of medical practice2.

Although the explicit requirement of private information is dispensable, it is noteworthy that a subject

is identifiable through discourse and speech characteristics, and therefore, in any case, data must be

treated carefully.

We conclude by stating that there is a gap in the literature, which we fill, for studies that focus on

content analysis with a diverse and significant size sample in European Portuguese that does not require

the disclosure of private information.

2https://depts.washington.edu/bhdept/ethics-medicine/bioethics-topics/detail/58 accessed on January 11th,
2022
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This chapter describes the developed solution. Section 4.1 defines the objectives of our solution. Section

4.2, defines the requirements of the expected solution, and section 4.3, specifies in detail the architecture

for the solution to be developed. Finally, section 4.4, specifies the evaluation metrics used to properly

evaluate the obtained results and consequently, our solution.

4.1 Solution Objectives

Our work originated partially from the future work proposed by Forjó et al. [5]. Right at the start of the

development of our work, we profited from talking with the authors to understand the limitations of their

work and its implications as well as possible avenues for expansion. Due to time constraints, [5] did

not explore the structure and semantics of speech in their solution. This is one of the core techniques,

commonly used by previous studies, that could uncover more meaningful features from recordings and

therefore allow for the development of a better solution. Another limitation of the referred research

work is the dimension and diversification of the recorded samples, as discussed previously, since it only

considered test subjects that are either deemed healthy or diagnosed with psychosis.

In addition, the beginning of our project aimed at understanding from the perspective of the domain

experts, psychiatrists, what should be explored according to their experience, in particular, what could be

untapped in terms of relevant information helpful in diagnosis. As a result of these shared experiences,

we decided to extend the already-developed work for psychosis by using a control group constituted

of healthy subjects and patients diagnosed with bipolar disorder. Bipolar disorder has several stages,

each with its symptoms and its speech cues. This high variability in terms of subjects’ discourse would

introduce more variability in terms of the control population which means more meaningful results. Fur-

thermore, since the patients diagnosed with psychosis and bipolar disorder are both under medication

we would be accounting for possible side effects from the medication and preventing models from ad-

justing and fitting to these confounding factors.

4.2 Solution’s Requirements

The main requirement to achieve the solution proposed for the stated problem is the acquisition of a large

and well-representative corpus, that should reflect accurately the domain. Since our solution is aimed

at aiding the process of diagnosis currently undertaken solely by clinicians, it should be able to differen-

tiate psychosis from other disorders that might share some similarities in terms of symptomatology and

speech cues.

The establishment of a protocol is critical to the acquisition of the recordings, but since we aimed at

extending the existing First European Portuguese Corpus for the Identification of Psychosis, we followed
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the already developed protocol, mentioned in section 3 and displayed in appendix A.

The protocol established for the work of Forjó et al. [5] had already been accepted by the Ethics

Committees of three different institutions: Instituto Superior Técnico (IST), Centro Hospitalar de Lis-

boa Ocidental (CHLO), and Casa da Saúde S. João de Deus (CSSJD). Therefore, an addendum to

the ethics committees was submitted and accepted. It allowed us to continue with the study and the

recordings, and to extend the target population to include patients with bipolar disorder. It is important to

note that protocol does not require any private information from the participants besides general socio-

demographic data, relying on general tasks, that in the future could be carried out by clinicians, with

low resource requirements, and without compromising confidentiality or the trust between patient and

medical practitioner.

4.3 Solution’s Architecture

The overall solution is composed of numerous tasks and stages that have to be carried out correctly to

allow the acquisition of correct and meaningful results that are interpreted and discussed, in chapter 7.

Due to the inherent complexity of the developed solution, in this section, we describe the different parts of

the developed solution being agnostic of their implementation. This allows the reader to be familiarized

with the solution before implementation details are discussed in chapter 5.

Subsection 4.3.1 provides an overview of the needed steps for the correct and safe processing

of the subject’s recordings and data. Subsection 4.3.2 describes the central and fundamental part

of the solution, where models capable of classifying subjects are developed, in an implementation-

agnostic way, referring only the various feature sets extracted from recordings and transcriptions. Finally,

subsection 4.3.3 describes an overview of the developed solution that includes all the parts previously

described, detailing how they are interconnected with each other.

4.3.1 Recordings and Data Processing

Data and its treatment was the first and likely the most crucial step in the development of accurate and

meaningful models. Through figure 4.1, we can observe an overview of this stage, which is composed

of numerous sub-stages that when carried out in order, allow for the creation/expansion of the First

European Portuguese Corpus for Psychosis Identification.

When a new set of subjects has completed the protocol we carry out two tasks almost immediately.

First, the subject’s id and socio-demographic information was saved accordingly in a subset of the First

European Portuguese Corpus for Psychosis Identification with information on subjects with an unknown

diagnosis. It is important to note that at this stage, in the case of patients diagnosed with either bipolar
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Figure 4.1: Diagram with a simplified representation of the various stages involved in processing the subject’s
recordings and data.

disorder or psychosis, the subjects’ diagnosis is still unknown. This is why the information from these

subjects is maintained separately from the rest of the corpus.

Then, we played each one of the recordings and manually identify the timestamps that mark the start

and the end of the subject’s response to each task, marking out possible interventions of the interviewer.

This was required since we wanted to test how good each task was to identify psychosis and at the

same time, allow the models to adapt to the content of each task. Furthermore, this process was carried

out manually since full automation of such a task would be difficult. These timestamps were then also

saved in the corpus but maintained apart from the rest of the data from the subjects who had their group

already identified.

Eventually, the diagnosis of the subjects was disclosed to us and we could merge this information
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with the previously extracted information and timestamps. At this point, these new subjects were formally

added to the First European Portuguese Corpus for Psychosis Identification, considering exactly where

they belong according to their diagnoses.

Afterward, we used the timestamps manually annotated to each one of the subjects’ recordings and

automatically cut the recordings into audio segments, ready to be transcribed and used by our models.

Following the segmentation of the recordings, we transcribed each audio sample. Most of the tran-

scribers available were either free to be used but did not include European Portuguese, or included

European Portuguese but were paid and/or required the data to be submitted to online tools. The first

set was inadequate for the problem at hand. The second required financial support and was not advised

since we were dealing with confidential and sensitive information especially when it came to the patient’s

information.

Therefore, we followed a slightly more arduous but more accurate methodology, using an already de-

veloped transcriber for European Portuguese, developed by Carvalho and Abad [42], TRIBUS. TRIBUS

outputs accurate transcriptions, especially for recordings with good quality in which the subject speaks

freely or slowly. However, TRIBUS sometimes cannot capture a specific word or words that are enu-

merated, not interconnected, or spoken too rapidly. This limitation might have had a large impact on

content analysis since this analysis relies on the specific words being spoken. For the mentioned rea-

sons, we manually analyzed the generated transcriptions while listening to the recording and made small

corrections to miss-interpreted words from the transcriber.

At this point, the subjects’ information and audio segments had been integrated into the already-

developed First European Portuguese Corpus for Psychosis Identification, meaning that the stage re-

sponsible for the processing of the recordings and data stage has been completed.

4.3.2 Classification Models and Stages

Without classification models capable of identifying patients diagnosed with psychosis, from a corpus,

through recordings and/or transcriptions, no contribution would have been possible in terms of comput-

erized solutions in the mental health prevention domain.

It is important to stress that our work is an expansion of the work of Forjó et al. [5]. Consequently,

we decided to use the model developed by Forjó et al. [5] as the baseline for all of our developed

models. For example, by comparing the results obtained by Forjó et al. [5] sound and speech model

with the original version of the First European Portuguese Corpus for Psychosis Identification against

our expanded version we can conclude whether the model had identified psychosis or fitted to other

characteristics of the population.

Notably, the model developed by Forjó et al. [5] served merely as a baseline, and therefore no

in-depth analysis or explanation of this model was made. A more in-depth description of the various
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classification models developed can be seen in subsection 4.3.2.A.

Besides the development of different classification models that relied on different features and ex-

traction techniques, we also developed versions of these models for different stages, described in sub-

section 4.3.2.B. These stages eased our analysis and allowed us to have more confidence in the results

obtained by being sure that we achieved a local maximum.

4.3.2.A Classification Models

Throughout our work, we developed two different models, that relied on different types of features,

and consequently on distinct techniques for the extraction of features from subjects’ recordings and/or

transcriptions.

As mentioned before, the first set of models developed by us was almost identical to the one devel-

oped by Forjó et al. [5]. These models focus on speech and sound features, extracted and used by the

developed models are displayed in greater detail in table D.1 and table D.2, respectively.

Note that the sound features presented in table D.2 do not have a description associated. For these

features to be properly described further background knowledge would be required, and this is outside

of the scope of our work. For us, it is only relevant to point out that these features are low-level audio

descriptors that summarize vectors, formed by various points from audio recordings gathered at a fixed

time rate, through statistical functions such as mean, standard deviation, or percentiles. For further

comments and definitions of the individual sound features used, we refer the reader to the work of Forjó

et al. [5].

The second set of models developed by us relied on structure, coherence, and content features

extracted exclusively from the subjects’ transcriptions. Note that the models that used these types of

features were the focus of our work.

In these models, we extracted several features using several techniques previously mentioned in

chapter 3. The techniques employed for feature extraction in our work were: LSA (section 2.2.4), Word

Graphs (section 2.2.11), Vector Unpacking (section 2.2.5), LCA (section 2.2.4), and Semantic Analysis

(section 2.2.10). Note that each one of these techniques may extract more than one feature from tran-

scriptions. The specific structure/coherence and content features extracted can be seen in table D.4 and

D.3, respectively.

The results obtained allowed us to evaluate whether psychosis can be identified exclusively through

audio transcriptions and features that rely on the content and structure of what is being spoken.

4.3.2.B Classification Stages

Besides developing the various models that rely on different sets of features, our team also created

several versions of these models, that behave differently from each other, calling these variations clas-
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sification stages. These different model behaviors allow, at one point to explore extensively what might

be the most appropriate classifier for each task, and at another moment to explore the full capabilities of

the model and test the confidence in our models.

Our team developed two classification stages for our models:

• Exploration Classification Task : At this point, our focus was on exploring as many model variations

as possible. This stage varied the feature set used, for example, testing with structure and content

feature sets by themselves and together. Besides varying the feature set used, we also tested with

various classification techniques and their various hyperparameters.

• Assessment Classification Task : After the initial stage has been carried out, we selected for each

task the best performing model. Then, for each one of these task models, we incremented pa-

rameters such as the number of training epochs for neural models, to try to improve our results.

Additionally, we ran each model multiple times to assess a model’s confidence level and feature

importance.

4.3.3 Overview

An overview of the entire solution, the models developed, and how the different stages are connected is

shown in figure 4.2.

We started by recording subjects, healthy controls, patients diagnosed with psychosis, and patients

diagnosed with bipolar disorder. These recordings and the data associated were then processed. This

stage, described in detail in section 4.3.1 is repeated until the process of recording subjects is finished

and there are no more recordings to process.

Once the data and recording processing stage was finished, we could develop our models. To

this purpose, we started by developing our first and second models, the first relied on speech and

sound features and the second relied on structure, coherence, and content features. Both followed

the exploration classification stage in which we were interested only in understanding which were the

promising classification techniques and their hyper-parameters.

Finally, from the results gathered in the exploration classification task, we developed more models

that used structure, coherence, and content features. These models allowed for the assessment of the

models’ confidence and the relative importance of the various features.

4.4 Solution’s Evaluation Criteria

Our solution relies on supervised learning since we know a priori the classification of each one of the

recorded subjects and therefore, we could evaluate any given model with this information.
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Figure 4.2: Diagram with an overview of the entire work developed, agnostic of implementation details, and the
complexity of the stages mentioned before.

For this work, we heavily depended on the cooperation of the patients and on a small number of

institutions and people that performed the recordings. For this reason, we did not expect a huge number

of patients to be recorded. Therefore, we decided, right from the start, to use leave-one-out cross-

validation to train and test the models developed.

The aforementioned labels were only used during the evaluation of the obtained results, and during

the process of adjustment of the classifiers’ parameters to improve the developed model or create it. We

were mindful of data leaks, not using the labels for the process of classification, and not using the test

set while training.

Several metrics could have been used to evaluate the results obtained by our supervised models:

accuracy, precision, recall, or F-measure. Each has its advantages, for example, precision and re-

call are more useful in unbalanced corpora or when it is more important not to have false positives or

false negatives, respectively. In our work, both classes were similar in size and we aimed to support

clinicians’ diagnoses. To this purpose, we concluded that it would be more relevant to prevent false

negatives than false positives. Consequently, we believed that the best metrics to use were accuracy,

recall, and the F-measure. The overall accuracy and F-measure provided us with a general estimation

of the models’ competence at correctly identifying psychosis. The recall also provided a general esti-

mation of the models’ competence, however, considering that false negatives should be avoided to not
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exclude possible converters from the early detection stage. Additionally, we also used the Unweighted

Average Recall (UAR), a measure common in paralinguistic tasks, which computes the average of the

recall of the positive class (specificity) and recall of the negative class (sensitivity). This was the main

metric used throughout our work to evaluate models’ performance.

In short, we evaluated the influence that (1) extending the corpora and (2) focusing on speech struc-

ture and semantics had on the results obtained. Lastly, we discussed possible justifications for the

results obtained and the difference between test scores.
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This chapter provides further details about the solution development. In section 5.1, we describe in

more detail the acquisition of subjects and their recordings. Section 5.2 describes the environments

used and developed in order to carry out the mentioned studies. Section 5.3 details the processing of

data and recordings, extending on what was discussed in section 4.3.1 with implementation details and

discussion on the choices made. Section 5.4 is subdivided into subsections detailing the solution and all

its requirements, expanding on what was discussed in section 4.3.2, and disclosing its implementation

details.

5.1 Recordings Acquisition

This project development would not have been possible without the crucial cooperation from CHLO,

especially from Oeiras MUental Health nit (Unidade de Sáude Mental de Oeiras).

Our work required us to go to this specific unit soliciting patients to take part in our study, which

occurred after their respective medical appointments. The health professionals at this unit were aware

of our work and our presence at the establishment, therefore, they were the first to approach the patient

regarding their possible participation. This effort from the health professionals eased our work. Further-

more, it was also preferable since the patient felt more at ease with a professional with whom he/she is

familiar and knows how to best approach the patient.

Notably, patients were free to choose to take part in the experiment. This was referred explicitly to

each patient multiple times, specifying that our work was in no way part of their appointment. This step

is essential in this specific scenario since many of the patients that go to this unit for their appointments

are mandated by the court to do so.

For each patient, we started by providing a general overview of the study, so as to not immediately

overload the patient with too much information. This information allowed the patient to immediately

understand the scope of the study. This information included:

1. What was asked of the subject during the study, by making sure the subject understood that

no private or confidential information was required during the execution of the tasks.

2. That at any point before, during, or after the execution of the various tasks, he/she could have

asked for the immediate and complete deletion of any data acquired during the completion of

the study.

3. That all the information acquired would be maintained confidential and used only for our work

or work that comes as a direct extension of our work. Moreover, some patients expressed con-

cerns regarding the analysis of recordings by health professionals at the unit. Therefore, we made
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sure to explicitly state that such analysis would never happen, and individual recordings would be

processed exclusively by our team which has no overlap with the health professional at the unit.

Then, the acquisition of recordings from patients and healthy controls follow the same procedure. We

started by explaining the study, its scope, requirements, and the extent to which the subject has control

over the data acquired during the execution of the protocol. Afterward, we asked the subject to fill out

his/her consent form, in appendix B for healthy controls, and in appendix C for patients diagnosed with

psychosis or bipolar disorder.

The first two pages of the consent forms provide the same information that was explained initially

to the subject by us, but in writing, providing contact details for further explanation. Then the next two

pages ask the subject and the researcher for their signatures, and explicit consent from the subject.

One of the pages is given to the subject and the other is archived by the researcher. The last page asks

the subject for demographic information, and in the case of the patients, for his/her diagnosis and other

relevant information, such as the years since diagnosis, and their score on the BPRS.

It is relevant to note that some of the information required from the diagnosed patients was afterwards

cross-validated with the health professionals at the unit. This validation was required since some of

the patients are less aware of their diagnosis, and correct and accurate information is required for the

development of a good model. This validation typically involved the verification of the subject’s diagnosis,

years since diagnosis, and score on the BPRS.

For the recordings, our team used a Zoom H6 Handy Recorder with an Omnidirectional XLR Lavalier

Microphone and XYH-6 Stereo Microphone Capsule connected. Although the XYH-6 Stereo Microphone

Capsule provided stereo recordings, we decided on mainly using the audio tracks recorded with the

lapel microphone. This decision was made by listening to the recordings and verifying that, although

the difference was small, typically better audio quality was achieved through this microphone. This

divergence between microphones was especially noticeable with some diagnosed patients that talked in

especially low voice tones.

The recordings were carried out in various places. Healthy controls were recorded mainly indoors,

in rooms and buildings, still, on some rare occasions, recordings took place outside. Concerning diag-

nosed patients, these recordings took place exclusively at the health care unit, albeit in various of the

rooms available. This high variability of recording locales, and consequently high variability of acous-

tic features, across groups, was beneficial since it assured us that any conclusions extracted from the

models developed were not a result of the models fitting to particular locale audio characteristics. Fur-

thermore, it is important to mention that audio quality was always assured by us, by listening immediately

after a recording session to excerpts from the audio recordings.

35



5.2 Execution Environments

As mentioned before, during the development of our models, we tested several variations of the same

models, fine-tuning hyperparameters and classification techniques used. Moreover, some of the tech-

niques employed for feature extraction were complex and had a high demand for computational re-

sources. Due to both of these facts, we immediately concluded that using personal and local computers

exclusively would not be plausible.

Part of our team belongs to Human Language Technology Lab (HLT), a group from Instituto de En-

genharia de Sistemas e Computadores - Investigação e Desenvolvimento (INESC-ID) that has powerful

remote machines for computational intensive tasks. HLT servers are subdivided into two categories:

Central Processing Unit (CPU) machines and Graphical Processing Unit (GPU) machines. There are

12 CPU machines, identified as “X##”, all with 48 gigabytes of Random Access Memory (RAM). Finally,

there are 6 GPU machines, identified as “G##”, all with 247 gigabytes of RAM available.

We prioritized the usage of CPU machines over GPU machines. We made this decision because

we wished to explore a large range of models without blocking other researchers from carrying out

their respective studies. The use of GPU machines should be avoided if possible since they are fewer

in number, and therefore are more sought after by researchers, and are more costly to upkeep and

maintain. All the code developed by us was adapted to run exclusively on CPUs.

Another concern was that the development of our models should continue even if the connection

between our local machine and the remote HLT machine is closed. The connection can be terminated

for various reasons, from weak internet connection to inactivity. To solve this problem in an easy and

accessible manner, we used TMUX 1. TMUX is an open-source terminal multiplexer that allows the

user to quickly detach and reattach terminal processes. By detaching a terminal process it will keep

on running as long as the machine stays on and the process is not manually killed by another user or

machine administrator.

Finally, due to the high number of variations of models developed, we understood that their devel-

opment could not be carried out sequentially, as this would take significantly more time than we could

allocate for their development.

Initially, we set out to use HTCondor [43]. HTCondor is an open-source software framework that

allows for the easy management of coarse-grained distributed parallelization. Effectively, HTCondor

provides intuitive tools, that allow for the parallelization of several tasks/scripts in several machines in

an automated fashion. This allowed us to very easily distribute and manage tasks from one of the CPU

machines into all the remaining CPU machines. Unfortunately, HLT machines had version V.8.6.13 of

HTCondor installed, which did not support an explicit limitation of the number of concurrent jobs running

on a single machine. This was a problem since, through experimentation, we discovered that some

1https://github.com/tmux/tmux/wiki accessed on September 25th, 2022
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of the processes carried out were so memory intensive that, if a lot of parallel instances of the same

process were running on a single machine, the machines would run out of memory.

To solve this problem I developed Python [44] code that would effectively take the same responsi-

bilities as of HTCondor, allowing the submission of various tasks/processes to be carried out and then

managing their execution on various remote machines. The code we developed allowed for the explicit

definition of the maximum number of concurrent jobs on a single machine. Our parallelization code uses

Paramiko2 a Python package that relies on the SSHv2 [45] protocol to connect and execute commands

in other remote machines. Further comments on parallelization, specifically regarding the code changes

that are required for the development of models in a parallel fashion, are described in section 5.4.3.

5.3 Recordings and Data Processing

From the proposed design for processing the recordings and data acquired (section 4.3.1), we then

developed, the various sub-stages displayed in table 5.1. These stages are displayed through a table

to facilitate readers’ later reference about concrete sub-stages and to more easily reference these sub-

stages on text. This table provides information such as the environment where the sub-stage is executed.

Table 5.1: Initial version of the various stages required for the correct processing of the data and acquired record-
ings.

# Stage Name Execution Input/Output

5.1.1 Extract subject’s available information Local Manual
Input: -
Output: Subject’s Information

5.1.2 Listen and create task timestamps Local Manual
Input: -
Output: Time Annotations

5.1.3 Cut audios according to timestamps Local Script
Input: Recordings, Time Annotations
Output: Audio Segments

5.1.4 Transcribe audio segments HLT Script
Input: Audio Segments
Output: TRIBUS generated models

5.1.5 Extract automatic transcriptions HLT Script
Input: TRIBUS generated models
Output: TRIBUS Transcriptions

5.1.6 Fix transcriptions Local Script
Input: Audio segments, TRIBUS Transcriptions
Output: Fixed Transcriptions

The sub-stage 5.1.1 took place locally and manually since we simply parse through the filled-out

consent form and register in a spreadsheet the subject’s information. Sub-stage 5.1.2 was also carried

out locally and manually. Furthermore, this sub-stage can be performed in parallel with sub-stage 5.1.1.

To accomplish this sub-stage, 5.1.2, the researchers listened through the recordings, using VLC3, and

annotated timestamps attempting, as best as possible, to delimit each subject’s task execution. The

2https://www.paramiko.org/ accessed on September 25th, 2022
3https://www.videolan.org/vlc/ accessed on September 25th, 2022
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researchers also identified timestamps that delimited their interventions, as to be excluded from the final

audio segments.

Somewhere between sub-stage 5.1.2 and sub-stage 5.1.3, the diagnosis of the patients was dis-

closed to us and we could move the subject’s information and recordings into the appropriate folder.

To complete sub-stage 5.1.3 we developed a Python script that took as input the subjects’ recordings

and their respective time annotations and split the recordings into audio segments. To achieve this

segmentation, the annotated times were first converted into milliseconds, and then, using a Python

package called Pydub4, split into audio segments, and finally saved appropriately.

The next two sub-stages, 5.1.4 and 5.1.5, both took place in HLT remote machines. Sub-stage 5.1.4

transcribed the various audio segments, for all the existing audio tracks, using TRIBUS. As mentioned

before TRIBUS is an automatic transcriber for European Portuguese. TRIBUS is deployed in HLT’s

machines, therefore, our only possibility was to carry out this stage here. This transcriber was also the

most advisable choice since TRIBUS’ generation of transcriptions is a memory and time-intensive task.

TRIBUS then exported the models generated together with the resulting transcriptions. The latter must

then be separated from the remaining files and saved accordingly, for which we developed a Bash script.

The transcriptions generated by TRIBUS, were not perfect, and after a careful analysis, we concluded

that it would be beneficial to fix these transcriptions, as best as possible. As shown in figure 5.1 it is

noticeable that although not completely wrong, TRIBUS still miss transcribed some words, which can

have a large impact in all models, but especially, in models that focused on content analysis of speech.

Figure 5.1 shows a concrete example of the difference between the automatically generated transcription

and the manually corrected transcription, for a given subject, during the execution of Task 4. Note that

the word “porquinhos” was miss transcribed as the set of words “por” and “quinze”. This is the purpose

of the last sub-stage, 5.1.6.

For this last stage, we implemented a slightly more complex Python script, that took as input audio

segments and the generated automatic transcriptions, and, according to the researcher’s input, would

output a corrected transcription. The script started by finding out a subject and task which had an au-

tomatic transcription yet to be manually corrected. Once the subject and task had been selected, the

application asked the researcher to select one of the audio tracks, for which an automatic transcription

had been extracted, as the template on which alterations would be made. As mentioned before, when-

ever available, we selected the track created by the Omnidirectional XLR Lavalier Microphone. The script

then entered its main execution which iterated between: (i) playing the segment of the audio track

mapped to the next word identified by the automatic transcriber; and (ii) presenting the main menu

to the researcher, asking if any changes are to be made that involve the last played audio segment or

associated transcription.

4https://github.com/jiaaro/pydub/ accessed on September 25th, 2022
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Figure 5.1: Effect of the process of manually adjusting and fixing automatically generated transcriptions.

The main menu of the application is shown in figure 5.2, and offers eight possible selections to

the researcher: (option 1) replay the segment of the audio track just played; (option 2) move to the

next segment of the audio track and its associated word; (option 3) move to the previous segment of

the audio track and its associated word; (option 4) change word mapped to the segment of the audio

track (researcher does not agree with the word but does agree with the time interval identified); (option

5) join the current segment with the next segment of the audio track (used when a single word has been

misidentified as multiple words); (option 6) split the current segment of the audio track into multiple

segments, each with its word associated (used when multiple words were miss identified as a single

word); (option 7) place an End of Sentence (EOS) between the words associated with the previous and

current segment of the audio track (we decided not to use this option for the identification of sentences

in speech); (option 8) abort the application in its entirety not saving the progress made.

Once again, we feel it is important to note that our objective is not to develop a perfect transcription.

This would require a larger team with knowledge and experience in this particular kind of task. Our

purpose was to fix most of the obvious and identifiable errors, to minimize consequences as much as

possible in the models developed that rely on content analysis.

Eventually, during the process of manually correcting the generated transcriptions, we identified a

problem in our pipeline for recordings and data processing. The timestamps used to split the audio

recordings into audio segments were not precise enough. Sometimes the audio segment would leave

out a word spoken by the subject out of the audio segment or it would include a brief intervention of the

researcher. These lapses happened both at the beginning and end of the audio segments. To solve this

problem, we changed from the initial granularity of seconds to milliseconds, as should have been done

initially.

However, this fix only would have solved the problem for future recordings to be processed, and at
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Figure 5.2: Main menu of the python script developed for the manual alignment and correction of the automatically
generated transcriptions.

this point, we had already manually fixed most of the transcriptions. Simply rerunning the entirety of the

pipeline with the new and more precise timestamps to delimit the subject’s task execution, would mean

that we would need to manually fix almost all the transcriptions once again. Due to time limitations, this

was not a possibility. With this scenario in mind, we changed the pipeline from the one presented in

table 5.1.

Table 5.2: Hotfix version of the various stages required for the correct processing of the data and acquired record-
ings. New developed stages of the pipeline are marked with bold.

# Stage Name Execution Input/Output

5.1.1 - 5.1.6

5.2.1 Check time annotations Local Script Input: Recordings, Initial Time Annotations
Output: New Time Annotations, Changes Time Annotations

5.2.2 Remove changed tracks Local Script Input: Changes Time Annotations
Output: -

5.1.3 - 5.1.5

5.2.3 Merge transcriptions Local Script Input: Audio segments, Initial Fixed Transcriptions, New TRIBUS
Transcriptions
Output: New Fixed Transcriptions

Note that stages 5.1.1-5.1.6 refer to the same stages carried out before. For stage 5.2.1 we de-

veloped yet another Python script that takes as input the various recordings, in their entirety, and the

previously achieved time annotations for the various recordings. The script goes through the various
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subjects and tasks, and for each subject-task pair identifies what we called the start and end fulcrum

points, which are initialized with the initially identified start and end timestamps. Then, for each one of

the fulcrum points, it plays the preceding two seconds, pauses for a second, and plays the following two

seconds. If the researcher agrees with the fulcrum point, that it accurately separates the researcher’s

interventions from the subject’s execution of the task, the execution ends, if not, an adjustment is made

by the researcher and the entire process for the fulcrum point starts over.

Once the various time annotations had been adjusted, with a milliseconds granularity, we can carry

out stage 5.2.2. For this stage, a script deleted every file that came as a result of the processing of an

audio segment for which the time annotation had been changed. This was required to carry out stages

5.1.3-5.1.5 again, since these stages detect pairs subject-task for which they have yet to export their

results to know what must be processed.

At last, for this pipeline, we required some sort of mechanism that would allow the merging of the

initially developed manually corrected transcription (for which the time annotation was possibly wrong)

with the new automatically generated transcription (for which the time annotation was corrected). Note

that the only possible changes that could have happened, in terms of transcriptions, were either at the

beginning, the ending, or both. Considering this, a Python script was responsible for iterating every

subject-task pair for which a time annotation had verified changes, and then asking the researcher to

adjust the transcription so that the two were in agreement. This was done by: (i) playing the affected

parts of the audio segment; (ii) automatically adjusting the timestamps of all the words identified by the

delay that the start timestamp had been shifted; (iii) automatically opening a text editor that displayed

the changes between both files in an intuitive manner; (iv) asking the researcher, to manually correct

the transcription, which had already been corrected for the initial time annotations.

Once this last stage has been completed for all the subject-task pairs that suffered changes, we

know that we have achieved meaningful manual corrected transcriptions, at least to the best of

our abilities. Nonetheless, the hotfix pipeline described is quite complex, since some of its stages are

re-executed. If we had noticed that the time annotations were not precise enough before starting the

manual correction of the various transcriptions, the process would have become much simpler.

Table 5.3 shows exactly the pipeline that would have been carried out if we had noticed sooner the

time annotations problem. In fact, if more subjects, and therefore recordings, are to be added to the

corpus, this pipeline can be followed. Notice that no stage is re-executed and that the improved overall

pipeline is much simpler to follow and understand.

In this last pipeline, which we denominate as the improved pipeline, we also added a new stage.

Sub-stage 5.3.8 assures the quality of the manually corrected transcriptions. This quality assurance is

important since there is the possibility that whilst fixing the transcription other problems might have been

introduced by the researchers. This sub-stage, 5.3.8, is carried out by another Python script that takes
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Table 5.3: Improved version of the various stages required for the correct processing of the data and acquired
recordings. New developed stages of the pipeline are marked with bold.

# Stage Name Execution Input/Output

5.3.1 Extract subject’s available information Local Manual Input: -
Output: Subject’s Information

5.3.2 Listen and create task timestamps Local Manual Input: -
Output: Temporary Time Annotations

5.3.3 Check time annotations Local Script Input: Recordings, Temporary Time Annotations
Output: Time Annotations, Changes Time Annotations

5.3.4 Cut audios according to timestamps Local Script Input: Recordings, Time Annotations
Output: Audio Segments

5.3.5 Transcribe audio segments HLT Script Input: Audio Segments
Output: TRIBUS generated models

5.3.6 Extract automatic transcriptions HLT Script Input: TRIBUS generated models
Output: TRIBUS Transcriptions

5.3.7 Fix transcriptions Local Script Input: Audio segments, TRIBUS Transcriptions
Output: Fixed Transcriptions

5.3.8 Check transcriptions Local Script Input: Fixed Transcriptions
Output: Fixed and Corrected Transcriptions

as input the various transcriptions and checks them against a set of tests. These tests were developed

in order to identify transcription errors, immediately correct transcription errors, or flag transcriptions

suspected of being wrong, which we denominated error tests, fix tests, and warning tests respectively.

The tests developed were:

• Well Formatted (Error): Rather simple test, which verifies that the transcription follows a previously

defined format. This format should be consistent across automatically generated transcriptions

and manually fixed transcriptions. We decided on following the format in which TRIBUS exports

its transcriptions, shown in listing 5.1.

• Valid Duration (Error): Checks that every line in every transcription has a duration and that such

duration is greater than 0.

• Valid Timestamps (Error): This test verifies that a word at position x does not overlap with word

x + 1. This is done by assuring that startx + durationx <= startx+1. This is important since a

given subject can’t speak two words at once.

• Valid Words (Error): Checks that every line from every transcription has exactly one word mapped

to it and that such a word is lowercase.

• Unusual Start/End (Warning): Signals transcription for which no word is mapped in the first 10

seconds or last 10 seconds. A transcription in this particular scenario is not necessarily incorrect.

Nonetheless, it is worth analyzing if the time annotations and transcription itself are correct.
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• Check Word Sequences (Warning): Flags sequences of words that are commonly misinterpreted

by the automatic transcriber. After a sequence of words has been flagged, the researcher verifies

whether it should be fixed or not by listening once again to the recording. An example of this com-

mon misinterpretation was the word ‘porquinho‘ which was commonly mistaken for the sequence

‘por‘ and ‘quinze‘.

• Fix Word Sequences (Error Fix): Automatically corrects words or sequences of words into other

words or sequences of words. This test was mainly used to fix orthographic errors or incon-

sistencies across transcriptions. For example, in some transcriptions, ‘parakeet‘ was written like

‘piriquito‘ and in others ‘periquito‘.

Listing 5.1: Consistent format used in transcriptions, both automatic and mannual, across groups.

1 ...

2 <audio_track > <start_seconds > <duration_seconds > <word_identified >

3 c_DdJefr_1_Tr1 41.64 0.84 carro

4 ...

Even after all the mentioned steps, stages, and pipelines, there is no assurance that the final

achieved transcriptions are correct. Our focus was not on evaluating these methods’ performance, or to

assess manual transcriptions quality. Still, we understood that the models developed are only as good

as the data used to train them. This is why data and recordings processing was such a crucial step for

the development of our solution, described in such detail. We believe that the transcriptions achieved

are significantly better than the ones achieved automatically. A deeper analysis of the transcriptions

achieved is carried out in chapter 6.

5.4 Solutions Development

The following section describes the implementation and development of the models mentioned. We start

by describing the various requirements that first must be met before any of our models are developed, in

section 5.4.1. Section 5.4.2 describes the overall code structure of the project detailing the interactions

between the various entities and modules developed. Finally, section 5.4.3, discusses the steps taken

to parallelize the development of our models.

5.4.1 Solution Requirements

Some of the requirements in this section come as requirements from other requirements. These relations

will be made explicit in the following subsection.
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Note that this section is subdivided into three subsections. In section 5.4.1.A we describe the data

requirements for the project. Section 5.4.1.B enumerates and details the various text processing applied

during our work. Lastly, section 5.4.1.C describes the various models developed that were then used by

the various feature extraction techniques.

5.4.1.A Data Requirements

Besides the more obvious requirement for a corpus composed of recordings of subjects diagnosed and

not diagnosed with psychosis, which has already been extensively discussed, there are more require-

ments for data and corpora.

A – Corpus for Embeddings Several of the techniques mentioned require the existence of corpora,

for which embeddings are developed. These techniques that rely on embeddings were described in

detail in section 2.2.4. These embeddings are developed under the assumption that the corpora used for

its development acts as a baseline for the expected discourse. Therefore, ideally, this corpora should be

as close as possible, in topic and overall structure, to the discourse of the subjects during the execution

of the protocol. On the other hand, our work is limited by the amount of data, and especially, available

corpora. Generally speaking, data for European Portuguese is typically scarce or underdeveloped.

After researching freely available corpora, we understood that there was only one valid possibility.

Most of the corpora available was for Brazilian Portuguese, or at best, for a mixture of European and

Brazilian Portuguese. Even the corpora that was developed by a mixture of both languages typically

rely more on data from Brazilian Portuguese. The only exception was Corpus de Extractos de Texto

Electrónicos MCT/Público (CETEMPúblico) [46].

CETEMPúblico was developed by a partnership project between Ministério da Ciência e da Tecnolo-

gia (MCT), the Portuguese Ministry of Science and Technology, and Público, one the most renowned

daily Portuguese newspapers. This corpus is made up of 1.485.828 extracts of articles published in

Público. In total, this equates to a total of 190.6 million words and 234.5 million tokens. There are two

versions of the corpus available:

• Non-Annotated: Extracts and their content are organized into a fixed hierarchical structure but

without any NLP techniques applied to its content. This structure relies on Hypertext Markup

Language (HTML)-like tags.

• Annotated: Extracts and their content are organized into a fixed hierarchical structure, with NLP

techniques applied to their content. Note that this follows the same hierarchical HTML-like structure

as the non-annotated version of the corpus. The content of the extract has been processed and the

following NLP information has been extracted, among others: (i) POS tag of the word associated;
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(ii) morphological information, such as verbal tense, gender, number, etc; (iii) lemma associated

with the word.

B – Corpus for Valence Transformer Besides the corpus for the extraction of the embeddings, we

also required data to fine-tune a transformer model for valence analysis. We decided on developing

our own fine-tuned transformer model since, after some investigation by our team, we discovered that

none of the available transformer models were fine-tuned specifically for valence analysis of European

Portuguese. As explained in section 2.2.10.A it is possible to develop models that rely on web-scraped

information.

We understood that the best available option was to extract reviews and their scores from users from

various domains. The score is related to the written review, and therefore we could develop models that

use this information, and that when fed text, would output a score that would express how positive or

negative the text is.

To this purpose, we developed a Python project, which relied on abstractions, that would allow the

researchers to more easily develop automatic scrapers for various web pages. The code relied mostly

on two Python packages: (1) Selenium to open, access, and interact with web pages; (2) BeautifulSoup

to parse the HTML source code, and more easily access, filter, and select HTML elements. In total we

scraped five different domains for information:

• Booking Scraper: We scraped https://www.booking.com for booking reviews. Booking allows

subjects to review their stays, identifying positive and negative aspects of their stay. We limited

these reviews to the great metropolitan area of Lisbon and the European Portuguese idiom to

approximate as much as possible the majority of the subjects that make up the First European

Portuguese Corpus for Psychosis Identification.

• CineCartaz Scraper: We scraped https://cinecartaz.publico.pt for movie reviews. This do-

main is part of Público’s domain and allows users to write reviews and score movies that they have

seen. There is a limitation to this scraper, the score is not directly linked to the user’s review, and

therefore users can score movies without necessarily writing a review for them. However, since

this domain has limited traffic, and most of the movies have at most a couple of scores associated,

we assumed that the general score of the movie would be approximate to the written review of any

user for that movie.

• Shein Scraper: We scraped https://pt.shein.com for clothe reviews. Shein is a clothing online

store that allows users to review products that they have bought and received. We restricted our

scraping to a single category, dresses. We chose this category simply because it is the most

popular of the online store, although others could have been used due to the enormous amount of
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cloth categories, products, and reviews. Shein automatically displays reviews for the user’s idiom,

nonetheless, some reviews with the wrong idiom are displayed (mostly in English, and sometimes

French). To solve this problem, we used a Python library called LangDetect5. This package can

output the most probable language, and we used this output to filter out written reviews that are

not in European Portuguese.

• TrustPilot Scraper: We scraped several review categories from https://pt.trustpilot.com.

TrustPilot allows users to review various websites from various categories. TrustPilot automati-

cally creates a default filter for reviews on the idiom of the user, so we did not need to filter out

reviews based on the language review. We selected the following categories from TrustPilot to

scrape: Money Insurance, Vehicles and Transportation, Jewelry Stores, Clothing Stores, Elec-

tronics and Technology, Fitness and Nutrition Services, Furniture Stores, Energy Suppliers, Real

Estate Agents, Health and Medical Services.

While developing the scrapers and acquiring data from their scraping we faced several problems. We

will not go into detail discussing these problems, since this is not the focus of our work. Nonetheless,

we feel like it is important to mention them and their solution to allow the reproduction of our work. Many

websites do not allow automatic access to their websites, so, one of the first steps when attempting

to scrape a website was to verify their rules for automatic access and scraping, this can be accessed

through the subdirectory robots.txt. Even when websites did not explicitly prohibit the scraping of

their contents, some had implemented techniques to limit this access. For example, websites can detect

the number of requests coming from a single Internet Protocol (IP) address and if no Graphical User

Interface (GUI) is opened. To solve these problems we used selenium with:

• GUI opened up to simulate a real user.

• Automatic rotation of IP addresses after a certain number of requests. The IP addresses came

from a freely available list of proxies that can be used to relay requests. Important to note that

since this list is openly available to the public many of the IP addresses are already in use and

overloaded or outright blocked by websites.

• Automatic rotation of user agents, which are also used by websites to detect and block requests.

The list of user agents comes from a static list of possible user agents provided by a Python

package.

5.4.1.B Text Processing Techniques

In the following table 5.4 we display the NLP techniques applied when processing the text obtained from

the transcriptions generated for the execution of each task by each subject. This table also displays
5https://pypi.org/project/langdetect/ accessed on October 1st, 2022
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exactly which feature extraction technique required each one of the NLP techniques.

Table 5.4: Text processing techniques required by each feature extraction technique in order to achieve the struc-
ture, coherence, and content feature sets.

Support Technique Structure and Coherence Content

Semantic Analysis

LSA Word Graph Vector Unpacking LCA Dictionary Transformer

Text Lemmatization ✕ ✕ ✕ ✕

Stop Words Removal ✕ ✕ ✕ ✕

Sentence Segmentation ✕ ✕ ✕

A – Text Lemmatization Once again, the problem that we faced was that lemmatizers for European

Portuguese are scarce, paid, and/or underdeveloped. After some research, we identified these alterna-

tives: (1) NLPyPort6 which is a pipeline developed as a derivation of Natural Language Toolkit (NLTK)

[47] pipeline, and (2) Stanza7 [48], similarly to NLTK, offers a collection of methods developed into a

pipeline, that allow for accurate and efficient analysis and processing of text.

To evaluate which one of the lemmatizers best fitted our requirements, we selected randomly 2500

extracts from the CETEMPúblico, and then fed the non-annotated version to each one of the lemmatizers

and compared each one of the results to the annotated version of the corpus. Figures 5.3(a) and 5.3(b)

express the scores and durations obtained for each one of the lemmatizers tested. The score was

computed through the edit distance algorithm transformed into a similarity measure. With this measure,

a score of 1 means that there is no difference between the lemmatizer output and annotated version of

the corpus. The duration is expressed in words per second as to be independent of the extraction size.

Note that the results obtained do not express the quality of any of the lemmatizers, but instead

express how well the lemmatizer adapts to our specific requirements. It is clear from the figures, that

Stanza achieved the highest scores in the shortest amount of time. The score suggests that the format

in which Stanza lemmatizes words coincides with the lemmas from CETEMPúblico. Therefore, our team

decided on using Stanza for the lemmatization of the transcriptions.

B – Stop Words Removal Regarding the set of stop words, we decided on using the standard for the

processing of text. As mentioned before, NLTK is one of the most well-known packages and a standard

when it comes to text processing using Python. NLTK offers a vast set of tools, with one being sets of

stop words. We used the default set of stop words for European Portuguese.

6https://github.com/NLP-CISUC/NLPyPort accessed on October 1st, 2022
7https://stanfordnlp.github.io/stanza/ accessed on October 1st, 2022
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(a) Similarity score, computed through the edit-
distance formula.

(b) Duration results expressed as seconds per word
lemmatized.

Figure 5.3: Validation tests for each one of the lemmatizers selected.

C – Sentence Segmentation Once again, our team faced the recurrent problem of not existing mod-

els for European Portuguese, in this case regarding sentence segmentation. Sentence segmentation is

an important NLP technique that some of the feature extraction techniques employed rely on.

In this particular case, no acceptable model was found, Consequently, we decided on employing

a variation of a common NLP technique. This technique is called n-grams [49, 50] and subdivides

words into sets of sequential words of equal length. N-grams creates all possible sequences of words

of n-length. We were only interested in the non-overlapping groups of sequential words. Effectively,

subdividing the transcription into sets of equal-length.

This technique is not ideal, since sentences are more than an exclusively structural entity. Sentences

carry meaning, and their wrong delimitation can change the entire meaning of the text.

5.4.1.C Support Models

Some of these techniques require the previous development of models that serve as their support. The

various support models developed and techniques that require such models are displayed in table 5.5.

In the following subsections, we detail each one of the support models developed.

A – Word2Vec Embeddings We explored possible methods of developing a Word2Vec model to

compute word embeddings. We decided on following the simplest strategy and avoiding ‘reinventing the

wheel ‘. To this objective, we used Gensim8 [51] a Python package that allows for the easy development

of topic models such as Word2Vec.

8https://radimrehurek.com/gensim accessed on October 2nd, 2022
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Table 5.5: Support models required by each feature extraction technique in order to achieve the structure, coher-
ence, and content feature sets.

Support Technique Structure and Coherence Content

Semantic Analysis

LSA Word Graph Vector Unpacking LCA Dictionary Transformer

Word2Vec Embeddings ✕ ✕

Latent Semantic Analysis Model ✕

Valence Dictionary (SentiLex) ✕

Valence Transformer (RoBERTa) ✕

Gensim offers great features and advantages when compared to other alternatives. Gensim is fast,

open source, and allows for the use of data streaming. The integration with data streaming structures

was the main factor that made us choose Gensim. Without such capability, we would need to load the

entire corpora, with which we want to develop the models, to memory. Loading the entire corpus is not

plausible, at least with the computation resources that we had available.

Specifically, regarding the development of a Word2Vec model, we used gensim.models.Word2Vec,

feeding, through streams, the various CETEMPúblico’s extracts. When developing a Word2Vec, we must

decide on a vector size to which the embeddings are generated. Due to time constraints, we decided

on following the ‘rule of thumb‘ that is commonly followed when choosing a dimensionality, somewhere

between 50 to 300, with 300 used for exceptionally large corpora. CETEMPúblico is a large corpus, still,

not exceptionally big, consequently, we decided on using a dimensionality of 200.

B – Latent Semantic Analysis Similarly to Word2Vec, a model for LSA was developed using Gen-

sim. Gensim also allows for the development of an LSA model through its developed class called

gensim.models.lsimodel. This model also required a pre-established dimension to which the embed-

dings are formatted. However, this time, instead of following a ‘rule-of-thumb‘ value, we experimented

with various dimensionalities, or topics as they are called by Gensim.

The following figure 5.4 summarizes the results obtained whilst studying the development of LSA

models with varying dimensionalities. It is clear from figure 5.4, that there is a negative correlation

between the dimensionality/number of topics and the score associated with the model. We scored each

LSA model through its coherence score. Coherence is directly proportional to the semantic similarity

between words that are rated highly in a specific dimension.

From this study, we decided on using a dimensionality of 20. This was the dimensionality for which we

achieved higher coherence scores. It is important to note that this study served only as a mere indication

of the value to follow. Once again, there is no guarantee that the best results will be obtained for this

dimensionality, since: (i) the coherence of the various models is measured on a corpus (CETEMPúblico)
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Figure 5.4: Results were obtained whilst studying the effect of varying the dimensionality in a Gensim LSA model.

which is not completely identical to the one where it is going to be applied (First European Portuguese

Corpus for Psychosis Identification), (ii) and coherence does not express the quality of a model, simply

how well separated its topics or clusters are from one another.

C – Valence Dictionary One of the techniques that we used for semantic analysis relies on the

existence of a dictionary that maps words or lemmas to valence scores. After some research, we found

Sentilex9 [32].

Sentilex has valence scores associated with both inflected and lemmatized words. We used the

subset with lemmatized words since we had this capability and by doing so we increased the likelihood

of finding a match to the word in the dictionary. According to the authors of Sentilex, this dictionary

is especially useful for sentiment and opinion mining of European Portuguese texts. This dictionary

is available to the public. Consequently, we only needed to access it, download it, and convert it into

a more appropriate format to which we could more easily access while extracting features from the

subjects’ execution of the tasks.

D – Valence Transformer The other technique that we used for sentiment analysis relies on a fine-

tuned transformer. In section 5.4.1.A, we detailed the methods implemented to obtain the information

that is to be used to fine-tune the transformer. Therefore, we only needed to fine-tune the model with

this information.

In order to achieve this fine-tuned transformer we used a Python package, transformers10, developed

by HuggingFace11 [52]. The package transformers provides an Application Program Interface (API) and

tools to efficiently and easily download and train transformer models. HuggingFace provides access

to various models and numerous fine-tuned versions of the same models. Nonetheless, none of the

9https://b2find.eudat.eu/dataset/b6bd16c2-a8ab-598f-be41-1e7aeecd60d3 accessed on October 2nd, 2022
10https://huggingface.co/docs/transformers/index accessed on October 2nd, 2022
11https://huggingface.co/ accessed October 2nd, 2022
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fine-tuned versions satisfy our specific requirements, a valence model for European Portuguese.

The non-fine-tuned model that best fits our requirements is XLM-RoBERTa12 [53]. We used the base

version since the computational resources that we had available could not load and efficiently work with

the large version.

Our model was fine-tuned for 100 ephocs and a batch size of 4. The batch size used is relatively

small, however, a batch needs to be loaded in its entirety to memory. Due to limitations of the compu-

tational resources, we were incapable of increasing this batch size. To amend this problem, we set the

gradient accumulation steps to 8. This means that the gradient is accumulated for 8 stages, effectively

increasing the batch size during training to 4×8 = 32, and only after executing the backward propagation

step, updating the transformer weights.

5.4.2 Models Development

This section not only details the steps taken but also concepts and definitions essential to a good under-

standing of the work completed.

5.4.2.A Entities and Abstractions Developed

The abstractions used throughout the project are detailed in the following section and were developed

in the directory modules abstraction.

A – Variation Represents a variation to be tested and for which results are then saved and dis-

played after the models have been developed. Note, that these variations either filter the First European

Portuguese Corpus for Psychosis Identification into a subset which we aim to study, or define general

attributes of the pipeline used to develop our models. A variation is defined by:

• Target Task/s: The protocol’s task to be tested and for which the models were developed. This

attribute filtered the original corpus into a subset that we aimed to study. Note that this attribute

may refer to more than one task through an appropriate code. This attribute may be set with: ‘Task

1‘, ‘Task 2‘, ‘Task 3‘, ‘Task 4‘, ‘Task 5‘, ‘Task 6‘, ‘Task 7‘, ‘Verbal Fluency‘, ‘Reading + Retelling‘,

and ‘Description Affective Images‘.

• Target Gender/s: The gender of the subjects to be tested. This attribute filtered the original corpus

into a subset that we aimed to study. Note that this attribute may refer to more than one gender

through an appropriate code. This attribute may be set with: ‘Male‘, ‘Female‘, and ‘All Genders‘.

12https://huggingface.co/docs/transformers/model_doc/xlm-roberta accessed on October 2nd, 2022
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Figure 5.5: Target data variations were tested during model development.

• Target Data: The various data variations to be tested. We tagged each one of the subjects

recorded into a set of categories, as displayed in figure 5.5. The variations allowed for the as-

sessment of the impact of the corpus extension and of a more diverse control group (with patients

diagnosed with bipolar) on the results obtained. This attribute filtered the original corpus into a

subset that we aimed to study. This attribute may be set with: ‘V1 Simple‘, ‘V2 Simple‘, and ‘V2

Complex‘.

• Classifier Used: The classifier technique to be used to develop our model. This attribute defined

our pipeline, and consequently, affect the model developed but not the data that was used. This

attribute may be set with: ‘Naive Bayes‘, ‘Decision Trees‘, ‘Support Vector Machine‘, ‘Random

Forest‘, and ‘Multi-Layer Perceptron‘.

• Prepossessing Stages: The prepossessing stages are to be carried out on the data before its

fed to the classifier. This attribute defined our pipeline, and consequently, affected the model

developed but not the data used. This attribute may be set with: ‘DROP ROWS NAN‘.

Although our development would allow for the exploration of 10×3×3×5×1 = 450 different variations

out of which there would be 10 × 3 × 3 = 90 different variations of the dataset used, we decided on

following a simpler approach. The values set when following this simpler approach are displayed in

table 5.6. By following this simplification we only explored 7 × 1 × 3 × 5 = 105 model variations, and

7× 1× 3 = 21 dataset variations.

Finally, note that each one of these variations will be carried out for: (1) each one of the feature sets

understudy, which will be further detailed ahead, and (2) each one of the classifier variations, which will

be described in detail in the following subsection. This means that the number of variations explored will

be much greater.
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Table 5.6: Variations tested during the development of our models.

Variation Attribute Values #

Target Tasks/s {‘Task 1‘, ‘Task 2‘, ‘Task 3‘, ‘Task 4‘, ‘Task 5‘, ‘Task 6‘, ‘Task 7‘} 7

Target Gender/s {All Genders‘} 1

Target Data {‘V1 Simple‘, ‘V2 Simple‘, ‘V2 Complex‘} 3

Classifier Used {‘Naive Bayes‘, ‘Decision Trees‘, ‘Support Vector Machine‘, ‘Random Forest‘, ‘Multi-Layer
Perceptron‘} 5

Prepossessing Stages {‘DROP ROWS NAN‘} 1

Total number of variations tested: 105

B – Variation Generator This abstraction was developed to manage and develop all possible vari-

ations. When fed the various variation attributes’ possible values displayed in table 5.6, outputs all

possible combinations of these values as variations. Moreover, it accepts extra arguments besides the

ones directly fed to the variations:

• Repetitions to perform: Attribute used With the intent of repeating the development of the same

model multiple times to obtain a confidence level, this attribute represents the number of repetitions

to be carried out. This attribute is optional, by default each model was developed only once.

• Study Feature Importance: Attribute used With the intent of studying the importance of each

feature on the models developed. By default, this attribute was set as False. When set with True,

later on when the feature sets had already been fully developed, new variations were developed.

For each variation, that had already been defined, and each feature that made up the feature set,

a new variation was generated in which the importance of the selected feature was studied.

C – Classifier We experimented with five different techniques commonly used for the development of

classifiers: NB, DT, SVM, RF, and MLP. We also mentioned that we wished to experiment with variations

on the hyperparameters of these various techniques, to achieve at least a good local maximum for the

models developed. For each one of the variations previously mentioned these hyperparameter variations

were generated. Meaning that we exponentially increased the number of variations carried out.

We will not dive into detail on the meaning of the various hyperparameters and the reason behind the

values chosen to experiment with. Nonetheless, to allow for the reproduction of the work developed, we

provide a list of the hyperparameters, a brief description of the hyperparameter, and the values chosen

to experiment with in the following tables. Tables 5.7, 5.8, 5.9, 5.10, and 5.11 display this information for

NB, DT, SVM, RF, and MLP respectively.

The Classifier abstraction besides being responsible for the development of a classifier and its hyper-

parameter variations is also responsible for the development of train-test splits when given a feature set
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Table 5.7: Hyperparameters variations of the Naive Bayes classifier tested during the development of our models.

Naive Bayes Variations

Hyper Parameter Description Values #

Algorithm Algorithm used to compute likelihoods of the features {‘Gaussian‘, ‘Bernoulli‘} 2

Total number of variations tested: 2

Table 5.8: Hyperparameters variations of the Decision Tree classifier tested during the development of our models.

Decision Tree Variations

Hyper Parameter Description Values #

Criterion Criterion used to measure quality of a tree node split {‘gini‘, ‘entropy‘} 2

Maximum Depth Maximum depth to which the tree is allowed to develop {1, 2, 4, 8, 16, 32, 64, 128} 8

Maximum Features Maximum number of features when splitting a node {‘None‘, ‘auto‘, ‘sqrt‘, ‘log2‘} 4

Minimum Impurity Decrease Impurity reduction threshold when splitting a node {0, 0.1, 0.2, 0.4, 0.8} 5

Total number of variations tested: 320

as an argument. In our work, the number of subjects is still reduced, even after the corpus expansion.

Consequently, we decided on employing Leave-One-Out Cross-Validation to assure that the models

developed do not overfit the data and split provided.

D – Feature Set This abstraction represents a general-purpose feature set. This class was imple-

mented to facilitate as much as possible the definition of new feature sets, focusing on the relevant and

differentiating logic, and the methods utilized for feature extraction.

When defining a new feature set, three different methods must be defined, which represent three dif-

ferent stages in the development of the feature set. The names of the stages are merely representative.

These stages are:

1. ‘Basic Feature Set‘: Columns of the feature set that are immediately developed when the feature

set is instantiated. These columns typically extract information from subjects and their transcrip-

tions and process it (for example lemmatizing and removing stop words). The generated informa-

Table 5.9: Hyperparameters variations of the Support Vector Machine classifier tested during the development of
our models.

Support Vector Machine Variations

Hyper Parameter Description Values #

C Regularization parameter {0.25, 0.5, 1, 2, 4} 5

Kernel Kernel type to be used in the algorithm {‘linear‘, ‘poly‘, ‘rbf‘, ‘sigmoid‘} 4

Total number of variations tested: 20
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Table 5.10: Hyperparameters variations of the Random Forest classifier tested during the development of our mod-
els.

Random Forest Variations

Hyper Parameter Description Values #

Number of Estimators Number of trees to be developed in forest {10, 50, 100, 150} 4

Criterion Criterion used to measure quality of a tree node split {‘gini‘, ‘entropy‘} 2

Maximum Depth Maximum depth to which the tree is allowed to develop {1, 2, 4, 8, 16, 32, 64, 128} 8

Maximum Features Maximum number of features when splitting a node {‘None‘, ‘auto‘, ‘sqrt‘, ‘log2‘} 4

Minimum Impurity Decrease Impurity reduction threshold when splitting a node {0, 0.25, 0.50} 3

Total number of variations tested: 768

Table 5.11: Hyperparameters variations of the Multi-Layer Perceptron classifier tested during the development of
our models.

Multi-Layer Perceptron Variations

Hyper Parameter Description Values #

Hidden Layers Structure Number of neurons in each hidden layer {(50, ), (100, ), (100, 50), (50, 100, 50)} 4

Activation Function Activation function in each hidden layer {‘logistic‘, ‘tanh‘, ‘relu‘} 3

Learning Rate Initialization Value to which the learning rate is initialized {0.001, 0.005, 0.025, 0.125} 4

Learning Rate Update Update function for learning rate {‘constant‘, ‘invscaling‘, ‘adaptive‘} 3

Maximum Iterations Maximum number of iterations {100, 500, 1000} 3

Total number of variations tested: 432

tion will typically be used by multiple feature extraction techniques. By doing this first development

of the feature set, we compute only once each new column instead of once for each extraction

technique. This part of the feature set can be carried out row by row, meaning that for a given row,

the computed value for the new column is only dictated by the remaining values of that particular

row.

2. ‘Static Feature Set‘: Columns of the feature set that are created to carry out a specific feature

extraction technique. This part of the feature set is also carried out row by row, meaning that for a

given row, the computed value for the new column is only dictated by the remaining values of that

particular row. This part of the feature set is independent of the separation of the feature set into

train and test sets.

3. ‘Dynamic Feature Set‘: Columns of the feature set that are created to carry out a specific feature

extraction technique and that rely on the separation of the feature set into train and test sets. Some

of the techniques applied for feature extraction assume a previous establishment of a baseline or

an auxiliary model, and this must be done exclusively with the train set. We were mindful of this

restriction to prevent data leakages.
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Another abstraction that inherits from this abstraction was also developed. ‘Merged Feature Set‘

inherits from ‘Feature Set‘, and allows for the quick definition of feature sets that are made of other

feature sets. This new abstraction is implemented in a way that prevents the information from being

redeveloped multiple times during a single execution.

5.4.2.B Feature Sets Developed

During the development of our study, we developed the following feature sets:

• Speech Feature Set: Feature set developed with the intent of replicating the work of Forjó et al. [5].

This feature set focuses on speech features that are extracted directly from the audio segments

and their respective transcriptions.

• Sound Feature Set: Feature set developed with the intent of replicating the work of Forjó et al. [5].

This feature set focuses on sound features extracted from audio segments using eGeMAPS [54].

• Speech + Sound Feature Set: Merged feature set that aggregates the speech and the sound

feature sets. This feature set was developed with the intent of replicating the study of Forjó et

al. [5].

• Structure / Coherence Feature Set: This feature set focuses on structure and coherence features

extracted from the transcriptions associated with the subjects’ execution of the various tasks.

• Content Feature Set: This feature set focuses on content features extracted from the transcrip-

tions associated with the subjects’ execution of the various tasks.

• Structure / Coherence + Content Feature Set: Merged feature set that aggregates the structure/-

coherence and the content feature sets. This feature set and the results obtained from models that

utilize these feature sets were the main focus of our work.

The implementation of these feature sets, and their support methods, are all grouped under the

project directory modules features. In directory modules features > support, we implemented sup-

port classes and methods for the definition and development of the feature sets. Generally speaking, in

this directory, each Python file is associated with a feature extraction technique that is later used when

developing the feature set. In the following sub-sections, we provided further details into the implemen-

tation of the various feature extraction techniques employed when developing Structure / Coherence and

Content feature sets.

A – Extraction of Word Graph Features In order to simplify the development of word graphs from

subjects transcriptions, we utilized a Python library called NetworkX 13 [55] . This library allows for
13https://networkx.org// accessed on October 10th, 2022
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the easy definition of graphs by specifying their various nodes and edges. This definition is done by

initializing a NetworkX ’s MultiDiGraph and then feeding it every sequential pair of two words from a

given transcription. The mentioned structure facilitates the identification of LSCC and SCCs and the

extraction of the relevant word graph features.

B – Extraction of Latent Semantic Analysis Features We started by subdividing the transcribed,

lemmatized, and filtered words into groups of 15 words, following the mentioned strategy for sentence

segmentation. We chose 15 words as the length for the equal-length sentences since on average

sentences are made up of 15 to 20 words, and during the execution of the protocol’s tasks, we identified

sentences, from both patients and healthy subjects, as being remarkably small.

Once the transcriptions’ words had been split up into ‘sentences‘ or groups, we mapped each one of

these words into an appropriate embedding. This embedding is obtained through the LSA model whose

development has been detailed in section 5.4.1.C. Then, the various word embeddings of each word

group are averaged out, as to achieve ‘sentence‘ embeddings.

We replicated the studies mentioned in chapter 3 by extracting First Order Coherence (FOC) and

Second Order Coherence (SOC) as features for the identification of psychosis. These features were

computed by averaging the cosine similarity of each ‘sentence‘ with the sentence one and two positions

ahead, respectively.

C – Extraction of Vector Unpacking Features Similarly, we started by subdividing the transcribed,

lemmatized, and filtered words into groups of 15 words, following the mentioned strategy for sentence

segmentation, described in subsection 5.4.1.B.

The various words that made up the various word groups were then mapped to the corresponding

embeddings using a Word2Vec model, which development was previously detailed in section 5.4.1.C.

Additionally, embeddings for the various groups of words were also computed by averaging the various

word embeddings previously acquired.

Then, following the methodology of Rezzai et al. [13], the various word embeddings and correspond-

ing group embeddings were then fed through the custom neural network as input and expected output,

respectively. This custom neural network was composed of two layers, the input, and output layers,

connected as displayed in figure 5.6. The neural network had the objective of minimizing the sum of

squared errors by updating the various word weights. At any time, if the weights had fallen beneath a

certain threshold defined through the following equation 5.1, the weight value was set as 0.

iterationnumber

τ ×max{iterations}
(5.1)

with τ being a constant with a value of 100, achieved through experimentation.
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Figure 5.6: Structure of Rezaii’s Neural Network used for the acquisition of Vector Unpacking Features.

When the neural network had finished updating the weights and minimized the sum of squared errors,

we extracted the various vector unpacking features used for classification.

D – Extraction of Latent Content Analysis Features As preparation for the extraction of LCA fea-

tures, we started by selecting the 10% most common words for European Portuguese. This selection of

the most common words was done through CETEMPúblico [46]. We selected the 10% most common

words instead of the 95% most common words, as reported by Rezaii et al. [13], to minimize space

complexity and since we understood, from experimentation, that results suffered almost no impact from

this reduction.

Afterward, we subdivided the words into sets of equal length, each group of words comprised of

15 words, and computed word embeddings and, by averaging out these word embeddings, ‘sentence‘

embeddings. The word embeddings were obtained through a Word2Vec model, which implementation

was previously described.

Then, for each transcription and each one of the most frequent words, we computed the highest

cosine between any of the transcription groups and the frequent word. Subsequently, we selected the

top 50 words that maximize the difference of cosines between groups, whilst considering their prevalence

amongst all the documents by applying TF-IDF. Effectively we achieved the 50 words most prevalent in

meaning in one group and least in the other.

From these words, we developed clusters, choosing the number of clusters that maximize their sil-

houette coefficient. An example of the clusters developed can be seen in Figure 5.7.

As features for the classification task, we required a value that expressed the similarity of the tran-

scription with each one of the clusters. To this goal, we computed the highest cosine value from the

various group embeddings, of a given transcription, with each one of the cluster centers computed. We

expected these clusters to differ according to the group, and the distances to these clusters to express

this difference in topic.
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Figure 5.7: Word clusters developed for patients diagnosed with psychosis on Task 6 using Latent Content Analysis
and KMeans clustering. Manifold TSNE was used to visualize high-dimensional data in two dimensions.

E – Extraction of Valence Features with Sentilex We have already detailed the acquisition of Sen-

tilex as a corpus with valence scores associated with lemmas. Therefore, to compute a valence score

associated with each transcription, we lemmatized the transcriptions and then found out if each lemma

was contained by Sentilex’s dictionary. The various scores identified were then averaged and counted,

and each one of these characteristics was used as a feature for models development.

F – Extraction of Valence Features with RoBERTa The development of a RoBERTa model for the

acquisition of valence scores has already been detailed. Since this model was initially developed and

fine-tuned with unfiltered and non-lemmatized text, the ‘raw‘ text from the transcription was fed to the

developed fine-tuned model. The output from this model was then used as a feature for the classification

task.

5.4.2.C Studies Developed

In the previous chapters and sections, we defined in detail the various studies developed, meaning, the

type of classifier tasks carried out throughout our work. Even though this difference between studies

exists, code-wise this difference is less apparent. In modules abstraction > module models.py we

define variation generators, which directly map to the studies mentioned and developed, exploration

classification task and assessment classification task.

With regard to the assessment classification study, in which we study in depth the most relevant
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features for the results obtained and establish a confidence level for the models developed, we consider

important to further describe how these objectives were accomplished. To study the models’ confidence

level, we re-developed each one of the best models achieved, one for each task, multiple times in order

to understand how reliable and robust they are. We decided on carrying out 10 repetitions, as it provided

us with an understanding of the underlying consistency of the models without overloading machine

resources, both in space and time.

Note that some of the features extracted were dynamic in the sense that a varying number of features

might be extracted from transcriptions, dependent on the specific train-test split. This variability in the

number of features extracted happens with LCA, in which the number of clusters developed was chosen

so that the silhouette coefficient was maximized. For this reason, when studying the confidence of

these features, we exclusively analyzed the feature which relies on the first developed cluster for target

and non-target. No further study was possible, since nothing guaranteed that all the tasks and all the

train-test splits would have such a feature.

Regarding the study of features importance, we researched valid techniques that would estimate

feature importance on the model. We established three different approaches: (i) the iterative removal of

features from the dataset, (ii) the iterative addition of features to the dataset, (iii) and the randomization

of the values on a particular feature.

The first and second would allow for an understanding of the impact of the addition and removal

of features. However, these techniques would generate too many combinations and the results would

become much more difficult to analyze. We decided on following instead the third approach, the random-

ization of the values on a particular feature to explore its importance [56, 57]. Through this technique,

we could understand how dependent the models developed were on the particular feature. If the results

were impaired by the randomization it means that the model adjusted, during training, to a particular

feature, which in the test set revealed to be less capable of classifying subjects correctly. Consequently,

feature importance was calculated through the following equation 5.2.

initial score− feature randomized score

initial score
(5.2)

5.4.3 Models Parallelization and Efficiency

As mentioned in section 5.2, it would not have been plausible to develop all of the model’s variations

sequentially. Instead of running the models as a whole, we ran each model variation separately. Once all

of the variations had finished, we merged the information from their development into a single document.

We can concretely identify four different stages for the parallelization of models:

1. Initial acquisition of the variations to carry out. At this stage the model was selected, the variations

to be carried out were computed, and the number of variations was saved to a temporary file.
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2. Creation of bash scripts, one for each variation, to be carried out by our parallelization script. We

followed this strategy of developing different bash scripts since it was the standard approach for

HTCondor, and therefore was also the standard approach for our parallelization script.

3. Execution of all the bash scripts, by our parallelization script, in a parallelized manner.

4. Merging off the results obtained from each one of the variations carried out into a single file which

correctly expressed the capability of the models and their results.

Even with the parallelization described the model’s execution was unreasonably time-consuming for

the time allocated for the execution of our work. Consequently, we implemented further mechanisms for

the improvement of the overall efficiency of the models’ development. Necessarily, we were forced to

increase its space complexity in order to reduce its time complexity. This was achieved by saving all of

the feature sets developed, in all their different stages, in temporary files (checkpoints). These temporary

files can then be read by other variations and therefore prevent the development of the same feature sets

multiple times. This process is not as straightforward as one would imagine, since: different variations

can have or not have the same target feature set and ‘dynamic‘ feature sets rely on the specific train-test

split for which it was developed, implying that in a set with N records, N feature sets are developed all of

which must be properly stored and identified. Nonetheless, by creating meaningful codes that uniquely

identify each dataset, we solved this problem.

The selection of an appropriate code for the identification of the dataset was crucial. The selection

of variation attributes which do not impact the dataset acquisition would have caused an exponential

increase in the time taken to develop each feature set and space taken to store the checkpoints. The

omission of variation attributes which do impact the dataset acquisition would have meant that the

results obtained were incorrect and did not represent correctly the variation defined and used.

For example, if we had not inserted Repetition XX into the dataset code, all of the repetitions

would reuse the same dataset, meaning that they would all be identical. Since we wished to study

solutions’ confidence level, nothing should be shared between variations to make sure that the solution

was consistent due to the techniques employed and not due to caches or temporary files generated.

Lastly, take as an example the Feature Importance. If we had selected this attribute, then a new

checkpoint would have been created for each feature under study. However, since in order to study

feature importance, we simply randomized the values for the columns, it means that all variations take

as starting point a common dataset. We concluded, that there was no need to checkpoint each and

every randomized feature set, and could instead checkpoint the common dataset, and then randomize

the column’s values.
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This chapter provides an in-depth analysis of the data acquired throughout our study. We start by

describing the acquisition of the corpus and the corpus itself in section 6.1. In section 6.2 we analyze

the feature sets acquired and comment on possible details that might influence the models developed

from these feature sets.

6.1 Corpus Recordings and Analysis

An integral part of our work included the acquisition of recordings of patients from CHLO - Unidade de

Saúde Mental de Oeiras. In total our team went to the clinic 36 days, recording in total 85 patients, which

averages out to 2.36 recordings per day. This relatively low number further corroborates the idea that

patients, especially patients diagnosed with psychosis, have a reluctance to take part in the study. Many

of the patients that declined our invitation to take part in the study, suggested that they did not trust us

or the protocol to safeguard their best interests.

Although 85 recordings were carried out at the clinic, the corpus was extended with 80 patients. This

six patients’ difference is due to: (1) one patient wished for his recording to be deleted, (2) three patients

diagnosed with psychosis had already been recorded by Forjó et al. [5], and (3) two patients with bipolar

disorder were Brazilian and did not speak European Portuguese.

The final extension of the corpus, with subjects already filtered out, either by choice or to maintain

corpus consistency, is shown in figure 6.1. The original version of the corpus was made up of 92

subjects: (i) 56 healthy-control subjects, and (ii) 36 subjects diagnosed with psychosis. Our expansion

allowed us to increment the First European Portuguese Corpus for Psychosis Identification with: (i) 9

healthy subjects, part of the control group, and (ii) 49 subjects diagnosed with psychosis, part of the

target group, and (iii) 31 subjects diagnosed with bipolar disorder, part of the control group.

After our expansion, the final corpus achieved is composed of: (i) 65 healthy subjects, with no prior

mental disorders, part of the control group, (ii) 85 subjects diagnosed with psychosis, that make up the

target group, (iii) and 31 subjects diagnosed with bipolar disorder, part of the control group.

One of our main objectives was on approximating the age and schooling distributions between groups

whilst recording more subjects. As noticeable from figures 6.2(a) and 6.3(a), the distribution between

group types is considerable. The healthy group is considerably younger and more schooled. The target

group has distributions that seem more natural and representative of the overall population, the problem

being the healthy group which is biased toward a more specific academic and young population. These

high contrasts between groups in socio-demographic attributes may impact the models developed and

consequently the results obtained through these models.

The age and schooling distributions on the extended version of the corpus are visible in figures

6.2(b) and 6.3(b) respectively. The overall improvement in these two attributes is visible in figures 6.2
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Figure 6.1: Corpus original size against our expansion of the corpus organized according to subjects’ group.

and 6.3. Although the problem discussed remains, the improvements are noticeable, especially in age

distribution. The age distribution of the control group is much more similar to the distribution of our target

group and mirrors a normal distribution.
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Figure 6.2: (a) Initial and (b) extended versions of the corpus age distribution, on top and bottom respectively.

Although our team recorded healthy controls that enhanced the mentioned distributions, the improve-

ments reported are in the vast majority due to the recording of patients diagnosed with bipolar disorder.

These patients are part of the control group, however, these subjects were recruited in the same location

as patients diagnosed with psychosis. Consequently, it was to be expected that these two groups are

much more similar in their socio-demographic distributions.

We recorded other information and characteristics from subjects, such as their gender and the usage

of masks. Any of this information can impact discourse and must be disclosed and discussed to be sure

that any of the effects on discourse, and features extracted from it, are accounted for.

Regarding gender: (i) out of the 65 healthy-controls, 37 are male and 28 are female, (ii) out of the 85

patients diagnosed with psychosis, 32 are male and 53 are female, and (iii) and out of the 31 patients

diagnosed with bipolar disorder, 23 were male and 8 are female.

Regarding the usage of masks, note that this information was not registered for subjects on the
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Figure 6.3: (a) Initial and (b) extended versions of the corpus schooling distribution, on top and bottom respectively.

original version of the corpus. At the time the usage of masks was mandatory at hospitals and health

clinics in Portugal and advised in closed indoor spaces, so: (i) out of the 9 healthy-controls recorded by

us, 2 used a mask and 7 did not, (ii) out of the 49 patients diagnosed with psychosis and recorded by

us, 1 we did not register the information, 45 used a mask, and 3 did not, (iii) and out of the 31 patients

diagnosed with bipolar disorder and recorded by us, 30 used a mask and 1 did not.

Finally, we also wanted to analyze the impact that our manually fixing the generated transcriptions

had on the transcriptions themselves. Evaluate how much did we change the original transcriptions.

To this purpose, we computed the similarity between the various transcriptions, using the edit-distance

formula [58] applied to the entire transcription: (i) Tr transcription, automatically generated from the

XYH-6 Stereo Microphone Capsule recording, (ii) LR transcription, automatically generated from the

Omnidirectional XLR Lavalier Microphone recording, (iii) Fix transcription, manually generated from

fixing the LR automatically generated transcription.

These similarities, which range from 0 to 1, with 0 being no similarity at all and 1 being identical,

were then plotted through a violin and swarm plot, shown in figure 6.4. One of our concerns while

fixing the transcription was that we would be changing the original transcriptions too much. Our purpose

was only to fix major and meaningful words that had been misinterpreted by the transcriber, and that

could significantly alter the content analysis. We did not aim to create a manual transcription of the

various recordings, since this would require specific expertise. From figure 6.4 we can conclude that

the changes made by our team were small since the difference between the transcriptions generated for

the two microphones (Tr/LR) is bigger than the difference between the manual transcription and the

transcription used as the baseline for this manual correction (Tr/Fix).

6.2 Feature Sets Analysis

In this section, we provide an overview analysis of the feature sets developed to train our model, to

better understand the results obtained and exhibited. This analysis was done through tables that display
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Figure 6.4: Violin and swarm plots display the similarity between the various transcriptions.

descriptive statistics of the various features extracted. Note that, to simplify this analysis, we only detail

feature sets in their entirety, without any restriction in terms of features or subjects, using the manually

fixed transcriptions. Multiple variations of these feature sets are developed to study the results for

specific characteristics of feature sets.

The tables displayed in appendix E provide a statistical analysis of the features that make up the

structure/coherence and content feature sets.
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The results obtained throughout the various studies are displayed in the form of tables to facilitate

interpretation by the reader and comparison across studies. In section 7.1 we display and discuss the

results obtained from the first study, a study in which we aim to test as many variations as possible

to achieve a local maximum for the models developed. Section 7.2 focuses on the assessment clas-

sification studies, in which, our goal was to understand the confidence that can be established in the

models developed and a metric for the importance of the various features used in the development of

our models.

7.1 Exploration Classification Task

On this exploration classification task, we aimed at understanding the best hyperparameter variation

for which to further develop and study our models. As discussed before, this stage also allowed us to

understand the impact that the expansion of the corpus had on the results achieved. Lastly, it allowed

us to discern whether the manual processing and correction of the automatic transcriptions had a direct

effect on the results achieved.

7.1.1 Sound and Speech Feature Set

From figure 7.1, we observed a decrease in the results obtained with the increase in corpus size and

complexity. The results displayed in this graph are for the best model, according to UAR, for each task

and each possible target data group.

The fact that in every task, the achieved score decreases when comparing V1 - Simple and V2

- Simple, leads us to the conclusion, that the model developed from V1 - Simple overfitted to the

small amount of data present since in the presence of more data the models were less successful.

Nonetheless, the results obtained with this feature set for V2 - Simple are still within the acceptable

range, classifying most of the subjects correctly.

We also verify a decrease in the results obtained when comparing V2 - Simple with V2 - Complex.

This decrease can now be justified by two dependent factors. First, by adding more subjects to the

corpus, it is to be anticipated that there would be a decrease in the scores obtained, as mentioned

previously. Secondly, there is a factor of added complexity, by adding subjects with different diagnoses

into the control group.

Note that an increase in the size or complexity of the corpus, used for the development of the mod-

els, does not immediately and inevitably cause a decrease in the results obtained. Feature extraction

techniques and classification techniques, when capable, can adjust and maintain, and even improve,

the results obtained. This decrease only reveals that the techniques used either reached their limits or
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should be further explored, by varying parameters or other characteristics that might have an impact on

the results.
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Figure 7.1: Bar graph with the results for the best models using sound + speech feature set, according to UAR,
comparing across the various data variations per task, with manual transcriptions.

In the following table 7.1 we display the results for the best variation for each target data and tar-

get task across all registered metrics. The same table also displays the classification technique and

hyperparameters that allowed us to reach those particular results.

Almost all of the best variations used RF as the classification technique. This technique provides

robustness and flexibility that some of the remaining and more traditional techniques do not provide.

Interestingly enough, two variations achieved their best score with DT. Still, both of these variations used

V1 - Simple and for the remaining data groups for the same task RF was selected. The diminished

complexity of V1 - Simple when compared with V2 - Simple or V2 - Complex might have allowed for

the usage of less complex classification techniques.

Finally, figure 7.2 displays the best UAR scores with and without manual correction of the transcrip-

tion, for each task. The impact of such correction is minimal, which is expected especially on the current

feature set. Most of the features extracted rely on the audio files and not on the transcriptions generated

for each subject-task pair. Nonetheless, the manual correction changed the obtained results even if only

by a small amount. This impact signaled us, that even for features as simple as Number of Words,

Speaking Rate, and Articulation Rate the process of manually fixing transcriptions might be bene-

ficial as it means a more accurate corpus and consequently results.

7.1.2 Structure, Coherence, and Content Feature Set

In this subsection, we followed the same strategy for the analysis of structure, coherence, and content

feature set, as the one followed in subsection 7.1.1. We started by analyzing the impact that the different

target data groups had on the results obtained. Figure 7.3 displays the best variations, according to UAR,

using transcriptions manually corrected for each target data group and task.

69



Table 7.1: Best models developed for the initial classification task, according to the UAR, with the speech and sound
feature set, and manually fixed transcriptions. Hyper-parameters specified in the same order as defined
for the classifiers in section 5.4.2.A. The best and worst score for each metric is signaled in bold.

Task Data Variation Classifier Classifier Hyper-parameters Accuracy Recall F1-Measure UAR

1

V1 - Simple RF (10, gini, 1, None, 0) 0.900 0.824 0.862 0.885

V2 - Simple RF (50, entropy, 16, auto, 0) 0.830 0.878 0.852 0.824

V2 - Complex RF (150, gini, 16, None, 0) 0.747 0.707 0.720 0.744

2

V1 - Simple RF (10, gini, 16, None, 0) 0.946 0.889 0.928 0.936

V2 - Simple RF (150, gini, 128, None, 0) 0.827 0.859 0.849 0.822

V2 - Complex RF (50, gini, 64, auto, 0) 0.801 0.776 0.786 0.800

3

V1 - Simple RF (50, gini, 4, auto, 0) 0.824 0.743 0.765 0.809

V2 - Simple RF (100, entropy, 8, auto, 0) 0.810 0.878 0.837 0.801

V2 - Complex RF (50, gini, 16, log2, 0) 0.712 0.671 0.683 0.709

4

V1 - Simple DT (gini, 16, None, 0) 0.885 0.742 0.821 0.853

V2 - Simple RF (50, gini, 128, log2, 0) 0.824 0.857 0.841 0.821

V2 - Complex RF (100, gini, 64, auto, 0) 0.737 0.701 0.706 0.734

5

V1 - Simple RF (10, entropy, 2, None, 0) 0.783 0.750 0.730 0.777

V2 - Simple RF (50, gini, 32, sqrt, 0) 0.730 0.867 0.783 0.711

V2 - Complex RF (150, entropy, 8, None, 0) 0.726 0.711 0.707 0.725

6

V1 - Simple RF (10, entropy, 32, None, 0) 0.747 0.611 0.657 0.724

V2 - Simple RF (50, gini, 16, sqrt, 0) 0.755 0.843 0.795 0.742

V2 - Complex RF (150, entropy, 64, auto, 0) 0.685 0.675 0.667 0.685

7

V1 - Simple DT (entropy, 2, None, 0.1) 0.789 0.944 0.782 0.815

V2 - Simple RF (100, gini, 32, log2, 0) 0.719 0.819 0.768 0.703

V2 - Complex RF (50, gini, 64, log2, 0) 0.672 0.627 0.642 0.670
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Figure 7.2: Bar graph with the results for the best models using sound + speech feature set, according to UAR,
comparing automatic and manual transcriptions per task, with V2 - Complex data variation.
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We verify that the increasing complexity of the data targets had a negative influence on the results

obtained. With the added complexity, the feature extraction techniques seem to classify the various

subjects less well. At least this is the general tendency of results obtained, Task 1 seems to be the

exception, where best results were achieved for V2 - Simple than for V1 - Simple. However, this

improvement was only of 0.02 which can be considered negligible.

The reasoning behind this decrease is the same as for the sound and speech feature set. The

decrease from V1 - Simple to V2 - Simple is justified by the increased complexity of having more

subjects and consequently a more diverse corpus, even if it has the same groups (healthy controls

and patients diagnosed with psychosis). The general decrease from V2 - Simple to V2 - Complex, is

possibly justified by two different factors: the added complexity of having more subjects, and a corpus

more diversified by including subjects with other diagnoses other than healthy or psychosis.

Note that, once again, techniques for feature extraction and classification, if powerful enough and

properly applied, can surpass this escalation in complexity and adapt to bigger and more complex cor-

pora.
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Figure 7.3: Bar graph with the results for the best models using structure/coherence + content feature set, according
to UAR, comparing across the various data variations per task, with manual transcriptions.

The best models, measured through UAR, for every task and data target, are displayed in table

7.2. This table presents the results for all recorded metrics, exclusively using the manually corrected

transcriptions.

From this table, we understand that the RF classifier achieved the best scores across the various

data and task targets. However, for this feature set, we verify that more of the variations deviate from

this general tendency, with some reporting the best results with MLP, SVM, and even DT classifier.

Interestingly, simpler classification techniques, such as SVM and DT reported better results than more

complex techniques such as MLP and RF for more complex data variations such as V2 - Complex

and V2 - Simple. This effect was verified on Task 3 for both V2 - Simple and V2 - Complex and on

Task 5 for V2 - Simple.
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Our team can only hypothesize possible justifications for this occurrence. We believe that the feature

extraction techniques employed generated values that map more directly to the target groups, and that

consequently less-complex classification models are required for the correct classification of subjects.

Table 7.2: Best models developed for the initial classification task, according to the UAR, with the structure, co-
herence, and content feature set, and manually fixed transcriptions. Hyper-parameters specified in the
same order as defined for the classifiers on section 5.4.2.A.

Task Data Variation Classifier Classifier Hyper-parameters Accuracy Recall F1-Measure UAR

1

V1 - Simple RF (10, entropy, 32, log2, 0) 0.789 0.588 0.678 0.749

V2 - Simple RF (10, entropy, 64, None, 0) 0.776 0.805 0.800 0.772

V2 - Complex RF (150, gini, 4, auto, 0) 0.691 0.659 0.663 0.689

2

V1 - Simple RF (50, gini, 64, log2, 0) 0.880 0.806 0.841 0.867

V2 - Simple RF (150, gini, 8, None, 0) 0.780 0.812 0.807 0.775

V2 - Complex RF (100, gini, 1, None, 0) 0.751 0.682 0.720 0.747

3

V1 - Simple RF (50, gini, 16, auto, 0) 0.802 0.714 0.735 0.786

V2 - Simple DT (entropy, 2, log2, 0) 0.735 0.744 0.758 0.733

V2 - Complex SVM (0.5, linear) 0.661 0.561 0.605 0.654

4

V1 - Simple MLP ((50,), relu, 0.025, invscaling, 500) 0.747 0.710 0.667 0.739

V2 - Simple RF (50, entropy, 2, None, 0) 0.690 0.714 0.714 0.688

V2 - Complex RF (150, entropy, 32, auto, 0) 0.667 0.584 0.612 0.659

5

V1 - Simple RF (100, gini, 8, None, 0) 0.783 0.583 0.677 0.747

V2 - Simple DT (entropy, 1, None, 0) 0.689 0.855 0.755 0.666

V2 - Complex RF (50, entropy, 128, None, 0) 0.637 0.554 0.586 0.631

6

V1 - Simple SVM (2, sigmoid) 0.857 0.778 0.812 0.843

V2 - Simple RF (50, entropy, 4, log2, 0) 0.728 0.807 0.770 0.716

V2 - Complex RF (10, entropy, 4, log2, 0) 0.713 0.711 0.698 0.713

7

V1 - Simple RF (10, entropy, 32, log2, 0) 0.733 0.556 0.625 0.704

V2 - Simple RF (50, gini, 4, None, 0) 0.671 0.807 0.736 0.650

V2 - Complex RF (10, gini, 16, sqrt, 0) 0.689 0.482 0.593 0.677

Regarding the difference between the results achieved with and without manually corrected tran-

scription for the structure/coherence and content feature set, we expected results to be impacted by this

difference. As shown in figure 7.4, this preprocessing stage seems to have affected the results more

on this feature set than on the speech and sound feature set. This was expected since this feature set

relies heavily on the subjects’ transcriptions. Interestingly, this variation was not consistent across the

various tasks, with some reporting better results with the transcription corrections and others without.

This variation appears to be more noticeable on tasks 5, 6, and 7. This might be because, in these

tasks, subjects spoke more freely but in a structured manner. In tasks 1 and 2, subjects were forced to

stay on topic and the discourse was unstructured since it relies on subjects enumerating words. In tasks

3 and 4, subjects had to structure their discourse but they were still forced to follow a specific topic and
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task, not allowing for as much free expression.
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Figure 7.4: Bar graph with the results for the best models using structure/coherence + content feature set, accord-
ing to UAR, comparing across automatic and manual transcriptions per task, with V2 - Complex data
variation.

7.1.3 Discussion

Both feature sets seem to achieve lower scores with added data complexity and to be impacted by the

manual correction of the various transcription.

Still, we believe it is important to directly compare the results obtained between feature sets, so as

to better understand their capabilities.

Figure 7.5 directly compares the results obtained for both feature sets across the various tasks. This

figure displays the UAR scores achieved with the manually corrected transcription with V2 - Complex

as the data target. From this figure, we understand that sound and speech features achieved better

results than structure/coherence and content features. Note, however, that this difference is small, on

average the difference was of 0.0414 (SD = 0.0422). The biggest difference was felt on task 5, with

coherence/structure and content features achieving results 0.10 under those of baseline, described in

subsection 7.1.1. Interestingly, in tasks 6 and 7 coherence/structure and content feature sets achieved

better results than those of baseline. This was unexpected since tasks 5, 6, and 7 are very similar in

purpose.

Nonetheless, we can hypothesize a reason for this difference between task 5 and tasks 6 and 7. We

believe that on tasks 6 and 7, content features might have aided the classification process by picking

up speech apathy from patients diagnosed with psychosis, a symptom which has been extensively

described in literature [10, 19, 59]. We gathered some confidence in this hypothesis by analyzing the

results from the assessment classification task in section 7.2. This will be possible since in this section

we will acquire and discuss scores that express feature importance on a task level.
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Figure 7.5: Bar graph with the results, according to UAR, comparing the various feature sets per task, with V2 -
Complex data variation and manually corrected transcriptions.

7.2 Assessment Classification Task

The assessment classification task was carried out with two main objectives: the acquisition of confi-

dence scores for the models developed, and the analysis of the importance of the various features, that

make up the structure, coherence, and content feature set, for each task.

7.2.1 Confidence Study

Starting with the confidence study, it is important to first understand that the provided analysis was done

by repeating 10 times the development of the models that achieved the best scores for the structure/-

coherence and content feature set with manual corrected analysis and data target of V2 - Complex,

reported in table 7.2. The number of repetitions carried out was quite small, and in order to get a better

estimate of the achieved results, further analysis should be done with more repetitions.

Interestingly, when comparing the results obtained in the previous study with the ones obtained for

this study, we understand that the average UAR scores of the 10 repetitions are significantly lower than

the score reported for the first study. We believe that this might have happened due to the big number

of variations that were tested in the previous study, and out of which, we chose the best. By choosing

the best variation to represent the competence of the feature set, it was to be expected that such value

would provide an optimistic result.

Nonetheless, the confidence results obtained seem promising. The confidence interval computed

for the 95% confidence level is very small independently of the task. As seen in table 7.3, the model

that showed the highest variability and therefore provides less confidence in the results obtained was

the one developed from task 7. Even for this task, the results obtained suggest that 95% of the time the

results obtained for this model would be somewhere in between 0.538 and 0.557, giving us a margin of

just 0.037. The confidence interval went as low as 0.004 in task 2.
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The most important conclusion that can be extracted, is that the models developed seem to be

consistent and robust and that although a significant difference exists between the results for the first

study, reported in subsection 7.1.2, and this one.

Table 7.3: UAR confidence interval, represented by its lower, mean and upper bound, for each one of the various
tasks. The number of repetitions used to calculate the confidence levels is presented as well as the
confidence interval size for a facilitated analysis.

Task #Repetitions
Confidence Interval

Interval Size
Lower Bound Mean Upper Bound

Task 1 10 0.639 0.659 0.649 0.020

Task 2 10 0.738 0.741 0.740 0.004

Task 3 10 0.647 0.667 0.657 0.021

Task 4 10 0.627 0.646 0.636 0.019

Task 5 10 0.575 0.595 0.585 0.020

Task 6 10 0.630 0.666 0.648 0.036

Task 7 10 0.538 0.575 0.557 0.037

Task 2 achieved, by far, the best results, with most of the remaining tasks being equally good between

each other, with exception of task 5 and task 7, for which the results obtained seem to be less promising.

Further conclusions will be drawn by analyzing the importance of the various features on these tasks.

7.2.2 Feature Importance

For an easier interpretation and analysis of the results obtained we provide, through figure 7.6, the

relative importance of every feature for every task. This importance is relative since it is relative to the

average established in subsection 7.2.1 for each task.

For the first task, it seems that almost no noticeable differences in features’ importance are verified.

The number of repeated edges in the word graph, which directly maps to the number of repetitions of

identical sequences of words by the subject, seems to be the most relevant feature. Task 1 relies on

the subject enumerating as many words as possible during a specified time interval. Consequently, we

conclude that the model developed for task 1 fitted to the number of repetitions of sequences of words

by the subjects during the enumeration. This conclusion reflects what is mentioned in literature [14,18],

that the discourse of patients diagnosed with psychosis is marked by repetitions, and we believe that

this effect is worsened by the specific task being carried out.

In task 2 there is a feature that clearly prevails over all the remaining features. The model developed

for this particular task has fitted deeply to the number of nodes present in the word graph developed

from subjects’ transcriptions. The number of nodes in the word graph maps directly to the number of

unique words part of the subjects’ transcriptions. Remember that task 2 also relies on enumeration

75



Word
 Grap

h -
 #no

de
s

Word
 Grap

h -
 #ed

ge
s

Word
 Grap

h -
 di

am
ete

r

Word
 Grap

h -
 #rep

ea
ted

_ed
ge

s

Word
 Grap

h -
 #pa

ral
lel_

ed
ge

s

Word
 Grap

h -
 #av

era
ge

_to
tal

_de
gre

e

Word
 Grap

h -
 #av

era
ge

_sh
ort

est
_pa

th

Word
 Grap

h -
 #av

era
ge

_cl
ust

eri
ng

_co
eff

icie
nt

Word
 Grap

h -
 LS

CC - #
no

de
s

Word
 Grap

h -
 LS

CC - #
ed

ge
s

Word
 Grap

h -
 LS

CC - p
rob

ab
ilit

y

Word
 Grap

h -
 SC

C - m
in 

#no
de

s

Word
 Grap

h -
 SC

C - a
vg

 #no
de

s

Word
 Grap

h -
 SC

C - m
ax

 #no
de

s

Word
 Grap

h -
 SC

C - m
in 

#ed
ge

s

Word
 Grap

h -
 SC

C - a
vg

 #ed
ge

s

Word
 Grap

h -
 SC

C - m
ax

 #ed
ge

s

LS
A - F

irs
t O

rde
r C

oh
ere

nce

LS
A - S

eco
nd

 Orde
r C

oh
ere

nce

Ve
cto

r U
np

ack
ing

 - a
vg

 #ep
ho

cs

Ve
cto

r U
np

ack
ing

 - a
vg

 ra
tio

 #zer
o_w

eig
hts

Ve
cto

r U
np

ack
ing

 - a
vg

 m
od

el 
los

s

Ve
cto

r U
np

ack
ing

 - a
vg

 m
od

el 
cos

ine
 sim

ilar
ity

Se
nti

Lex
 - a

vg
 Sc

ore

Se
nti

Lex
 - n

um
be

r S
cor

es

Va
len

ce 
Ro

BER
Ta 

Sco
re

LC
A - M

ax
 Coss

ine
 w/ C

lus
ter

 0 
for

 Ta
rge

t

LC
A - M

ax
 Coss

ine
 w/ C

lus
ter

 0 
for

 Non
-Ta

rge
t

Task 1

Task 2

Task 3

Task 4

Task 5

Task 6

Task 7

-0.00 0.04 -0.01 0.06 0.00 0.02 0.03 0.01 0.04 0.01 -0.00 0.01 -0.03 0.03 0.03 0.00 0.02 -0.04 0.00 0.03 0.03 0.02 0.01 0.03 -0.01 -0.05 0.00 0.02

0.28 0.01 0.02 -0.00 0.01 -0.00 0.00 -0.01 0.00 -0.01 0.00 -0.00 0.00 -0.00 -0.01 0.00 -0.01 -0.00 -0.00 -0.00 -0.00 -0.01 0.00 -0.01 0.00 0.01 0.01 0.01

0.05 0.10 0.25 0.09 0.17 0.02 0.03 0.03 0.13 0.16 0.01 0.33 0.15 0.10 0.14 0.18 0.14 0.03 0.03 0.01 -0.01 0.03 0.03 0.04 0.00 0.03 0.03 0.01

0.03 -0.10 -0.08 -0.01 -0.01 -0.04 -0.04 0.01 -0.11 -0.03 -0.07 -0.04 -0.11 0.02 -0.03 -0.09 -0.09 -0.06 0.00 -0.11 -0.02 -0.04 -0.10 -0.01 -0.02 -0.05 -0.07 -0.07

0.08 0.01 0.03 0.01 0.05 0.02 0.07 -0.01 0.02 -0.05 0.01 0.05 0.03 -0.00 0.04 -0.01 -0.02 -0.01 -0.04 -0.01 -0.00 0.04 -0.02 0.04 -0.03 0.09 -0.01 -0.05

0.05 0.05 0.05 -0.05 0.01 0.01 -0.05 0.03 -0.01 0.02 -0.07 -0.05 -0.02 -0.05 0.06 -0.05 -0.04 -0.01 0.00 -0.01 -0.02 -0.04 -0.04 -0.01 0.02 0.02 -0.01 0.01

0.02 0.02 0.02 0.02 -0.02 -0.07 0.04 -0.04 0.01 -0.02 0.08 -0.01 -0.03 0.02 0.09 0.04 -0.04 0.05 -0.07 0.01 0.04 0.01 -0.03 -0.03 -0.01 0.04 0.01 -0.11

0.10 0.05 0.00 0.05 0.10 0.15 0.20 0.25 0.30

Figure 7.6: Relative feature importance per feature and task plotted into a heatmap. Positive/green values repre-
sent important features for which the results obtained decreased when the values were randomized.
Negative/red values represent non-important features for which the results obtained increase when val-
ues are randomized.

by the subjects, and consequently, we are measuring the number of different words uttered by the

subject. Patients diagnosed with psychosis are described as having a discourse with low complexity

and a reduced vocabulary. Still, we do not understand why for task 2 this feature seems to be decisive,

whereas for task 1 it was not.

The results obtained for the model developed on task 3, suggests that the model has fitted in general

to a big number of word graph features, and therefore to the subject’s discourse structure. This was

surprising for our team since this task relies on the subject reading out loud a well-known story. We

believe that since the subjects are reading a story, very little can be inferred from its transcriptions, and

much less from differences in topic or sentiment. Consequently, the model fitted to the set of features

that showed some dissimilarities. During the recordings, we observed that even with the story being

provided, patients seemed to be inaccurate during their reading and that many times they repeated

certain excerpts after making a mistake. This happened even if the mistake had happened a decent

number of words ago.

Not much can be derived from the results for task 4 since most of the features report almost the

same importance. This was unexpected since in this task the subjects can speak more freely, we would

have expected the models developed to have fitted to particular differences in subjects’ discourse such

as its structure. We believe that differences in subjects’ discourse structure might have been suppressed

by the fact that this task highly depended on the subject’s knowledge of the story, which for some was

natural and for others new. Furthermore, take as an example disorganized speech, a patient which is

familiar with the story might behave fairly well in terms of structure, and a control subject who is just

76



reading the story for the first time might display disorganized speech due to reduced knowledge that it

has from the story.

Our team noticed that content features for sentiment analysis seem to be more relevant on tasks 5, 6,

and 7, than on the remaining tasks, especially the feature extracted from the fine-tuned RoBERTa model.

This was expected since these three tasks rely a lot more on the personal analysis of the subjects and on

their perception of the world. Patients diagnosed with psychosis are described in literature as displaying

a lack of empathy and instead apathy, and sometimes displaying a more pessimistic outlook [10,19,59].

This hypothesis was verified by researching the profiling files for the models developed and checking

that, for patients diagnosed with psychosis, low valence scores are more frequently associated with

patients with psychosis than with the control group.

On task 7, maybe due to the nature of the image displayed to the subjects, more features seem to

reveal being important. In this task, besides the features extracted from word graphs, features extracted

through vector unpacking and LSA seem promising. Similarly, complex word graph features that seem

almost irrelevant for the remaining tasks seem to provide important information regarding the subjects’

execution of this particular task, such as Word Graph - LSCC - probability. We can only hypothe-

size that these features might have revealed themselves to be important due to some disruption that the

image might have created on the subjects during the execution of the task.

Additionally, we also recognized that across all the techniques applied, features acquired from word

graphs seem to be the best suited across all tasks for the acquisition of accurate and robust models.

We believe that this effect comes as a consequence of two different factors: (i) first, this technique

provides a wide range of features, that describe discourse, from the most basic (in which the number of

words spoken is extracted) to the most complex (in which the probability of a specific sequence of words

happening is measured); (ii) secondly, some of the remaining features might be undeveloped for the task

at hand. As an example, more accurate and complex models for the assessment of the sentiment of a

subject’s discourse might have decreased the relevance of word graph features.

Finally, as an overall analysis of the heatmap displayed in figure 7.6, we can conclude that most of the

features extracted are valuable for the classification task or at the very least neutral for this classification

task. This is immediately noticeable through the heatmap since most of the cells are marked with white

or a very pale shade of red, with the majority of the exceptions having a strong green association. The

fact is that strong reds are almost nonexistent.

77



8
Conclusions and Future Work

Contents

8.1 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

78



Our results support our conclusion that high-level features that focus on speech structure, coherence

and content are promising in terms of their capabilities on classifying subjects diagnosed with psychosis.

The results obtained with our developed feature set seem to achieve results comparable to those of the

established baseline. Furthermore, due to the confidence that they provide and the importance of the

various features that make up this feature set, they seem promising and worthy of continuing research.

We understood that with an increase in the size or complexity of the corpus, worse results were

achieved. This was expected but verified our hypothesis that initial models had overfitted to the data

provided, both to the small size and the lack of variability in the control group. Although this caused a

decrease in the metrics recorded, we acknowledge that this complexity should be pursued since it allows

for a more accurate representation of the real world and consequently more meaningful results.

Similarly, we also recognized that the manual correction of the automatically generated transcriptions

is important for an accurate representation of the subjects’ task executions, even if the impact generated

on the results achieved was negligible. Interestingly, this manual correction of the transcriptions impacted

the results obtained for both feature sets.

By directly comparing the results obtained for each one of the feature sets, we concluded that the

results achieved for our focus feature set (structure, coherence, and content features) are comparable

to those of the established baseline. However, for most tasks, structure, coherence, and content feature

sets, achieved slightly worse results, except for tasks 6 and 7. On average, by using feature extraction

techniques that focus on discourse’s structure, coherence, and content, our results decreased 4.14%

(SD = 4.22%). Particularly, on tasks 6 and 7, the targeted feature set achieved on average an increase

of 2.00% (SD = 1.00%)

Our study on the confidence of the models developed led us to the conclusion that our initial study

might have been too optimistic about the results obtained since we focused on the variations that origi-

nated the best results and not on an average from the various variations. Nonetheless, it verified, even

if for a small set of repetitions that our models are robust, providing a very small confidence interval

(Mean = 2.24%, SD = 1.04%) for a confidence level of 95%.

Last but not least, our study of the features’ importance revealed to be crucial for a good and complete

understanding of the most meaningful features for the models developed for each task. We understood

that word graph features seem to be the most reliable and essential across the various models developed

for each task. Sentiment-based techniques appear to have more significance on tasks 5, 6, and 7, in

which we, purposely, try to evoke sentiments and personal perceptions of the world from subjects.

However, this importance is still fairly weak, possibly due to the simplicity of the models for sentiment

analysis that were applied. Finally, from an overall perspective of the results obtained we understood

that there are features that are particularly useful for certain tasks. However, no feature suggested that

its removal would cause a significant increased in the results obtained.
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In summary, our results serve as support for future developments in the domain of computerized

solutions to aid mental health diagnosis. We believe that we achieved our goals, by obtaining promising

results with structure, coherence, and content features, in which we analyzed the impact of the expansion

of the corpus, the manual correction of the transcriptions, and the importance of the various features.

Additionally, we also succeeded by submitting a paper, which was accepted for publication, with part of

our work, to a well-known conference that focuses on speech and language technologies, IberSpeech.

8.1 Limitations and Future Work

During the execution of our work, our team faced various limitations, mostly due to underdeveloped NLP

domains for European Portuguese and time constraints. The existence of better models for ‘sentence

segmentation‘, ‘lemmatization‘, ‘transcription‘, ‘valence‘ and ‘sentiment analysis‘ of text would have im-

pacted greatly our work. Their existence would have likely improved the results obtained and saved

time that was allocated to developing some of our models. With this time we could have explored more

feature extraction techniques that we did not have the opportunity to explore, such as LCB, SRL, and

dependency parsing, described in section 2.2. If we had more time we could have improved on current

studies and possibly carried out further studies. As for the current studies, we could have studied in

more detail the confidence of the models developed by carrying out more repetitions.

Regarding future work, our studies provided an analysis that allowed for the understanding of the

impact that adding patients with bipolar disorder had on the results. However, it did not provide any in-

sights into how well the models differentiated patients diagnosed with psychosis from patients diagnosed

with bipolar disorder. It would have been interesting to know exactly how many patients diagnosed with

bipolar disorder were misidentified as diagnosed with psychosis. Furthermore, an in-depth analysis of

these subjects specifically would provide an understanding of the downfalls of the models developed.

A study focused on the merging of sound and speech features with structure, coherence and content

features could also reveal interesting results. We concluded that these feature sets by themselves

achieve good results, by joining both, at the very least we expect results to be more consistent and

models to be more robust. Possibly the results would improve by this merge.

Finally, improvements in the techniques applied for structure, coherence, and especially content

feature extraction could reveal major improvements in the results obtained. For instance, we followed

the standard technique of achieving embeddings through LSA for the computation of coherence values

for the subjects on the various tasks. However, other, more recent, and complex techniques, could

be applied for the acquisition of word or sentence embeddings, such as GLoVE embeddings [10, 30].

Ideally, we also would have liked to have explored more techniques for the content analysis of speech.

For example the application of complex transformers, such as GPT-3, for the acquisition of sentiment

valence scores, general sentiment analysis, and LCB.

80



Bibliography

[1] S. L. James, D. Abate, K. H. Abate, S. M. Abay, C. Abbafati, N. Abbasi, H. Abbastabar, F. Abd-

Allah, J. Abdela, A. Abdelalim et al., “Global, regional, and national incidence, prevalence, and

years lived with disability for 354 diseases and injuries for 195 countries and territories, 1990–

2017: a systematic analysis for the global burden of disease study 2017,” The Lancet, vol. 392, no.

10159, pp. 1789–1858, 2018.

[2] R. Coentre and P. Levy, “Early intervention in psychosis in portugal: Where are we?” Acta medica

portuguesa, vol. 33, pp. 540–542, 9 2020.

[3] T. R. Insel, “Rethinking schizophrenia,” Nature, vol. 468, pp. 187–193, 2010. [Online]. Available:

https://doi.org/10.1038/nature09552

[4] E. J. Clemmer, “Psycholinguistic aspects of pauses and temporal patterns in schizophrenic

speech,” Journal of Psycholinguistic Research, vol. 9, pp. 161–185, 1980. [Online]. Available:

https://doi.org/10.1007/BF01067469
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ed
iatam

ente
o

viajante
tiro

u
a

cap
a.

O
vento

n
o

rte
teve

assim
d

e
reco

n
h

ecer
a su

p
erio

rid
ad

e d
o

 so
l.

4



A
n

exo
 II

“O
s Três Po

rq
u

in
h

o
s”

Era
u

m
a

vez
três

irm
ão

s
p

o
rq

u
in

h
o

s
q

u
e

viviam
co

m
a

m
ãe,

m
u

ito
felizes.

D
o

is
p

o
rq

u
in

h
o

s
eram

p
regu

iço
so

s
e

n
ão

aju
d

avam
n

ad
a

em
casa,

en
q

u
anto

o
terceiro

 p
o

rq
u

in
h

o
 era trab

alh
ad

o
r.

U
m

b
elo

d
ia,

a
m

ãe,
ach

an
d

o
q

u
e

o
s

filh
o

s
já

tin
h

am
m

atu
rid

ad
e,

ch
am

o
u

-o
s

e
d

isse:
–

M
eu

s
m

en
in

o
s,

ch
ego

u
a

altu
ra

d
e

saírem
d

e
casa

p
o

is
já

são
gran

d
es

o
su

ficiente
p

ara
viverem

sozin
h

o
s.

Ten
h

am
ju

ízo
e

m
u

ito
cu

id
ad

o
co

m
o

Lo
b

o
M

au
.

D
ito

isto,
a

m
ãe

d
eu

u
m

farn
el

a
cad

a
u

m
d

o
s

três
p

o
rq

u
in

h
o

s,
assim

co
m

o
algu

m
as

eco
n

o
m

ias
p

ara
q

u
e

co
m

p
rassem

m
aterial

p
ara

co
n

stru
írem

as
su

as
casas.

E lá p
artiram

 o
s três p

o
rq

u
in

h
o

s.

O
p

rim
eiro

p
o

rq
u

in
h

o,
q

u
e

era
p

regu
iço

so,
d

ecid
iu

co
n

stru
ir

u
m

a
casa

q
u

e
n

ão
d

esse
trab

alh
o

n
en

h
u

m
.

A
p

esar
d

o
s

irm
ão

s
o

avisarem
q

u
e

n
ão

era
segu

ro,
co

n
stru

iu
u

m
a

casa
d

e
p

alh
a

n
u

m
só

d
ia!

A
p

ó
s

term
in

ar
a

su
a

casa
d

e
p

alh
a,fo

i
to

car flau
ta e d

an
çar.

O
segu

n
d

o
p

o
rq

u
in

h
o,

q
u

e
era

m
en

o
s

p
regu

iço
so

q
u

e
o

p
rim

eiro,
reso

lveu
co

n
stru

ir
a

su
a

casa
em

m
ad

eira.
A

p
esar

d
e

ser
m

ais
segu

ra
d

o
q

u
e

a
casa

d
e

p
alh

a,
u

m
a

casa
d

e
m

ad
eira

n
ão

era,
co

ntu
d

o,
resistente

o
su

ficiente
p

ara
im

p
ed

ir
a

entrad
a

d
o

Lo
b

o
M

au
,

ad
vertiu

o
terceiro

p
o

rq
u

in
h

o
.

N
o

entanto,
o

n
o

sso
p

o
rq

u
in

h
o

ign
o

ro
u

o
co

n
selh

o
d

o
irm

ão
.

E
assim

,
em

ap
en

as
d

o
is

d
ias

co
n

stru
iu

 a su
a casa d

e m
ad

eira!

D
ito

isto,
p

ego
u

n
o

vio
lin

o
e

fo
i

to
car

e
d

an
çar

ju
ntam

ente
co

m
o

p
rim

eiro
irm

ão
.

Po
r

su
a

vez,
o

terceiro
p

o
rq

u
in

h
o,

q
u

e
co

m
o

vim
o

s
era

trab
alh

ad
o

r
e

p
recavid

o,
d

ecid
iu

 co
n

stru
ir a su

a casa co
m

 tijo
lo

s.

–
O

s
tijo

lo
s

são
u

m
m

aterialm
u

ito
resistente.A

ssim
,o

Lo
b

o
M

au
n

ão
co

n
segu

irá
d

estru
ir a m

in
h

a casa – d
isse p

ara si.

D
ito

isto,
p

ô
s-se,

p
acientem

ente,
a

trab
alh

ar.
A

co
n

stru
ção

fo
i

d
u

ra
e

avan
ço

u
lentam

ente.
En

q
u

anto
isso,

o
s

seu
s

d
o

is
irm

ão
s

to
cavam

e
d

an
çavam

.5

Fin
alm

ente,
ap

ó
s

algu
m

as
sem

an
as

term
in

o
u

a
co

n
stru

ção
d

e
u

m
a

só
lid

a
casa

em
 tijo

lo
s.

Passad
o

algu
m

tem
p

o,
su

rgiu
n

a
flo

resta
o

Lo
b

o
M

au
.

Perceb
en

d
o

a
p

resen
ça

d
o

s p
o

rq
u

in
h

o
s, p

en
so

u
 p

ara si m
esm

o
:

– M
as q

u
e b

ela refeição
 ten

h
o

 à m
in

h
a esp

era: três
p

o
rq

u
in

h
o

s b
em

 go
rd

in
h

o
s!

D
ito

isto,
fo

ib
ater

à
casa

d
e

p
alh

a,q
u

e
era

a
d

o
p

rim
eiro

p
o

rq
u

in
h

o
.Ven

d
o

q
u

e
era o

 Lo
b

o
 M

au
, o

 p
o

rq
u

in
h

o
 resp

o
n

d
eu

:
– Vai-te em

b
o

ra p
o

rq
u

e n
ão

 te irei ab
rir a p

o
rta,Lo

b
o

 M
au

!

O
 Lo

b
o

 M
au

 resp
o

n
d

eu
:

– Então
 vo

u
 so

p
rar e so

p
rar até levar esta casa p

elo
ar!

D
ito

isto,
o

lo
b

o
p

ô
s-se

a
so

p
rar

e
a

casa
d

e
p

alh
a

fo
ito

d
a

p
elo

ar.
O

p
rim

eiro
p

o
rq

u
in

h
o,

em
p

ân
ico,

co
n

segu
iu

refu
giar-se

n
a

casa
d

e
m

ad
eira

q
u

e
p

erten
cia

ao
segu

n
d

o
irm

ão
.

O
Lo

b
o

M
au

d
irigiu

-se
então

p
ara

a
casa

d
e

m
ad

eira,b
ateu

à
p

o
rta e p

ed
iu

 p
ara entrar. D

isseram
 então

 o
s d

o
is

p
o

rq
u

in
h

o
s:

– Vai-te em
b

o
ra p

o
is n

u
n

ca te irem
o

s ab
rir a p

o
rta,ó

 Lo
b

o
 M

au
!

O
 Lo

b
o

 M
au

 resp
o

n
d

eu
:

– Então
 vo

u
 so

p
rar e so

p
rar até levar esta casa p

elo
ar!

E
m

ais
u

m
a

vez,
o

lo
b

o
p

ô
s-se

a
so

p
rar

e
a

so
p

rar
e

a
casa

d
e

m
ad

eira
acab

o
u

p
o

r
ir

to
d

a
p

elo
ar.

O
p

rim
eiro

e
o

segu
n

d
o

p
o

rq
u

in
h

o,
em

p
ân

ico,
fu

giram
e

refu
giaram

-se n
a casa d

e tijo
lo

s q
u

e p
erten

cia ao
terceiro

 irm
ão

.

Então,
o

Lo
b

o
M

au
d

irigiu
-se

p
ara

a
casa

d
e

tijo
lo

s,
e

talco
m

o
d

as
o

u
tras

vezes,
b

ateu
 à p

o
rta e p

ed
iu

 p
ara entrar. R

esp
o

n
d

eram
 então

o
s três p

o
rq

u
in

h
o

s:
– Vai-te em

b
o

ra já q
u

e n
ão

 te vam
o

s ab
rir a p

o
rta,Lo

b
o

 M
au

!

O
 Lo

b
o

 M
au

 riu
-se e resp

o
n

d
eu

:
– Então

 vo
u

 so
p

rar e so
p

rar até levar esta casa p
elo

ar!

E
d

ito
isto,

co
nfiante,

co
m

eço
u

a
so

p
rar

e
a

so
p

rar,
e

a
so

p
rar…

a
so

p
rar…

até
q

u
e fico

u
 sem

 ar. A
 casa, n

ão
 se tin

h
a m

exid
o

 n
em

seq
u

er u
m

 p
o

legar!

O
Lo

b
o

M
au

su
b

iu
,

então,
ao

telh
ad

o
e

tento
u

entrar
n

a
casa

p
ela

ch
am

in
é.N

o
entanto,

co
m

o
o

terceiro
p

o
rq

u
in

h
o

era
m

u
ito

p
recavid

o,
tin

h
a

d
eixad

o
u

m
cald

eirão
d

e
águ

a
a

ferver
d

eb
aixo

d
a

ch
am

in
é.

M
al

d
esceu

p
ela

ch
am

in
é

ab
aixo, o

 lo
b

o
 caiu

 n
o

 cald
eirão

 e ap
an

h
o

u
 u

m
 en

o
rm

e
escald

ão
.

D
ep

o
is

fu
giu

e
n

u
n

ca,m
as

n
u

n
ca

m
ais

vo
lto

u
.O

s
três

p
o

rq
u

in
h

o
s

ficaram
a

viver
n

a casa d
e tijo

lo
s em

 segu
ran

ça e m
u

ito
 felizes.
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C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

Q
u

al é
 o

 o
b

je
tivo

 d
e

ste
 estu

d
o

?  
 Este estu

d
o

, d
esen

vo
lvid

o
 n

o
 âm

b
ito

 d
e u

m
a tese d

e m
estrad

o
 em

 En
gen

h
aria In

fo
rm

ática 
e d

e C
o

m
p

u
tad

o
res d

o
 In

stitu
to

 Su
p

erio
r Técn

ico
, p

reten
d

e reco
lh

er am
o

stras d
e fala d

e
 

in
d

ivíd
u

o
s, d

e m
o

d
o

 a criar u
m

 classificad
o

r n
a área d

a saú
d

e m
en

tal. 
 O

 q
u

e
 é

 q
u

e
 p

e
d

im
o

s ao
s in

d
ivíd

u
o

s q
u

e
 p

articip
am

 n
o

 e
stu

d
o

?  
 Se

rá p
ed

id
o

 ao
s p

articip
an

tes q
u

e n
u

m
a sessão

 ú
n

ica d
e cerca d

e 20 m
in

u
to

s realizem
 cin

co
 

tarefas d
e p

ro
d

u
ção

 d
e d

iscu
rso

, d
e m

o
d

o
 q

u
e

 o
 áu

d
io

 d
as su

as resp
o

stas seja gravad
o

 e 
p

o
sterio

rm
en

te
 estu

d
ad

o
. 

 Q
u

e d
ad

o
s so

b
re

 o
 p

articip
an

te
 se

rão
 re

co
lh

id
o

s? 
 Se

rá registad
o

 o
 gén

ero
, a faixa etária e a esco

larid
ad

e d
o

s p
articip

an
tes, p

ara q
u

e seja 
p

o
ssível fazer u

m
a caracterização

 d
em

o
gráfica d

as am
o

stras. 
 C

o
m

o
 é

 q
u

e
 se

 garan
te

 a p
rivacid

ad
e

 d
a in

fo
rm

açã
o

 re
co

lh
id

a?  
 N

ão
 será gu

ard
ad

a n
en

h
u

m
a in

fo
rm

a
ção

 q
u

e p
erm

ita relacio
n

ar o
s d

ad
o

s co
m

 a id
en

tid
ad

e
 

p
esso

al, n
em

 q
u

alq
u

er fo
rm

a d
e co

n
tacto

 co
m

 o
 p

articip
an

te. 
To

d
a a in

fo
rm

ação
 co

lh
id

a é ab
so

lu
tam

e
n

te co
n

fid
en

cial, e será garan
tid

o
 o

 an
o

n
im

ato
. A

 
cad

a am
o

stra será atrib
u

íd
o

 u
m

 id
en

tificad
o

r, sen
d

o
 q

u
e to

d
o

s o
s d

ad
o

s serão
 gu

ard
ad

o
s 

d
en

tro
 d

o
 servid

o
r d

o
 IN

ESC
-ID

, p
ro

tegid
o

s co
m

 sen
h

a d
e acesso

 e ap
en

as acessíveis, 
tratad

o
s e m

an
ip

u
lad

o
s d

en
tro

 d
o

 IN
ESC

-ID
 p

o
r u

m
 m

em
b

ro
 d

a eq
u

ip
a d

e in
vestigação

 o
u

 
au

to
rizad

o
 p

ela m
esm

a. 
 C

o
m

o
 se

rão
 u

sad
o

s o
s d

ad
o

s co
lh

id
o

s?  
 O

s d
ad

o
s co

lh
id

o
s serão

 tratad
o

s através d
o

s seu
s id

en
tificad

o
res e serão

 an
alisad

o
s p

ela 
eq

u
ip

a d
e in

vestigação
, assegu

ran
d

o
 a su

a co
n

fid
en

cialid
ad

e. O
s d

ad
o

s p
o

d
erão

 tam
b

ém
 

ser u
tilizad

o
s p

ara ap
resen

tação
 o

u
 exib

ição
 d

e resu
ltad

o
s, d

evid
am

e
n

te an
o

n
im

iza
d

o
s, em

 
p

u
b

licaçõ
es cien

tíficas, co
n

ferên
cias o

u
 even

to
s sem

e
lh

an
tes.  

 Q
u

ais o
s risco

s d
o

 e
stu

d
o

?  
 N

ão
 existem

 q
u

aisq
u

er risco
s asso

ciad
o

s à realização
 d

as tarefas co
m

p
ree

n
d

id
as n

o
 

estu
d

o
. 

 Q
u

ais o
s b

en
e

fício
s d

o
 estu

d
o

?  
 N

ão
 existem

 b
en

efício
s d

ireto
s p

ara o
s p

articip
an

tes d
o

 estu
d

o
. 

 
 

 
 

 
 

C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

 Q
u

ais o
s se

u
s d

ireito
s en

q
u

an
to

 p
articip

an
te n

o
 estu

d
o

?  
 É 

in
teiram

e
n

te 
livre 

d
e 

p
articip

ar 
o

u
 

n
ão

 
n

o
 

estu
d

o
, 

e 
p

o
d

e 
a 

q
u

alq
u

er 
m

o
m

en
to

 
in

terro
m

p
er a su

a co
lab

o
ração

 n
o

 m
esm

o
, sem

 q
u

e co
m

 isso
 seja p

reju
d

icad
o

 n
o

 se
u

 
aco

m
p

an
h

am
e

n
to

 clín
ico

, n
a in

stitu
ição

. 
C

o
m

o
 p

articip
an

te tem
 d

ireito
 a so

licitar ao
 resp

o
n

sável d
a P

ro
teção

 d
e D

ad
o

s o
 acesso

 ao
s 

d
ad

o
s p

esso
ais q

u
e lh

e d
igam

 resp
eito

, fo
rn

ecen
d

o
 o

 id
en

tificad
o

r d
a am

o
stra q

u
e lh

e será 
atrib

u
íd

o
. Tem

 tam
b

ém
 o

s d
ireito

s d
e 

retificação
, rem

o
ção

, lim
itação

 e o
p

o
sição

 d
o

 
tratam

e
n

to
, in

clu
in

d
o

 o
 d

ireito
 d

e
 retirar co

n
sen

tim
en

to
 em

 q
u

alq
u

er altu
ra, sem

 p
reju

ízo
 

d
a licitu

d
e d

o
 tratam

e
n

to
 even

tu
al e p

reviam
en

te co
n

sen
tid

o
. P

ara além
 d

isto
, tem

 
tam

b
ém

 o
 d

ireito
 d

e ap
resen

tar reclam
ação

 à C
o

m
issão

 N
acio

n
al d

e P
ro

teção
 d

e D
ad

o
s. 

 Q
u

ais o
s cu

sto
s o

u
 in

có
m

o
d

o
s p

ara o
s p

articip
an

tes d
o

 estu
d

o
?  

 N
ão

 existem
 q

u
aisq

u
er cu

sto
s o

u
 in

có
m

o
d

o
s in

ere
n

tes à p
articip

ação
 n

o
 estu

d
o

. 
 Q

u
em

 co
n

tactar p
ara co

lo
car q

u
estõ

e
s o

u
 p

ro
b

lem
as? 

 Se tiver algu
m

a q
u

estão
 relacio

n
ad

a co
m

 a su
a p

articip
ação

 n
o

 estu
d

o
, p

o
d

erá co
n

tactar a
 

in
vestigad

o
ra p

rin
cip

al H
elen

a So
fia P

in
to

 através d
o

 em
ail so

fia.p
in

to
@

tecn
ico

.u
lisb

o
a.p

t, 
o

u
 o

 in
vestigad

o
r A

lb
erto

 A
b

ad
 através d

o
 em

ail alb
erto

.ab
ad

@
in

esc-id
.p

t. 
  En

ca
rregad

o
 d

e P
ro

teçã
o

 d
e D

ad
o

s d
o

 IN
ESC

-ID
:  

d
p

o
@

in
esc-id

.p
t 

 In
fo

rm
açõ

es C
H

LO
: 

 Em
ail d

o
 En

ca
rregad

o
 d

e P
ro

teçã
o

 d
e D

ad
o

s: 
d

p
o

@
ch

lo
.m

in
-sau

d
e.p

t  
  A

 in
vestigad

o
ra p

rin
cip

al, 
   

H
elen

a So
fia A

n
d

rad
e N

u
n

es P
e

reira P
in

to
 

(P
ro

fesso
ra A

u
xiliar) 

D
ep

artam
e

n
to

 d
e En

gen
h

aria In
fo

rm
ática 

In
stitu

to
 Su

p
erio

r Técn
ico

 
U

n
iversid

ad
e d

e Lisb
o

a 
 

 



 
 

 
 

C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

C
o

n
firm

o
 q

u
e

 exp
liq

u
ei à p

esso
a ab

aixo
 in

d
icad

a, d
e fo

rm
a ad

eq
u

ad
a e

 in
teligível, o

s 
p

ro
ced

im
en

to
s n

ecessário
s a este estu

d
o

.   R
esp

o
n

d
i a to

d
a

s as q
u

estõ
es q

u
e m

e fo
ram

 
co

lo
cad

as e assegu
rei-m

e d
e q

u
e h

o
u

ve u
m

 p
erío

d
o

 d
e reflexão

 su
ficien

te p
ara a to

m
ad

a 
d

e d
ecisão

.  
 N

o
m

e d
o

 In
vestigad

o
r: __

__
__

__
__

__
__

__
__

__
____

__
__

__
__

__
 

 D
ata: __

_/__
__

/__
__

__
_ 

A
ssin

atu
ra: __

__
__

__
__

__
__

__
__

__
____

__
 

  À
 p

esso
a/re

p
re

se
n

tan
te

/aco
m

p
an

h
an

te: 
 P

o
r favo

r, leia co
m

 aten
ção

 to
d

o
 o

 co
n

teú
d

o
 d

este d
o

cu
m

en
to

. N
ão

 h
esite em

 so
licitar m

ais 
in

fo
rm

açõ
es 

caso
 

n
ão

 
esteja 

co
m

p
letam

e
n

te 
esclarecid

o
/a. 

 
V

erifiq
u

e 
se 

to
d

as 
as 

in
fo

rm
açõ

es estão
 co

rretas. Se
 tu

d
o

 estiver co
n

fo
rm

e, en
tão

 assin
e este d

o
cu

m
en

to
 e

 
p

ree
n

ch
a co

m
 as su

as in
fo

rm
açõ

es. 
 D

ecla
ro

 ter co
m

p
reen

d
id

o
 o

s o
b

jetivo
s d

o
 estu

d
o

 m
e fo

i p
rop

o
sto

 pa
rticip

a
r e explica

d
o

 p
elo 

p
ro

fissio
n

a
l q

u
e a

ssin
a

 este d
o

cum
en

to
, ter-m

e sid
o

 d
a

d
a

 o
po

rtu
nida

d
e d

e fazer to
da

s a
s 

p
erg

u
n

ta
s so

b
re o

 a
ssu

n
to

 e p
a

ra
 to

d
a

s ela
s ter o

b
tid

o
 resp

o
sta

 escla
reced

o
ra

, ter-m
e sid

o
 

g
a

ra
n

tid
o

 q
u

e n
ã

o
 h

a
verá

 p
reju

ízo
 p

a
ra

 o
s m

eu
s d

ireito
s a

ssisten
cia

is se eu
 recu

sa
r esta

 

so
licita

çã
o

 e o
s m

eu
s d

ireito
s co

m
o

 p
a

rticip
a

n
te, e ter-m

e sid
o

 da
d

o
 tem

po
 su

ficien
te p

a
ra

 

refletir so
b

re esta
 p

ro
p

o
sta

.  

 A
u

to
rizo

/N
ã

o
 a

u
to

rizo
 (risca

r o
 q

u
e n

ã
o

 in
teressa

) a
 m

in
h

a
 p

a
rticip

a
ção

 n
o

 estu
do

 in
dicad

o
 

e a
 g

ra
va

çã
o

 á
ud

io
 d

a
s m

inh
a

s resp
o

sta
s à

s ta
refa

s d
e p

ro
d

u
ção

 d
e fa

la. 

 N
o

m
e: __

__
__

__
__

__
__

__
__

__
__

__
___

__
__

__
____

 
D

ata: __
_/__

__
/__

__
__

_ 
A

ssin
atu

ra: __
__

__
__

__
__

__
__

__
__

____
__

__
__

___
__

__
_

 
  Id

en
tificad

o
r d

a am
o

stra (p
ree

n
ch

id
o

 p
elo

 in
vestigad

o
r): __

__
__

_
 

 N
o

ta: Este
 d

o
cu

m
e

n
to

 é
 fe

ito
 e

m
 d

u
as vias – u

m
a p

ara o
 p

ro
cesso

 e o
u

tra p
ara fica

r n
a

 
p

o
sse

 d
e

 q
u

em
 co

n
se

n
te

. 

 
 

 
 

C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

C
o

n
firm

o
 q

u
e exp

liq
u

ei à p
esso

a ab
aixo

 in
d

icad
a, d

e fo
rm

a ad
eq

u
ad

a e in
teligível, os 

p
ro

ced
im

en
to

s n
ecessário

s a este estu
d

o
.   R

esp
o

n
d

i a to
d

a
s as q

u
estõ

es q
u

e m
e fo

ram
 

co
lo

cad
as e assegu

rei-m
e d

e q
u

e h
o

u
ve u

m
 p

erío
d

o
 d

e reflexão
 su

ficien
te p

ara a 
to

m
ad

a d
e d

ecisão
.  

 N
o

m
e d

o
 In

vestigad
o

r: __
__

__
__

__
__

__
__

__
__

____
__

__
__

__
__

 
 D

ata: __
_/__

__
/__

__
__

_ 
A

ssin
atu

ra: __
__

__
__

__
__

__
__

__
__

____
__

 
  À

 p
esso

a/rep
rese

n
tan

te/aco
m

p
an

h
an

te: 
 P

o
r favo

r, leia co
m

 aten
ção

 to
d

o
 o

 co
n

teú
d

o
 d

este d
o

cu
m

en
to

. N
ão

 h
esite em

 solicitar 
m

ais in
fo

rm
açõ

es caso
 n

ão
 esteja co

m
p

letam
e

n
te esclarecid

o
/a.  V

e
rifiq

u
e se to

d
as as 

in
fo

rm
açõ

es estão
 co

rretas. Se tu
d

o
 estiver co

n
fo

rm
e, en

tão
 assin

e este d
o

cu
m

en
to

 e
 

p
ree

n
ch

a co
m

 as su
as in

fo
rm

açõ
es. 

 D
ecla

ro
 ter co

m
p

reen
d

id
o

 o
s o

b
jetivo

s d
o

 estu
d

o
 m

e fo
i p

ro
p

o
sto

 p
a

rticip
a

r e explica
d

o 

p
elo

 p
ro

fission
a

l q
u

e a
ssin

a
 este d

o
cu

m
en

to, ter-m
e sid

o
 d

a
d

a
 o

p
o

rtu
nid

a
de d

e fa
zer 

to
d

a
s a

s p
ergu

n
ta

s so
b

re o
 a

ssu
n

to
 e p

a
ra

 to
da

s ela
s ter o

btido
 resp

o
sta

 escla
reced

o
ra, 

ter-m
e sid

o
 g

a
ra

ntid
o

 qu
e n

ão
 h

a
verá p

rejuízo
 p

ara
 o

s m
eu

s d
ireito

s a
ssisten

cia
is se eu

 

recu
sa

r esta
 so

licita
ção

 e o
s m

eu
s direito

s com
o

 pa
rticip

an
te, e ter-m

e sid
o

 da
d

o
 tem

po 

su
ficien

te p
a

ra
 refletir so

b
re esta

 p
ro

p
o

sta
.  

 A
u

to
rizo

/N
ã

o
 a

u
to

rizo
 (risca

r o
 q

u
e n

ã
o

 in
teressa

) a
 m

in
h

a
 p

a
rticip

a
çã

o
 n

o
 estu

d
o 

in
dica

do
 e a

 g
ra

va
ção

 á
u

dio
 d

a
s m

in
h

a
s resp

o
sta

s à
s ta

refa
s d

e p
ro

d
u

çã
o

 d
e fala

. 

 N
o

m
e: __

__
__

__
__

__
__

__
__

__
__

__
___

__
__

__
____

 
D

ata: __
_/__

__
/__

__
__

_ 
A

ssin
atu

ra: __
__

__
__

__
__

__
__

__
__

____
__

__
__

___
__

__
_

 
  Id

en
tificad

o
r d

a am
o

stra (p
ree

n
ch

id
o

 p
elo

 in
vestigad

o
r): __

__
__

_
 

 N
o

ta: Este d
o

cu
m

en
to

 é
 feito

 em
 d

u
as vias – u

m
a p

ara o
 p

ro
cesso

 e o
u

tra p
ara fica

r 
n

a p
o

sse
 d

e q
u

em
 co

n
se

n
te. 

 
 



 
 

 
 

C
o

n
se

n
tim

e
n

to
 In

fo
rm

ad
o

 

Id
en

tificad
o

r d
a am

o
stra (p

ree
n

ch
id

o
 p

elo
 in

vestigad
o

r): __
__

__
_

 

 P
o

r favo
r faça u

m
a cru

z d
e aco

rd
o

 co
m

 as su
as in

fo
rm

açõ
es: 

1
. 

G
é

n
e

ro
:  

Fem
in

in
o

 __
_

 

M
ascu

lin
o

 __
_ 

N
ão

 q
u

e
r d

izer __
_

 

 

2
. 

Fa
ixa e

tária: 

1
8 - 2

9
 an

o
s __

_
 

3
0 - 3

9
 an

o
s __

_
 

4
0 - 4

9
 an

o
s __

_
 

5
0 - 5

9
 an

o
s __

_
 

6
0 - 6

9
 an

o
s __

_
 

7
0
 - 7

9
 an

o
s __

_
 

> 8
0

 an
o

s __
_

 

 

3
. 

Esco
larid

ad
e

: 

4
ª A

n
o

 __
_

 

6
º A

n
o

 __
_

 

9
º A

n
o

 __
_

 

1
2

º A
n

o
 __

_
 

En
sin

o
 Su

p
erio

r/U
n

iversid
ad

e __
_

 

      N
o

ta: Esta p
ágin

a se
rá gu

ard
ad

a p
e

lo
 in

ve
stigad

o
r p

ara q
u

e se
ja

 feita a 
ca

racte
riza

çã
o

 d
e

m
o

gráfica
 d

a am
o

stra. 
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C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

Q
u

al é
 o

 o
b

je
tivo

 d
e

ste
 estu

d
o

?  
 Este estu

d
o

, d
esen

vo
lvid

o
 n

o
 âm

b
ito

 d
e u

m
a tese d

e m
estrad

o
 em

 En
gen

h
aria In

fo
rm

ática 
e d

e C
o

m
p

u
tad

o
res d

o
 In

stitu
to

 Su
p

erio
r Técn

ico
, p

reten
d

e reco
lh

er am
o

stras d
e fala d

e
 

in
d

ivíd
u

o
s, d

e m
o

d
o

 a criar u
m

 classificad
o

r n
a área d

a saú
d

e m
en

tal. 
 O

 q
u

e
 é

 q
u

e
 p

e
d

im
o

s ao
s in

d
ivíd

u
o

s q
u

e
 p

articip
am

 n
o

 e
stu

d
o

?  
 Se

rá p
ed

id
o

 ao
s p

articip
an

tes q
u

e n
u

m
a sessão

 ú
n

ica d
e cerca d

e 20 m
in

u
to

s realizem
 cin

co
 

tarefas d
e p

ro
d

u
ção

 d
e d

iscu
rso

, d
e m

o
d

o
 q

u
e

 o
 áu

d
io

 d
as su

as resp
o

stas seja gravad
o

 e 
p

o
sterio

rm
en

te
 estu

d
ad

o
. 

 Q
u

e d
ad

o
s so

b
re

 o
 p

articip
an

te
 se

rão
 re

co
lh

id
o

s? 
 Se

rá registad
o

 o
 gén

ero
, a faixa etária e a esco

larid
ad

e d
o

s p
articip

an
tes, p

ara q
u

e seja 
p

o
ssível fazer u

m
a caracterização

 d
em

o
gráfica d

as am
o

stras. 
 C

o
m

o
 é

 q
u

e
 se

 garan
te

 a p
rivacid

ad
e

 d
a in

fo
rm

açã
o

 re
co

lh
id

a?  
 N

ão
 será gu

ard
ad

a n
en

h
u

m
a in

fo
rm

a
ção

 q
u

e p
erm

ita relacio
n

ar o
s d

ad
o

s co
m

 a id
en

tid
ad

e
 

p
esso

al, n
em

 q
u

alq
u

er fo
rm

a d
e co

n
tacto

 co
m

 o
 p

articip
an

te. 
To

d
a a in

fo
rm

ação
 co

lh
id

a é ab
so

lu
tam

e
n

te co
n

fid
en

cial, e será garan
tid

o
 o

 an
o

n
im

ato
. A

 
cad

a am
o

stra será atrib
u

íd
o

 u
m

 id
en

tificad
o

r, sen
d

o
 q

u
e to

d
o

s o
s d

ad
o

s serão
 gu

ard
ad

o
s 

d
en

tro
 d

o
 servid

o
r d

o
 IN

ESC
-ID

, p
ro

tegid
o

s co
m

 sen
h

a d
e acesso

 e ap
en

as acessíveis, 
tratad

o
s e m

an
ip

u
lad

o
s d

en
tro

 d
o

 IN
ESC

-ID
 p

o
r u

m
 m

em
b

ro
 d

a eq
u

ip
a d

e in
vestigação

 o
u

 
au

to
rizad

o
 p

ela m
esm

a. 
 C

o
m

o
 se

rão
 u

sad
o

s o
s d

ad
o

s co
lh

id
o

s?  
 O

s d
ad

o
s co

lh
id

o
s serão

 tratad
o

s através d
o

s seu
s id

en
tificad

o
res e serão

 an
alisad

o
s p

ela 
eq

u
ip

a d
e in

vestigação
, assegu

ran
d

o
 a su

a co
n

fid
en

cialid
ad

e. O
s d

ad
o

s p
o

d
erão

 tam
b

ém
 

ser u
tilizad

o
s p

ara ap
resen

tação
 o

u
 exib

ição
 d

e resu
ltad

o
s, d

evid
am

e
n

te an
o

n
im

iza
d

o
s, em

 
p

u
b

licaçõ
es cien

tíficas, co
n

ferên
cias o

u
 even

to
s sem

e
lh

an
tes.  

 Q
u

ais o
s risco

s d
o

 e
stu

d
o

?  
 N

ão
 existem

 q
u

aisq
u

er risco
s asso

ciad
o

s à realização
 d

as tarefas co
m

p
ree

n
d

id
as n

o
 

estu
d

o
. 

 Q
u

ais o
s b

en
e

fício
s d

o
 estu

d
o

?  
 N

ão
 existem

 b
en

efício
s d

ireto
s p

ara o
s p

articip
an

tes d
o

 estu
d

o
. 

 
 

 
 

 
 

C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

 Q
u

ais o
s se

u
s d

ireito
s en

q
u

an
to

 p
articip

an
te n

o
 estu

d
o

?  
 É 

in
teiram

e
n

te 
livre 

d
e 

p
articip

ar 
o

u
 

n
ão

 
n

o
 

estu
d

o
, 

e 
p

o
d

e 
a 

q
u

alq
u

er 
m

o
m

en
to

 
in

terro
m

p
er a su

a co
lab

o
ração

 n
o

 m
esm

o
, sem

 q
u

e co
m

 isso
 seja p

reju
d

icad
o

 n
o

 se
u

 
aco

m
p

an
h

am
e

n
to

 clín
ico

, n
a in

stitu
ição

. 
C

o
m

o
 p

articip
an

te tem
 d

ireito
 a so

licitar ao
 resp

o
n

sável d
a P

ro
teção

 d
e D

ad
o

s o
 acesso

 ao
s 

d
ad

o
s p

esso
ais q

u
e lh

e d
igam

 resp
eito

, fo
rn

ecen
d

o
 o

 id
en

tificad
o

r d
a am

o
stra q

u
e lh

e será 
atrib

u
íd

o
. Tem

 tam
b

ém
 o

s d
ireito

s d
e 

retificação
, rem

o
ção

, lim
itação

 e o
p

o
sição

 d
o

 
tratam

e
n

to
, in

clu
in

d
o

 o
 d

ireito
 d

e
 retirar co

n
sen

tim
en

to
 em

 q
u

alq
u

er altu
ra, sem

 p
reju

ízo
 

d
a licitu

d
e d

o
 tratam

e
n

to
 even

tu
al e p

reviam
en

te co
n

sen
tid

o
. P

ara além
 d

isto
, tem

 
tam

b
ém

 o
 d

ireito
 d

e ap
resen

tar reclam
ação

 à C
o

m
issão

 N
acio

n
al d

e P
ro

teção
 d

e D
ad

o
s. 

 Q
u

ais o
s cu

sto
s o

u
 in

có
m

o
d

o
s p

ara o
s p

articip
an

tes d
o

 estu
d

o
?  

 N
ão

 existem
 q

u
aisq

u
er cu

sto
s o

u
 in

có
m

o
d

o
s in

ere
n

tes à p
articip

ação
 n

o
 estu

d
o

. 
 Q

u
em

 co
n

tactar p
ara co

lo
car q

u
estõ

e
s o

u
 p

ro
b

lem
as? 

 Se tiver algu
m

a q
u

estão
 relacio

n
ad

a co
m

 a su
a p

articip
ação

 n
o

 estu
d

o
, p

o
d

erá co
n

tactar a
 

in
vestigad

o
ra p

rin
cip

al H
elen

a So
fia P

in
to

 através d
o

 em
ail so

fia.p
in

to
@

tecn
ico

.u
lisb

o
a.p

t, 
o

u
 o

 in
vestigad

o
r A

lb
erto

 A
b

ad
 através d

o
 em

ail alb
erto

.ab
ad

@
in

esc-id
.p

t. 
  En

ca
rregad

o
 d

e P
ro

teçã
o

 d
e D

ad
o

s d
o

 IN
ESC

-ID
:  

d
p

o
@

in
esc-id

.p
t 

 In
fo

rm
açõ

es C
H

LO
: 

 Em
ail d

o
 En

ca
rregad

o
 d

e P
ro

teçã
o

 d
e D

ad
o

s: 
d

p
o

@
ch

lo
.m

in
-sau

d
e.p

t  
  A

 in
vestigad

o
ra p

rin
cip

al, 
   

H
elen

a So
fia A

n
d

rad
e N

u
n

es P
e

reira P
in

to
 

(P
ro

fesso
ra A

u
xiliar) 

D
ep

artam
e

n
to

 d
e En

gen
h

aria In
fo

rm
ática 

In
stitu

to
 Su

p
erio

r Técn
ico

 
U

n
iversid

ad
e d

e Lisb
o

a 
 

 



 
 

 
 

C
o

n
se

n
tim

en
to

 In
fo

rm
ad

o
 

C
o

n
firm

o
 q

u
e

 exp
liq

u
ei à p

esso
a ab

aixo
 in

d
icad

a, d
e fo

rm
a ad

eq
u

ad
a e

 in
teligível, o

s 
p

ro
ced

im
en

to
s n

ecessário
s a este estu

d
o

.   R
esp

o
n

d
i a to

d
a

s as q
u

estõ
es q

u
e m

e fo
ram

 
co

lo
cad

as e assegu
rei-m

e d
e q

u
e h

o
u

ve u
m

 p
erío

d
o

 d
e reflexão

 su
ficien

te p
ara a to

m
ad

a 
d

e d
ecisão

.  
 N

o
m

e d
o

 In
vestigad

o
r: __

__
__

__
__

__
__

__
__

__
____

__
__

__
__

__
 

 D
ata: __

_/__
__

/__
__

__
_ 

A
ssin

atu
ra: __

__
__

__
__

__
__

__
__

__
____

__
 

  À
 p

esso
a/re

p
re

se
n

tan
te

/aco
m

p
an

h
an

te: 
 P
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Table D.1: Speech features extracted from recordings and/or transcriptions, and their respective description.

Feature Feature Description

Number Words The number of words spoken.

Number Syllables The number of syllables spoken.

Audio Duration (seconds) The duration of the audio segment.

Speaking Rate (words / second) The number of words spoken per second.

Articulation Rate (syllables / second) The number of syllables spoken spoken per second.

Table D.2: Sound features extracted, using eGeMAPS, from recordings. Features displayed do not include their
variations such as mean, standard deviation, among others.

Features

F0semitoneFrom27.5Hz sma3nz spectralFlux sma3 loudness sma3

mfcc1 sma3 jitterLocal sma3nz shimmerLocaldB sma3nz

HNRdBACF sma3nz logRelF0-H1-H2 sma3nz F1frequency sma3nz

F1amplitudeLogRelF0 sma3nz F2frequency sma3nz F2amplitudeLogRelF0 sma3nz

F3frequency sma3nz F3amplitudeLogRelF0 sma3nz alphaRatioV sma3nz

hammarbergIndexV sma3nz slopeV0-500 sma3nz slopeV500-1500 sma3nz

spectralFluxV sma3nz mfcc1V sma3nz alphaRatioUV sma3nz

hammarbergIndexUV sma3nz slopeUV0-500 sma3nz slopeUV500-1500 sma3nz

spectralFluxUV sma3nz loudnessPeaksPerSec VoicedSegmentsPerSec

MeanVoicedSegmentLengthSec StddevVoicedSegmentLengthSec MeanUnvoicedSegmentLength

StddevUnvoicedSegmentLength equivalentSoundLevel dBp

Table D.3: Content features extracted from transcriptions and their respective description.

Technique Feature Feature Description

LCA
Max Cossine w/ Cluster 〈#〉 for Target Maximum cossine between sets of words and each (#)

cluster developed for target group.

Max Cossine w/ Cluster 〈#〉 for Non-Target Maximum cossine between sets of words and each (#)
cluster developed for non-target group.

Sentiment Analysis

Sentilex - avg Score Number of words mapped to Sentilex lexicon

Sentilex - number Scores Average score from words mapped to Sentilex lexicon.

Valence RoBERTa - Score Score achieved when feeding subject’s transcriptions
through fine-tuned RoBERTa model for valence score.
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Table D.4: Structure/Coherence features extracted from transcriptions and their respective description.

Technique Feature Feature Description

Word Graph

#nodes Number of nodes in word graph.

#edges Number of edges in word graph.

diameter Diameter of the word graph.

#repeated edges Number of repeated edges in word graph.

#parallel edges Number of parallel edges in word graph.

#average total degree Average total degree of nodes in word graph.

#average shortest path Average shortest path in word graph.

#average clustering coefficient Average clustering coefficient from the word graph.

LSCC - #nodes Number of nodes in largest strongly connected component from word
graph.

LSCC - #edges Number of edges in largest strongly connected component from word
graph.

LSCC - probability Probability of largest strongly connected component happening by
random shuffling subject’s transcription.

SCCs - min #nodes Minimum number of nodes from all of the strongly connected compo-
nents in word graph.

SCCs - avg #nodes Average number of nodes from all of the strongly connected compo-
nents in word graph.

SCCs - max #nodes Maximum number of nodes from all of the strongly connected com-
ponents in word graph.

SCCs - min #edges Minimum number of edges from all of the strongly connected compo-
nents in word graph.

SCCs - avg #edges Average number of edges from all of the strongly connected compo-
nents in word graph.

SCCs - max #edges Maximum number of edges from all of the strongly connected com-
ponents in word graph.

LSA
First Order Coherence

Average of the cosine difference between each set of words and the
subsequent set of words. Typically each each set of words represents
a sentence.

Second Order Coherence
Average of the cosine difference between each set of words and the
set of words two positions ahead. Typically, each set of words repre-
sents a sentence.

Vector Unpacking

avg #ephocs Average number of ephocs required to fully develop the neural net-
works used for vector unpacking.

avg model cosine similarity Average of the neural networks’ cosine similarity score achieved.

avg model loss Average of the neural networks’ loss score achieved.

avg ratio #zero weights Average ratio of weights, in the various neural networks, set as 0
when model has achieved its best performance.
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Table E.1: Overview analysis and profiling of the structure/coherence feature set extracted from recordings and
transcriptions.

Feature count mean std min 25% 50% 75% max

Word Graph - #nodes 1241 38.36 32.51 0.00 16.00 29.00 57.00 271.00

Word Graph - #edges 1241 64.64 81.93 0.00 17.00 35.00 93.00 919.00

Word Graph - diameter 1241 9.25 4.36 -1.00 7.00 8.00 11.00 32.00

Word Graph - #repeated edges 1241 7.47 17.03 0.00 0.00 1.00 9.00 237.00

Word Graph - #parallel edges 1241 9.28 19.12 0.00 0.00 2.00 12.00 263.00

Word Graph - avg degree 1241 2.30 0.92 -1.00 2.00 2.00 3.00 6.00

Word Graph - avg shortest path 1241 3.91 1.82 -1.00 2.00 4.00 5.00 9.00

Word Graph - avg clust. coefficient 1241 0.02 0.09 -1.00 0.00 0.02 0.05 0.30

Word Graph - LSCC - #nodes 1241 33.09 35.12 -1.00 6.00 22.00 57.00 267.00

Word Graph - LSCC - #edges 1241 59.26 84.26 -1.00 7.00 30.00 93.00 915.00

Word Graph - LSCC - probability 1241 0.22 0.36 -1.00 0.00 0.00 0.30 1.00

Word Graph - SCCs - min #nodes 1241 13.22 27.48 -1.00 1.00 1.00 1.00 217.00

Word Graph - SCCs - avg #nodes 1241 19.80 27.68 -1.00 1.63 5.80 29.00 217.00

Word Graph - SCCs - max #nodes 1241 33.09 35.12 -1.00 6.00 22.00 57.00 267.00

Word Graph - SCCs - min #edges 1241 22.39 56.47 -1.00 0.00 0.00 0.00 543.00

Word Graph - SCCs - avg #edges 1241 35.21 59.92 -1.00 0.86 6.67 50.00 543.00

Word Graph - SCCs - max #edges 1241 59.27 84.25 -1.00 7.00 30.00 93.00 915.00

LSA - First Order Coherence 1241 0.74 0.28 -0.16 0.70 0.86 0.92 1.00

LSA - Second Order Coherence 1241 0.64 0.37 -0.32 0.41 0.85 0.91 1.00

Vector Unp. - avg #ephocs 1241 1404.63 908.80 11.00 673.00 1435.00 2062.00 5000.00

Vector Unp. - avg cosine similarity 1241 0.10 0.13 0.03 0.04 0.06 0.10 1.00

Vector Unp. - avg loss 1241 0.07 0.09 1.10e-05 0.02 0.02 0.11 0.48

Vector Unp. - avg ratio zero weights 1241 -0.78 0.12 -1.00 -0.84 -0.76 -0.70 -0.36
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Table E.2: Overview analysis and profiling of the content feature set extracted from recordings and transcriptions.

Feature count mean std min 25% 50% 75% max

SentiLex - avg Score 1241.00 -0.03 0.65 -1.00 -0.50 0.00 0.50 1.00

SentiLex - number Scores 1241.00 3.63 5.14 0.00 1.00 2.00 4.00 57.00

Valence RoBERTa Score 1241.00 0.59 0.07 0.32 0.55 0.59 0.65 0.73

LCA - Max Cossine w/ Cluster 0 for Target 1241.00 -0.02 0.14 -0.42 -0.14 -0.03 0.09 0.44

LCA - Max Cossine w/ Cluster 1 for Target 1241.00 0.24 0.09 -0.19 0.17 0.25 0.30 0.57

LCA - Max Cossine w/ Cluster 2 for Target 1241.00 -0.05 0.09 -0.33 -0.11 -0.07 -0.01 0.44

LCA - Max Cossine w/ Cluster 3 for Target 1241.00 0.38 0.15 -0.16 0.28 0.40 0.48 0.70

LCA - Max Cossine w/ Cluster 4 for Target 1241.00 -0.02 0.11 -0.35 -0.11 -0.03 0.05 0.38

LCA - Max Cossine w/ Cluster 5 for Target 1241.00 -0.01 0.14 -0.40 -0.12 0.00 0.08 0.34

LCA - Max Cossine w/ Cluster 6 for Target 1241.00 0.39 0.12 -0.31 0.34 0.42 0.48 0.70

LCA - Max Cossine w/ Cluster 7 for Target 1241.00 0.04 0.10 -0.27 -0.02 0.03 0.11 0.39

LCA - Max Cossine w/ Cluster 8 for Target 1241.00 -0.03 0.08 -0.24 -0.08 -0.03 0.03 0.43

LCA - Max Cossine w/ Cluster 9 for Target 1241.00 0.27 0.11 -0.13 0.18 0.26 0.34 0.72

LCA - Max Cossine w/ Cluster 0 for Non-Target 1241.00 0.08 0.08 -0.24 0.02 0.08 0.14 0.39

LCA - Max Cossine w/ Cluster 1 for Non-Target 1241.00 0.29 0.10 -0.25 0.21 0.29 0.35 0.58

LCA - Max Cossine w/ Cluster 2 for Non-Target 1241.00 0.17 0.09 -0.11 0.12 0.16 0.23 0.58

LCA - Max Cossine w/ Cluster 3 for Non-Target 1241.00 0.15 0.14 -0.33 0.06 0.14 0.24 0.52

LCA - Max Cossine w/ Cluster 4 for Non-Target 1241.00 0.21 0.10 -0.20 0.14 0.22 0.29 0.48

LCA - Max Cossine w/ Cluster 5 for Non-Target 1241.00 0.36 0.17 -0.15 0.25 0.35 0.45 0.79

LCA - Max Cossine w/ Cluster 6 for Non-Target 1241.00 -0.02 0.09 -0.36 -0.08 -0.03 0.03 0.37

LCA - Max Cossine w/ Cluster 7 for Non-Target 1241.00 -0.11 0.11 -0.41 -0.20 -0.12 -0.02 0.31

LCA - Max Cossine w/ Cluster 8 for Non-Target 1241.00 0.15 0.09 -0.34 0.09 0.14 0.20 0.48
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