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Resumo

Com a massificação da utilização dos sistemas de navegação global por satélite (GNSS), cada vez mais

aplicações estão a fazer uso de dados de posicionamento precisos. De todos os métodos de posiciona-

mento desenvolvidos para GNSS, os mais precisos são aqueles baseados em sistemas diferenciais,

como GNSS diferencial (DGNSS) e Real-Time Kinematics (RTK), usando uma estação de referência.

No entanto, estes sistemas necessitam de saber a posição desta estação com grande precisão para

poderem ser precisos. É sobre esta problemática que a presente tese incide.

Foram analizados quatro métodos de posicionamento, nomeadamente o Método dos Mı́nimos Quadra-

dos (LS), o Método dos Mı́nimos Quadrados Ponderados (WLS), o Filtro de Kalman Extendido (EKF) e

o Filtro de Kalman Unscented (UKF), usando apenas pseudoranges como medições. Foram testados

também o Filtro de Hatch, RAIM e métodos estatı́sticos, de forma a caracterizar várias possibilidades

para métodos de auto-posicionamento de um receptor estático.

Testados estes métodos, verificou-se que o EKF e UKF apresentam muito melhores resultados que

o LS e o WLS no seu erro médio, conseguindo uma precisão abaixo de 1 metro ao fim de cerca de 4

horas. Verificou-se também que o sistema de RAIM é importante para o auto-posicionamento.

Escolhida a combinação de métodos que apresenta melhores resultados, esta foi testada contra

implementações existentes revelando que é bastante competitiva, principalmente quando considerando

as diferenças entre receptores utilizados. Finalmente, estes resultados foram utilizados num teste de

DGNSS que verificou a melhoria significativa da estimativa de posição quanto melhor for a estimativa

de posição da estação de referência.

Palavras-chave: GNSS, GPS, Estação-base, Auto-posicionamento
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Abstract

With the increase in widespread use of Global Navigation Satellite Systems (GNSS), more and more

applications require precise position data. Of all the GNSS positioning methods, the most precise ones

are those that are based in differential systems, like Differential GNSS (DGNSS) and Real-Time Kine-

matics (RTK). However, these systems require a very precise estimate of their reference station position

to have good precision. This is the problem this thesis set out to study.

Four positioning methods were analyzed, namely Least Squares (LS), Weighted Least Squares

(WLS), Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF), using only pseudorange

measurements. It was also tested the Hatch Filter, RAIM and statistical methods, in order to character-

ize several possible methods of auto-survey for a static receiver.

After testing, it is seen that the EKF and UKF present much better mean error results than LS and

WLS, with an attained precision below 1 meter after about 4 hours. It was also verified the importance

of RAIM for the self-survey procedure.

Chosen the combination of methods that gives the best results, it was tested against existing im-

plementations showing it is very competitive, especially considering the differences between the used

receivers.

Finally, these results were used in a DGNSS test, which verified a significant improvement in the

position estimate as the base station position estimate improves.

Keywords: GNSS, GPS, Base-station, Auto-surveying
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Chapter 1

Introduction

This chapter is dedicated to give a general overview of the topic that will be discussed in this thesis. A

general presentation of the motivation for this thesis is given, as well as summary of the intended goals

of the project and a basic outline of the structure of this thesis.

1.1 Motivation

Global Navigation Satellite Systems (GNSS), of which the most famous is the Global Positioning System

(GPS), are of paramount importance in our contemporary society. From navigation to accurate time

keeping, with many other uses in-between, these systems are deeply woven into the fabric of our life.

When the GPS constellation was initially launched, receivers where large boxes which required large

amounts of power and big, clunky data-processing systems. Nowadays, most of us carry in our pockets

at least one GPS-enabled device, small, sleek and inexpensive, which can interact with the rest of the

world. This miniaturization brought about several new ways in which to leverage the capabilities of

GNSS systems: self-driving vehicles, autonomous harbour freight transport, small, unmanned aircraft,

etc. As a consequence of this phenomena, ever-more accurate receivers where required, to provide

more accurate position solutions for new fields: autonomous navigation, GNSS-aided Geodesy, small-

satellite positioning, guided projectiles (”smart ammunition”), etc.

While it is possible to obtain a position estimate with a single receiver, much more accurate esti-

mates can be obtained by using two or more receivers in static locations and obtaining differential mea-

surements to remove errors in the position determination. This is one of the requirements for several

high-accuracy position estimation methods, like Differential GNSS (DGNSS) and Real-Time Kinematics

(RTK).

However, this raises an important question: what is the real position of the reference receivers? This

is the question that this thesis tries to answer. Using several methods, a comparative analysis of current

position estimation methods will be done, with regards to both precision and time to convergence of the

position solution.
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1.2 State of the Art

When the original GPS constellation was completed, civilian signals where heavily hampered by pseu-

dorandom errors purposely added to the GPS signal, a feature called Selected Availability (SA), to deny

potential enemies of the United States of America the possibility of using the civilian GPS system for

precise weapon guidance. As the added error was in the order of 50m RMS [1], possible applications

of GPS were restricted to a very coarse position solution, which hampered applications like vehicle

navigation and tracking and precision aircraft navigation around airports. Since these errors are highly

correlated, i.e. they affected all the receivers in the same area in almost the same way, a method to use

a reference station to determine the SA-induced error was developed, leading to the creation of Differ-

ential GPS (DGPS). This system is based on having one fixed reference GPS receiver with precisely

known coordinates, using the difference between the position solution and the real position to determine

the SA-induced error and finally to broadcast corrections to receivers in the reference station’s coverage

area. Consequently, a large number of DGPS reference stations where built in a short time, to provide

precise navigation solutions for terrestrial, maritime and aerial traffic.

While SA has been disabled since May of 2000 [2] and is no longer present as a feature from GPS

Block III satellites forward [3], DGPS still has a great precision advantage when compared to stand-alone

positioning [4] and as such is still widely used in applications that require high-levels of accuracy and

integrity.

The accuracy of a DGNSS base station is highly dependent on the accuracy of its position. As such,

before they are brought online to provide DGNSS services, an initial survey of its position, a so-called

auto-survey, is performed. This survey is usually done as a position solution average over a large time

span. Such a measurement, although highly accurate, takes a long time to perform, usually in the order

of days, in order to ensure that spurious errors and other effects are negated in the position estimate.

It also makes use of very expensive, survey-grade GNSS receivers. This data is then processed using

high precision positioning algorithms, yielding a very accurate position estimate.

1.3 Objectives

The main objective of this thesis is to analyse and compare several methods of obtaining a precise

estimation of the position of a static receiver. It will be analyzed not only the overall precision of the

position solution, but also the time it takes to reach that precision. The obtained results will be used to

identify possible auto-survey methods to be applied to DGPS base stations.

In order to increase the scope of possible applications of this thesis, all the analysis will be done

restricting the available variables to those captured by a simple, low-cost, single frequency receiver

capable of outputting only pseudorange and carrier phase measurements, although the later will only be

used for smoothing the pseudorange measurements. This allows the usage of very low-cost processors

for the positioning algorithm, since the pseudorange-only approach is computationally much simpler

due to not having to solve the integer ambiguity problem. Usage of differential corrections, satellite-
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based augmentation systems and International GNSS Service (IGS) products wasn’t considered for the

position solution. This allows the simulation of a worst-case, or, more aptly, cheapest-case, DGPS base

station receiver architecture, which increases the possible scope of application of this thesis.

Also, as a note, this work, while focused on GPS and, more precisely, DGPS base stations, can be

applied to other GNSS systems as well with minor modifications.

1.4 Thesis Outline

In Chapter 1 the motivation behind this thesis was presented, as well as the objectives and an overview

of the state of the art.

For Chapter 2, a description of the workings of a GNSS and DGNSS system is done, as well as the

presentation of the measurement and error models for the GNSS observables. In this chapter is also

introduced the concept of Maximum Likelihood Estimation, and are presented several error metrics.

In Chapter 3 several possible single-receiver positioning methods are introduced, as well as the

augmentation method RAIM and the Double-Difference DGNSS positioning method.

For Chapter 4 the highly accurate PPP model is discussed briefly, which, although not used in this

thesis for positioning, is used to determine the reference positions of the used antennas with high preci-

sion.

Following that, in Chapter 5 the results of the positioning methods are presented, as well as the

results of several post-processing methods to obtain a better position estimate.

Finally, in Chapter 6 we present the conclusions of this thesis, as well as providing some avenues for

further development of the obtained results.
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Chapter 2

Background

2.1 Overview of the GPS

In 1958, a joint DARPA-Johns Hopkins University’s Applied Physics Laboratory project, sponsored by

the United State’s Navy (USN), saw the birth of Transit, the first satellite navigation system in the world.

While revolutionary, this system didn’t provide 24/7 coverage, usually only a single satellite pass per

roughly 1h. This severely limited the usability of Transit as a real-time precise navigation system, be-

cause single-pass errors where in the order of 27 to 37 meters RMS and required several satellite passes

for more accurate position estimation; As an example, 10 passes where required for an horizontal ac-

curacy of around 7 meters and 25 passes for about 5 meters [5]. While this was enough for the USN’s

Polaris system, who only needed to determine the position of a ballistic missile submarine accurately

at the time of missile launch, such a system was unfit for both the much longer range Intercontinental

Ballistic Missiles (ICBMs) of the United States’ Air Force (USAF), which required accurate, real-time po-

sitioning to ensure they stayed on course, as well as it’s strategic bombers, which couldn’t wait several

hours for a single, accurate positioning fix. Several projects where then developed in parallel by the

various branches of the United States’ armed forces, all of them associated with problems related to

navigation: timekeeping, satellite orbital parameter measurement and precise ranging. This culminated

in a single, multi-service project: the Navstar Global Positioning System system, later renamed to just

GPS.

Conceptualized in the early 1970s, the GPS had it’s first prototype satellite launched in 1978. A total

of 10 prototype satellites where launched until 1985, and together are called Block I. These satellites

validated several concepts and technologies required to the full-fledged GPS. A second generation of

satellites, the Block II, was launched between 1989 and 1990, with a total of 9 satellites. These satellites

where the first to have the payload required for complete GPS functionality. A slightly improved version,

the Block IIA, was launched between 1990 and 1997. Initial GPS operational capacity was reached on

December 1993 with a constellation of 24 satellites and full operational capacity reached on April 1995.

The GPS is divided in three segments: The Space Segment, consisting of the GPS satellite constel-

lation; The User Segment, comprised of the user receivers; and the Control Segment, which includes
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the GPS control stations and observatories that determine the orbital parameters of the satellites and all

the necessary corrections.

Due to their limited design life, GPS satellites have been continuously replaced since their initial

launch over 30 years ago, with the Block IIR series, where the R stands for Replacement, being launched

between 1997 and 2004. A modernized version of this satellite, the Block IIR-M, was launched between

2005 and 2009. The final version of the Block II satellites, the Block IIF was designed to replace the

Block IIA satellites and launched between 2010 and 2016.

Advances in technology during the development and launch of the Block II satellites and new re-

quirements from both military and civilian users saw the creation of a completely new block of satellites,

named Block III. These retain the original GPS signals, but add new signals and other features, increas-

ing the scope of applications of the GPS satellite constellation. The Block III satellites are currently

divided in two sub-blocks, Block IIIA, which started being launched in 2018 and and is the current,

state-of-the-art GPS satellite, and Block IIIF, which will be launched no earlier than 2025.

While initially a military system, geopolitics tensions resulting from the Korean Air Lines Flight 007

incident over the Soviet Union saw US President Ronald Reagan issue a directive to allow free, civilian

use of the GPS whenever it became available [6]. This directive started a new revolution in the maritime

and aviation sectors, as well as broadening the access to very accurate geodesy measurements which,

until that time, required the cooperation of the US Armed Forces for the access to GPS receivers. While

initally the civilian service wasn’t very accurate, the disabling of SA in May 2000 gave rise to a plethora

of GPS-enabled devices, with the market for mobile devices and location-based services expected to

increase around 8% per year until 2029 [7].

2.2 GPS Architecture

The GPS is divided into three segments: the space segment, the control segment and the user segment.

Each one performs very different functions and the interoperability of all three is critical for the correct

functioning of GPS.

2.2.1 Space Segment

The Space Segment of the GPS is comprised of a nominal constellation of 24 satellites, each placed in a

specific slot in orbit around the Earth, and divided into six orbital planes with 4 slots each. The orbits are

nearly circular, with an orbital radius of approximately 26600 km, and an inclination of 55o. This allows

for complete coverage of the planet by ensuring that at every time there are at least 4 satellites in view

of a receiver. Three expanded slots exist in the current configuration of the constellation, allowing for

two satellites in the same slot and increasing the constellation size to 27 satellites. However, currently

there are 31 operational GPS satellites [8], with the extra satellites being used as in-orbit spares.
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2.2.2 Control Segment

The Control Segment is the segment responsible for all the coordination, monitoring, command and

control of the GPS constellation. This segment is composed of a network of ground-based stations and

antennae, which monitors the GPS signals and update the navigation message, checks the satellite

health, controls the orbits and eventual maneuvers of the satellites and provides a centralized way in

which to control all the satellites.

Since the GPS is military in nature, facilities associated with the Control Segment are usually located

in military bases, both those from the USA and those from USA-allied nations, with the Master Con-

trol Stations based in the USA. Figure 2.2 shows the location and type of all the current GPS Control

Segment facilities.

2.2.3 User Segment

This segment encompasses all the users equipped with systems capable of receiving and processing

GPS signals, in order to produce a Position, Velocity and Time (PVT) solution. These users can be

civillian or military, commercial or private, but are characterized by having only the capability of receiving

GPS signals, having no uplink capability whatsoever with regards to the GPS navigation subsystem

(other links might exist, tied to other services provided by the GPS constellation).
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2.3 Coordinate Systems

Being comprised of such distinct elements like satellites and ground receivers, it is of no surprise that

different positions require different coordinate systems. In this section we will give a brief overview of

the coordinate systems used throughout the entire process of user position determination.

2.3.1 Earth-Centered Inertial (ECI) coordinate system

For satellite orbit determination, an inertial reference frame is of obvious usage since it enables the

satellite motion modelling using Newton’s Laws, greatly simplifying the calculations involved. As such,

the Earth-Centered Inertial (ECI) coordinate system was designed, with origin in Earth’s center of mass,

+x axis pointed towards the vernal equinox, +z axis perpendicular to the equatorial plane and pointing

along the celestial North Pole and +y axis pointed such that the three axis form a right-handed coordinate

system.

While this coordinate system is taken as fixed, the Earth exhibits rotation, nutation and precession.

This makes it so that the ECI coordinate system as defined before changes over time, making it nec-

essary to choose a specific point in time, an epoch, as reference for the coordinate system orientation.

An usual ECI coordinate system is called J2000, which takes as reference the equatorial plane at 12:00

UTC on January 1, 2000 [4].
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2.3.2 Earth-Centered, Earth-Fixed (ECEF) reference frame

While for a satellite moving in space an inertial frame is the most adequate, for a receiver on Earth

a coordinate system that rotates in sync with the Earth, i.e. fixed with respect to Earth’s surface, is

much more adequate. As such, the Earth-Centered, Earth-Fixed (ECEF) was devised, which represents

positions as X,Y and Z coordinates.

Like the ECI reference frame, this coordinate system has its origin at the center of mass of the

Earth. However, the +x axis is no longer fixed in space, rotating with the Earth and pointing towards the

intersection of the equator with the prime meridian, (0o,0o). The +y axis now points in the direction of

90o East longitude, (0o,90o) and the +z axis is normal to the instantaneous equatorial plane and in the

direction of the geographical North Pole, with the three axis forming a right-handed coordinate system.

Also, since the ECEF frame has the +x axis pointed towards the equator, its angular velocity is the same

as Earth’s [4].

2.3.3 World Geodetic System 1984 (WGS84)

While an ECEF coordinate system might be able to represent the position of a receiver on Earth’s

surface, it doesn’t lend itself to be of easy usage when it comes to having humans interpreting the

resulting position. As such, the centuries-old method of referencing a position on Earth using latitude

(φ), longitude (λ) and height (h) coordinates (LLH) is still the main representation of position data to a

user. These coordinates are determined by the usage of an ellipsoidal model of Earth’s shape, since

Earth isn’t a perfect sphere, which requires several geometric parameters. [4]

The WGS84 standard comprises both an ECEF reference frame and geodetic datum, providing

the necessary geometrical parameters to compute the reference ellipsoid of the Earth [10]. These

parameters are provided in Table 2.1.

Parameter Symbol Value Units
Semi-major axis a 6378137.0 m

Flattening Factor of the Earth 1/f 298.257223563 Unit-less
Geocentric Gravitational Constant GM or µ 3.986004418× 1014 m3/s2

Nominal Mean Angular Velocity of the Earth ω 7.292115× 10−5 rad/s

Table 2.1: Earth ellipsoid parameters from WGS84 datum [10]

2.3.4 East-North-Up (ENU) reference frame

While the ECI and ECEF reference frames represent a position with relation to the center of the Earth,

sometimes a more simple reference frame that has its origin on the surface of the Earth and is defined

such that it forms a local tangent plane is used.

One such reference frame is the East-North-Up (ENU) frame. With the origin located on any point in

the surface of the Earth, we define the Up axis along the ellipsoidal normal and outwards from the Earth,

the North axis tangent to the ellipsoidal meridian and pointing towards the geographical North and the

East axis perpendicular to the other two axis. [4]
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2.3.5 Conversion between reference frames

While some coordinates are better expressed in one reference frame than another, sometimes it is

necessary to convert between coordinate frames to allow certain calculations. The conversions used in

this thesis are presented in this section.

Rotation Matrices

An important concept in coordinate conversion between cartesian reference systems is the concept of a

rotation matrix. Such matrices, when a vector is multiplied by them, define a rotation around one of the

axis of the reference frame. The matrices

Rx(θ) =


1 0 0

0 cos θ sin θ

0 − sin θ cos θ

Ry(θ) =


cos θ 0 − sin θ

0 1 0

sin θ 0 cos θ

Rz(θ) =


cos θ sin θ 0

− sin θ cos θ 0

0 0 1

 (2.1)

represent a rotation by angle θ around the x, y and z axis respectively, with positive θ representing a

counterclockwise rotation of the axis when the origin is viewed from the positive end of that axis [4].

ECEF to Geodetic

The conversion between these two coordinate systems is accomplished by using the Heikkinen (1984)

method for latitude and height [11] [12] and the Vermeille (2004) method for longitude [13]. Let PECEF =

(x, y, z) be a point in the ECEF frame, and PLLH = (φ, λ, h) be its equivalent in a geodetic system.

For a given ellipsoid with semi-major axis a and flattening factor f we can define the eccentricity of

the ellipsoid, e, and ellipsoidal polar radius, b, respectively as

b = a(1− f)

e =

√
1− b2

a2

We then define the two-dimensional distance in the xy plane, r, as

r =
√
x2 + y2

9



Then, Heikkinen’s formula for latitude and geodetic height is

e′2 = (a2 − b2)/b

F = 54b2z2

G = r2 + (1− e2)z2 − e2(a2 − b2)

c = e4Fr2/G3

s =
3
√

1 + c+ sqrtc2 + 2c

P =
F

(3(s+ s−1 + 1)2G2

Q =
√
q + 2e4P

r0 = − Pe2r

1 +Q
+

√
a2

2

(
1 +

1

Q

)
− P (1− e2)z2

Q(1 +Q)
− Pr2

2

U =
√

(r − e2r0)2 + (1− e2)z2

z0 =
b2z

aV

h = U

(
1− b2

aV

)
φ = arctan

(
(z + e′2z0)/r

)
And finally Vermeille’s formula for longitude is

λ =


π
2 − 2 arctan x

r+y , if y ≥ 0

−π2 + 2 arctan x
r−y , if y < 0

Geodetic to ECEF

While the conversion between ECEF and geodetic coordinates isn’t straightforward and is still an active

field of research, the conversion between geodetic and ECEF coordinates is direct.

For a given ellipsoid with semi-major axis a, flattening factor f and eccentricity e we can obtain the

radius of curvature in the prime vertical, RN , in meters using [14]:

RN =
a√

1− e2(sinφ)2

We then can compute the cartesian coordinates using [14]:

x = (RN + h) cosφ cosλ

y = (RN + h) cosφ sinλ

z =
(
(1− f)2RN + h) sinφ

)
where (x, y, z) are the desired cartesian coordinates and (φ, λ, h) are the original geodetic coordinates.
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ECEF to ENU

To convert coordinates of a point from an ECEF coordinate system to a local ENU coordinate system

we first need to define the origin of the ENU frame. Let P = (x, y, z) be the point whose coordinates we

want to compute, and P0,ECEF = (x0, y0, z0) and P0,LLH = (φ0, λ0, h0) be the location of the origin of

the ENU frame in the ECEF and Geodetic reference systems respectively.

This conversion corresponds to a translation of the ECEF frame to the origin of the ENU frame

combined with a rotation about the z axis and another around the x axis [4]:
e

n

u

 = Rx

(
pi

2
− φ

)
Rz

(
pi

2
+ λ

)
x− x0

y − y0

z − z0

 =


− sinλ0 cosλ0 0

− sinφ0 cosλ0 − sinφ0 sinλ0 cosφ0

cosφ0 cosλ0 cosφo sinλ0 sinφ0



x− x0

y − y0

z − z0


where P ′ = (e, n, u) are the coordinates of point P in the ENU frame

From the ENU frame we can also obtain two angular coordinates of point P ′: its azimuth, α and

elevation, ε. These are given by1:

α = arctan
e

n

ε = arctan
u√

n2 + e2

2.4 Error sources in GPS measurements

2.4.1 Satellite clock errors

While the atomic clocks on GPS satellites are very precise, they aren’t without error. And, since the

GPS signals travel at the speed of light, even a small clock error will produce a large range error, in the

order of kilometers [4]. Since the synchronization of the entire GPS constellation is a complex problem,

instead every GPS satellite’s atomic clocks are allowed to drift within a certain tolerance, and corrections

to remove this drift are calculated by the Control Segment and broadcasted by the satellite.

The clock correction is then computed using the following second-degree polynomial [1]:

∆tSV = af0 + af1(tsv − toc) + af2(tsv − toc)2 + ∆tr (2.2)

where:

• af0,af1,af2 are the correction polynomial coefficients;

• tsv is the current satellite time;

• toc is the clock data reference time;

• ∆tr is a relativistic correction due to orbital eccentricity.

1For the elevation angle the function arctan represents the quadrant-dependant arctan function, usually called atan2 in math-
ematical programming libraries
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All of these parameters are broadcasted in the navigation message, with exception of the relativistic

correction. The relativistic correction term, ∆tr can be calculated from orbital parameters using [15]:

∆tr = Fe
√
A sinEk (2.3)

where

• F is a constant with value −4.442807633× 10−10 s/m1/2

• e is the satellite orbital eccentricity

• A is the satellite orbit’s semi-major axis

• Ek is the satellite orbit’s eccentric anomaly

Another correction parameter, only for the single-frequency receiver case, is the group differential

delay, TGD. This parameter is associated with the delay between the signal output of a GPS satellite

measured at the antenna phase center and the output of the satellite’s frequency source [15]. This

parameter is broadcasted in the navigation message.

Finally, the correction can be applied to the current satellite time using [15]

t = tsv −∆tsv + TGD (2.4)

where t denotes the GPS system time.

2.4.2 Tropospheric delay

When the GPS signals reach the troposphere, the presence of dry gases and water vapour will create

refraction phenomena, which will increase the path travelled by the GPS signal and result in a delay.

Several empirical models exist for the computation of the tropospheric delay, taking into account

parameters like temperature, humidity and pressure. Some of these require that a receiver obtains

such atmospheric data from an atmospheric sensor, while others resort to using long-term, average

atmospheric data, dependent on user position and time of year. For this thesis, the selected model is

the MOPS Troposphere Model, used by the SBAS systems [16]. This model was chosen because it not

only has a known track record, being used by the SBAS systems, but it also doesn’t depend on in situ

measurements of atmospheric parameters, reducing the overall cost and complexity of the receiver.

The tropospheric delay correction for a given satellite elevation, ε, is given by [17] (here with a slightly

different nomenclature):

T (ε) = (Tz,dry + Tz,wet)M(ε) (2.5)

where the obliquity factor, M(ε) is given by the mapping:

M(ε) =
1.001√

0.002001 + sin2(ε)
(2.6)
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valid for elevation angles over 5o, and Tz,dry and Tz,wet are the vertical delays of the wet and dry com-

ponents of the troposphere.

The Tz,dry and Tz,wet terms depend on several meteorological parameters, namely pressure (P,mbar),

temperature (T , K), water vapour pressure (e, mbar), temperature lapse rate (β, K/m) and water vapour

lapse rate (λ, dimensionless). Each of these parameters is computed from the linear interpolation of av-

erage and seasonal variation values given in Table 2.2 and the receiver latitude, φ, and day-of-year, D,

using [17]

ξ(φ,D) = ξ0(φ)−∆ξ(φ) cos

[
2π(D −Dmin)

365.25

]
(2.7)

where ξ0(φ) and ∆ξ(φ) are, respectively, the average and seasonal variation values of each parameter

at a given latitude, and Dmin = 28 for northern latitudes and Dmin = 211 for southern latitudes.

Average

Latitude (o) P0(mbar) T0(K) e0(mbar) β0(mbar) λ0

15◦ or less 1013.25 299.65 26.31 6.30 · 10−3 2.77

30 1017.25 294.15 21.79 6.05 · 10−3 3.15

45 1015.75 283.15 11.66 5.58 · 10−3 2.57

60 1011.75 272.15 6.78 5.39 · 10−3 1.81

75◦ or greater 1013.00 263.65 4.11 4.53 · 10−3 1.55

Seasonal Variation

Latitude (o) ∆P (mbar) ∆T (K) ∆e(mbar) ∆β(mbar) ∆λ

15◦ or less 0.00 0.00 0.00 0.00 · 10−3 0.00

30 −3.75 7.00 8.85 0.25 · 10−3 0.33

45 −2.25 11.00 7.24 0.32 · 10−3 0.46

60 −1.75 15.00 5.36 0.81 · 10−3 0.74

75◦ or greater −0.50 14.50 3.39 0.62 · 10−3 0.3

Table 2.2: Meteorological parameters for tropospheric delay model [17]

To compute the tropospheric delay terms, we first need to compute the respective zero-altitude de-

lays:

Tz0,dry =
10−6k1RdP

gm
(2.8)

Tz0,dry =
10−6k2Rd

(λ+ 1)gm − βRd
e

T
(2.9)

and finally we compute the vertical delay at the receiver height, H

Tz,dry =

[
1− βH

T

] g
Rdβ

· Tz0,dry (2.10)
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Tz,wet =

[
1− βH

T

] (λ+1)g
Rdβ

−1

· Tz0,wet (2.11)

where

• k1 = 77.604 K/mbar

• k2 = 382000 K2/mbar

• Rd = 287.054 J/Kg/K

• gm = 9.784 m/s2

• g = 9.80665m/s2

• P , T , e, β and λ are the atmospheric parameters computed using Equation 2.7

2.4.3 Ionospheric delay

During their travel between satellite and receiver, the GPS signals pass through a layer of the atmo-

sphere called the ionosphere. This layer, located between 70 and 1000km, is a dispersive medium,

and its influence on the GPS signals depends on the concentration of free electrons, released from

sun-atmosphere interactions [4].

For the GPS, the most used model is the Klobuchar model, which reduces, on average, about 50%

of the RMS ionospheric delay for a single-frequency receiver [18]. It assumes that the electron content

is concentrated in a thin layer at 350 km of altitude, which is pierced by the GPS signal at a given point,

named Ionospheric Pierce Point (IPP). From here, the vertical delay is computed and then a mapping

function converts it to a slant delay. This is the model used by the GPS and whose parameters are

broadcasted by the GPS satellites in their navigation messages.

The Klobuchar model is given by the following equations [15]:

ψ =
0.0137

E + 0.11
− 0.022 (in semicircles) (2.12)


φi = φu + ψ cosA, if |φi| ≤ 0.416

if φi > +0.416, then φi = +0.416

if φi < −0.416, then φi = −0.416

(in semicircles) (2.13)

λi = λu +
ψ sinA

cosφi
(in semicircles) (2.14)

φm = φi + 0.064 cos(λi − 1.617) (in semicircles) (2.15)
t = 43200λi + tGPS , if 0 ≤ t ≤ 86400

if t ≥ 86400, then t = t− 86400

if t < 0, then t = t+ 86400

(in seconds) (2.16)
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AMP =


∑3
n=0 αnφ

n
m, if AMP ≥ 0

if AMP < 0, then AMP = 0

(in seconds) (2.17)

PER =


∑3
n=0 βnφ

n
m, if PER ≥ 0

if PER < 72000, then PER = 72000

(in seconds) (2.18)

x =
2π(t− 50400)

PER
(in radians) (2.19)

F = 1.0 + 16.0(0.53− E)3 (2.20)

Tiono =

F ·
[
5 · 10−9 +AMP

(
1− x2

2 + x4

24

)]
, if |x| < 1.57

F ·
(
5 · 10−9

)
, if |x| ≥ 1.57

(in seconds) (2.21)

where:

• φu and λu are the approximate receiver latitude and longitude

• tGPS is the GPS system time after corrections

• αn and βn are the Klobuchar parameters included in the GPS navigation message

• A and E are the satellite azimuth and elevation respectively in semicircles, here with a different

symbol to avoid confusion with the Klobuchar parameters

While usually angles are given in radians or degrees, the Klobuchar model works with semicircles. The

conversion between these units is:

1 semicircle = 180◦ = π radians (2.22)

2.4.4 Ephemeris errors

One of the roles of the GPS Control Segment is the determination of orbital elements of the GPS

satellites. This is achieved by a set of ground-based tracking stations, whose measurements are then

collected and a curve-fit is done to determine accurate orbital elements [4]. After these orbital elements

are calculated, they are sent to the GPS satellites via uplink stations, and then broadcasted to the users

via the navigation message. This orbital data isn’t calculated in real time, but is refreshed over a few

hours for every satellite [1], meaning that its best fit will be at the time of computation. As such, after a

while perturbations will accumulate on the satellite’s orbit, creating a difference between the computed

and real orbit, which in turn will add some error to the receiver position solution.

2.4.5 Multipath error

Near the Earth’s surface, the GPS signals might encounter obstacles in their line of sight that difract or

reflect the signals, like buildings or trees, or even the ground. Those signals are then received by the

GPS receiver as delayed versions of the direct signal, because their travel path is longer.
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If the delay is long enough, corresponding to a distant source of reflection, then the receiver can

mitigate the multipath effect, and it has little effect on the position solution. However, when the delay is

short, in the order of tens or hundreds of nanoseconds [4], they distort the received signal in a way that

cannot be easily resolved by the receiver, degrading the position solution.

This effect is highly dependent on surface characteristics, so it is not an easy error to model; However,

a choke ring can be added to the GPS antenna to reduce the effect of the multipath interference, as was

done in the experimental setup used in this thesis. Due to this fact, this error has not been accounted

for in the algorithm used in this thesis.

2.4.6 GPS pseudorange error budget

Given that all the previous sections discussed the different errors that affect the GPS signal, it is logical

to follow with a budget of the errors that affect the GPS signals. In this case, we will focus only on the

single-frequency receiver case, as well as only the errors that affect the pseudoranges, which we will

approach in Chapter 2.5.1.

The combination of all the previous errors result in an overall error value that is known as the User

Equivalent Range Error (UERE), given by the Root-Sum-Squared (RSS) of all the different components.

This error is assumed to be gaussian-distributed, and all the components are treated as independent

random variables [1].

All the different errors that together give the UERE can be found in Table 2.3.

Segment Source Error Source 1σ Error (m)

Space/Control

Broadcast clock 0.4

Broadcast ephemeris 0.3

Differential group delay 0.15

User

Residual ionospheric delay 7.0

Tropospheric delay 0.2

Receiver noise and resolution 0.1

Multipath 0.2

System UERE Total 7.03

Table 2.3: Typical UERE budget for single-frequency receiver [4]

2.5 GPS Observables

While we usually only see the final position output of a GPS receiver, in the background there are several

quantities being measured which will be used to compute the receiver’s position. The two most used

observables are the pseudorange and the carrier phase, which give a measure of the distance between

receiver and satellite.
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2.5.1 Pseudorange

The most basic method of positioning relies on knowing the range between a receiver and three transmit-

ters, where the receiver position is the point that satisfies the ranges for the three transmitters. However,

this method uses range, not pseudorange. So, what is the difference?

Let us start at the beginning. A GPS receiver can determine its position by usage of ranging codes,

using a modified version of the so called time-of-arrival (TOA) ranging method. These codes work by

having the receiver correlate the received code with an internal replica code tied to the receiver’s clock

that is time-shifted until it matches the received code. When that correlation is maximum, the time

difference between transmission and reception is subtracted from the receiver’s clock time, obtaining

the transmission time as seen by the receiver [14].

By determining the time difference between broadcast and reception of a ranging code, one can

obtain the distance to the transmitter; expanding this concept to a three-dimensional scenario, the prob-

lem requires the determination of the three position coordinates of the receiver as well as the receiver

clock bias. By having four unknowns, 4 linearly independent equations are required to solve the prob-

lem, which corresponds to 4 measurements to different satellites. This is the basis of Code Based

Positioning, and represents the most usual method of position calculation.

The distance, as seen by the receiver, between the receiver and a GPS satellite in orbit is given by

r = c (tu − ts) = c∆t (2.23)

where:

• r is the true range to the satellite

• ts is the true time of departure of the signal from the GPS satellite

• tu is the true time of arrival of the signal to the receiver

• c is the speed of light in a vaccum

• ∆t is the true travel time of the signal

However, since both the satellite and receiver clocks present some degree of error, using the previous

formula will almost always yield a distance that is different from the true range. The time of propagation

of the GPS signals is also affected by the propagation media since the signal won’t always travel in

vacuum, as well as reflections and other phenomena. The measured distance with all these errors

and perturbations is then significantly different from the true range, and as such we call this measured

distance pseudorange, ρ.

Adding the different delays and errors, we can write a new equation for the time of arrival method

using the pseudorange

ρi = ri + cδtr − cδti + T i + Ii +MP i + ερ (2.24)

where:

• δtr and δti are the receiver and satellite clock errors (in seconds)
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• T i is the tropospheric delay (in meters) between the receiver and satellite i

• Ii is the ionospheric delay (in meters) between the receiver and satellite i

• MP i is the multipath error (in meters) between the receiver and satellite i

• ερ denotes any unmodelled errors in the pseudorange

2.5.2 Carrier phase

Another parameter that can be measured from the GPS signals is the phase of the received signal,

relative to the receiver-generated carrier at reception time. This measurement is very precise, on the

order of millimeters [19].

Since the phase repeats after a set period, the receiver cannot determine how many cycles have

passed since the broadcast time, only the fractional phase difference at reception time. The total number

of cycles that passed since the broadcast is called ambiguity, and it the major problem when using

carrier phase as an observable. When the GPS receiver locks on to the GPS signal, the fractional

part of the carrier phase is accurate, but carrier phase observable is given an arbitrary integer value

for the ambiguity; Then, as long as the satellite is being tracked, the fractional part of the carrier phase

is accumulated over time and can provide very accurate measurements after determining the initial

ambiguity [19].

In an ideal, error-free situation, the carrier phase measured by a receiver r, φr, relative to satellite s

is given by [19]

φsr = φr(t)− φs(t−∆t) +Ns
r (2.25)

where:

• φr(r) is the receiver-measured carrier phase at time t

• φs(t−∆t) is the carrier phase at the time of transmission

• Ns
r is the number of whole cycles between transmission and reception, i.e. the integer ambiguity

Multiplying 2.25 by the carrier wavelength, λ, we can express phase in units of length:

Φtr = λφsr(t) = λφr(t)− λφs(t−∆t) + λNs
r (2.26)

where Φtr(t) denotes the carrier phase in units of length instead of radians. From here we can use the

time of propagation, ∆t to define the true range to the satellite and write

Φsr = r + λNs
r (2.27)

Adding all the modelled error terms, we then get the final carrier phase model

Φsr = r + cδtr + cδts + λNs
r + T i − Ii +MP i + εφ (2.28)
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where:

• δtr and δti are the receiver and satellite clock errors (in seconds)

• T i is the tropospheric delay (in meters) between the receiver and satellite i

• Ii is the ionospheric delay (in meters) between the receiver and satellite i

• MP i is the multipath error (in meters) between the receiver and satellite i

• εφ denotes any unmodelled errors in the carrier phase

Comparing with Equation 2.24, we see that the ionospheric delay in the pseudorange and carrier

phase models has different signs. This is due to the ionosphere delaying the GPS signal information

but advancing the carrier phase, a phenomenon known as ionospheric divergence or code-carrier di-

vergence. While of no impact in pure pseudorange or carrier phase positioning methods, it will have an

effect on positioning methods that rely on both observables [4].

Finally, one particular issue with the usage of the carrier phase observable is that, due to its depen-

dance on an arbitrary integer N , if the receiver loses lock with the satellite it will generate a new integer

ambiguity when the lock is reestablished. This phenomenon is called cycle slip, and its detection and

correction is of paramount importance for any positioning methods that use the carrier phase. In the

case of the single-frequency receiver, this detection is only indirect. For dual-frequency receivers, this

phenomenon is much more visible and as such easier to detect and solve [4].

2.6 Dilution of Precision

The concept of Dilution of Precision (DOP) is very important in GPS navigation. In a perfect system,

where the receiver and transmitter clocks are perfect and synchronized, there is no uncertainty in the

position determination since only a single point is the possible solution. However, when we add un-

certainties instead of a point we end up with an area of possible positions for the receiver. This area

is highly dependent on the geometry of the satellite sub-constellation used by the receiver, and can

significantly degrade the position solution precision. When the satellites are well spaced in the sky, the

position solution precision is good, i.e. it has low DOP; However, when the satellites are close together

the precision is reduced, or, more accurately, diluted, meaning this solution has high DOP.

2.7 Position accuracy measures

An important measure in any navigation system is how accurate and precise the position solutions are.

This allows us to have an idea of the quality of the position solutions, as well as define safety margins to

account for errors in the position solutions.

Accuracy is defined by how close an estimate is to its real value. The higher the accuracy, the

closer the estimate is to its real value. This parameter is associated with observation errors. Precision
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is a metric that quantifies the statistical variability of a measurement. A higher precision means that the

measurements are close to their mean value [20].

In order to quantify the accuracy of the position solutions, several accuracy metrics were imple-

mented, both for 2D and 3D position solutions:

2.7.1 2D accuracy metrics

Distance Root Mean Squared

One of the 2D accuracy metrics is the Distance Root Mean Squared (DRMS), which is given by

DRMS =
√
σ2
x + σ2

y (2.29)

where σx and σy are the standard deviations of the position solutions in the xy plane centered at the

receptor and tangent to the ellipsoid. This metric corresponds to the radius of a circle centered at the

true position that has 65% of the probability of the position solutions [20].

Twice Distance Root Mean Squared

The Twice Distance Root Mean Squared (2DRMS) metric is the double of the previous metric

2DRMS = 2
√
σ2
x + σ2

y (2.30)

and corresponds to the radius of a circle centered at the true position that contains 95% of the probability

of the position solutions [20].

Circular Error Probable

The Circular Error Probable (CEP) is defined as the radius of the circle, centered at the true position,

that contains 50% of all the position solutions [20].

R95

This metric is similar to the CEP, however it contains 95% of all the position solutions [20].

2.7.2 3D accuracy Metrics

Mean Radial Spherical Error

The Mean Radial Spherical Error (MRSE) is the 3D analog of the DRMS error. It is given by

MRSE =
√
σ2
x + σ2

y + σ2
z (2.31)
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where σx, σy and σz are the standard deviations of the position solutions in the ECEF frame. This metric

corresponds to the radius of a sphere centered at the true position that has 61% of the probability of the

position solutions.

Spherical Error Probable

The Spherical Error Probable (SEP) is defined as the radius of a sphere centered at the true position

that contains 50% of all the position solutions [20].

90% Spherical Accuracy Standard

The 90% Spherical Accuracy Standard (SAS90) is defined as the radius of a sphere centered at the true

position that contains 90% of all the position solutions [20].

99% Spherical Accuracy Standard

The 99% Spherical Accuracy Standard (SAS99) is defined as the radius of a sphere centered at the true

position that contains 99% of all the position solutions [20].

2.8 Maximum Likelihood Estimation

Since GNSS position estimates are tainted by noise, we can use statistical methods to analyse their

properties and give a better estimate of the true position of a GNSS antenna.

One possible method to obtain position estimates is using Maximum Likelihood Estimation. In this

method, we use the known density probability function of the measurement data, where each sample is

assumed independent, conditioned by a parameter θ and a sample set, x. From here, we can define the

likelihood function, L(θ,x), as [21]

L(θ|x) = fX(x|θ) =

n∏
i=1

fX(xi|θ), with θ ∈ Θ (2.32)

where:

• fX( · |θ) is the probability density function of the random variable X knowing that θ is the true value

of the desired parameter

• θ represents, by convention, both the unknown parameter and the estimated parameter

• Θ is the parametric space of possible parameters

The Maximum Likelihood Estimate, θ̂, corresponds to the argument that maximizes the likelihood

function, i.e. it is the maxima of the likelihood function:

L(θ̂|x) = arg max
θ∈Θ
L(θ|x) (2.33)
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One can also use the logarithm of the likelihood function, designated log-likelihood function

ln
[
L(θ̂|x)

]
= arg max

θ∈Θ
ln [L(θ|x)] (2.34)

which is analitically simpler since it converts the products of Equation 2.33 into a sum of logarithms. In

the case of a continuous parametric space, we can use the normal process of finding the maxima of a

function. We start by finding a stationary point of the likelihood function. For a given parameter vector θ

with p > 1 number of parameters the maximum likelihood function verifies the condition

∂ ln [L(θ1, . . . , θp|x)]

∂θj

∣∣∣∣
θ=θ̂

= 0, with j = 1, . . . , p (2.35)

Then, we check if that point is a maxima of the function. Using the concept of Hessian matrix we get

[22]

H(θ) = ∇2 ln [L(θ1, . . . , θp|x)] = hij(θ), with i, j = 1, . . . , p (2.36)

where

hij(θ) =
∂2 ln [L(θ1, . . . , θp|x)]

∂θi∂θj
(2.37)

If these conditions are verified, then θ̂ is the maximum likelihood estimate of the parameter vector θ.

In this thesis, to compute the maximum likelihood estimate for a given distribution we will use the mle

function of Matlab’s Statistics and Machine Learning Toolbox, which implements an iterative version of

this method for a given distribution.
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Chapter 3

Position Determination

In this chapter we will give an overview of some of the methods used to determine the position of single-

frequency GPS receiver using pseudoranges. It will also be introduced a smoothing method for the raw

pseudorange data that uses the carrier phase to reduce noise, as well as the differential GPS method,

which is the positioning method that gave motive to the creation of this thesis. Finally, even though it is

not a positioning method, we introduce an augmentation system, RAIM, whose function is to detect and

remove a satellite if it degrades the position solution due to satellite problems.

3.1 Least Squares

Let the satellite-receiver true range be [4]:

ri =

√
(xi − x)

2
+ (yi − y)

2
+ (zi − z)2 (3.1)

where
(
xi, yi, zi

)
are the coordinates of satellite i and (x, y, z) is the true receiver position, both in an

ECEF reference frame.

We recall that the pseudorange of a GPS satellite is given by

ρi = ri + cδtr − cδti + T i + Ii +MP i + ερ (2.24 revisited)

Assuming that the modeled errors have been removed from the pseudorange measurement, we can

combine the two previous equations [23]

ρi =

√
(xi − x)

2
+ (yi − y)

2
+ (zi − z)2

+ cδtr (3.2)

where on the right side we obtain the four unknown parameters: receiver coordinates (x, y, z) and re-

ceiver clock offset δtr. Since we have four unknown parameters, we will require at least four independent

measurements to be able to determine all the unknown parameters.

Since Equation 3.2 is a non-linear equation, one possible approach to solve it is to linearize the
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equation in the neighbourhood of a point. Defining an initial position estimate x0 = (x0, y0, z0), we can

apply Taylor’s series expansion to the satellite-receiver range, equation 3.1, yielding [14]

ri = ri0 +
x0 − xi

ri0
∆x+

y0 − yi

ri0
∆y +

z0 − zi

ri0
∆z (3.3)

where 
∆x = x− x0

∆y = y − y0

∆z = z − z0

(3.4)

and ri0 is the satellite-receiver distance computed at the linearization point.

Combining equations 3.3 and 3.2, we can write the linearized pseudorange equation [14]

ρi − ri0 =
x0 − xi

ri0
∆x+

y0 − yi

ri0
∆y +

z0 − zi

ri0
∆z + c∆t (3.5)

Since a GPS receiver provides pseudorange measurements for several satellites, we can rewrite

Equation 3.5 in matrix notation for n satellites and pseudorange measurements


ρ1 − r1

0

...

ρn − rn0

 =


x0−x1

r10

y0−y1
r10

z0−z1
r10

1

...
...

...
...

x0−xn
rn0

y0−yn
rn0

z0−zn
rn0

1




∆x

∆y

∆z

cδt

 , n ≥ 4 (3.6)

or, in a more compact notation

∆ρ = H∆x (3.7)

where ∆ρ is named the prefit-residuals vector, H the geometry matrix and ∆x the unknown parameters

vector that contains the deviations between the initial and estimated parameters. Finaly, the solution for

this equation is given by

∆x = H−1∆ρ (3.8)

and the position estimate can be calculated by updating the initial estimate with the estimated deviations

x̂ = x0 + ∆x (3.9)

While the solution of Equation 3.6 is direct with four measurements, usually a GPS receiver is capable

of acquiring more than four measurements, resulting in an over-determined system. To be able to

solve this problem, we can use the Least Squares (LS) method. This method uses all the available

measurements to find the solution that minimizes the sum of squares of the estimated residuals, i.e.

solving the equation [14]

x̂ = arg min
x
||∆ρ−H∆x|| (3.10)
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which results in the Least Squares solution[14]

∆x̂ =
(
HTH

)−1
HT∆ρ (3.11)

where
(
HTH

)−1
HT is the Moore-Penrose pseudoinverse matrix. Equation 3.6 can then be linearized

again around the new estimated position, and the method can be iterated until the position estimate

difference is bellow a given threshold.

A diagram ilustrating this process is given in Figure 3.1.

Figure 3.1: Least Squares algorithm

3.2 Weighted Least Squares

The Least Squares solution from Chapter 3.1 assumes that all the measurements’ errors are indepen-

dent and identically distributed, hence treating all the measurements equally. However, the satellites

influence the position solution differently. For example, some might have lower elevation, which will in-

crease the ionospheric and multipath error due to higher slant range, others might have some kind of
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signal degradation in effect and transmit that information in their navigation message. In these cases,

the errors are not independent and identically distributed, and as such the LS solution is not optimal [4].

In order to quantify and incorporate the measurement quality into the LS solution we can define a

weighting matrix Q, that corresponds to the inverse of the measurement error covariance matrix [24].

Applying this matrix to the LS method, we obtain the Weighted Least Squares (WLS) solution [24]

∆x̂ =
(
HTQH

)−1
HTQ∆ρ (3.12)

There are several possible formulations for the measurement error covariance matrix and, subse-

quently, for the weighting matrix [4] [24]. For the present thesis, let us assume that the satellite mea-

surements are uncorrelated. Consider then a diagonal matrix with diagonal elements

Qii = 1/σ2
i (3.13)

In order to give more weight to satellites with higher elevation, since they have less atmospheric and

multipath errors, we can define the satellite error standard deviation, σi, as a function of the elevation

angle. For example, a monotonous mapping function that ensures maximum weight Qii for 90◦ elevation

and minimum weight for 0◦ elevation is the sin function, which entails the relationship Qii ∝ sin εi where

εi is the elevation of satellite i. One such possibility is the method described in [25] where

σi =
σURAi
sin εi

(3.14)

where σURAi is the broadcasted User Range Accuracy for satellite i, present in the navigation message.

From here, we can write the weighting matrix diagonal elements as

Qii =
1

σ2
i

=
sin2 εi
σ2
URAi

(3.15)

3.3 Extended Kalman Filter

The Least Squares methods presented in Chapters 3.1 and 3.2 are examples of single epoch measure-

ments; they do not incorporate any information regarding previous position estimates. This is one of the

major limitations of the LS methods.

One solution to this problem is the use of a recursive method to compute the position solutions. An

example of such a method is the Extended Kalman Filter (EKF). This filter allows the introduction of the

system dynamics to better model the receiver’s states, as well as linearizing the observations model

relative to the current best estimate, refining the state estimation with every new measurement. Like the

LS methods, the EKF also works on the basis of the linearization of the observations model [23].

The EKF works in discrete time, tk, and for each iteration k of the filter we have two steps:

• Prediction, where we estimate the state vector x̂k using the observations from the previous itera-

tion,
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• Filtering, where we estimate x̂k using the state vector estimate of the prediction step and the

current observations.

3.3.1 Dynamics model

For the current thesis, since the problem of interest is the positioning of a static receiver, only the P

model for the EKF will be implemented. In this model, the state vector x is comprised of the thre

position components in an ECEF frame and two clock states representing a noise model consisting in a

random walk clock frequency error plus a white noise clock drift. The complete state vector is then: [23]

x =



x

y

z

xφ

xf


(3.16)

Let us assume that no coupling exists between the states corresponding to the receiver position and

both position and clock states are modeled by Brownian motion. For this case, the state transition matrix

Φ is given by [23]

Φ =



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 ∆t

0 0 0 0 1


(3.17)

The noise covariance matrix for the continuous-time model, Q, is block diagonal, with three identical

blocks for the position states and a 2× 2 submatrix for the clock model states[23]:

Q =



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 qφ 0

0 0 0 0 qf


(3.18)

where the matrix elements associated with the receiver coordinates are zero since the coordinates are

assumed constant for a static receiver and qφ and qf are the power spectral densities of the phase and

noise white gaussian noises. These two parameters are associated with the Allan variance parameters

by [26]

qφ ≈
h0

2

qf ≈ 2π2h−2

These parameters characterize the clock errors over time, and are different for different kinds of oscil-
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lators. For this thesis, a low-cost temperature-compensated crystal oscillator was considered, whose

Allen variance parameters are assumed [26]

h0 = 2 · 10−19

h−2 = 2 · 10−20
(3.19)

From Equations 3.17 and 3.18 we can obtain the noise covariance matrix of the discrete-time dy-

namics dynamics model, Qk, as [23]

Qk ≈ ΦQΦT∆t = ∆t



0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 c2
(
qφ +

qf∆t2

3

)
c2qf∆t

2

0 0 0
c2qf∆t

2 c2qf


(3.20)

where the clock variances where multiplied by c2 because the clock errors are in units of meters.

3.3.2 Observations Model

The main problem with solving the pseudorange GPS navigation equations is that those equations are

non-linear functions of the state variables. The EKF solves this problem by linearizing the observations

model. Let us start with the observations equation [23]

zk = h [x(tk)] + vk (3.21)

where zk is the measured pseudorange vector with n ≥ 4 observations, vk the observations noise and

h [x(tk)] is the navigation equation vector composed of n instances of Equation 3.2, i.e.

h(x) =


√

(x1 − x)
2

+ (y1 − y)
2

+ (z1 − z)2
+ cδtr

...√
(xn − x)

2
+ (yn − y)

2
+ (zn − z)2

+ cδtr

 (3.22)

In order to linearize the navigation equations, we obtain the Jacobian matrix of 3.22. This matrix is

called the observation matrix, H, and is given by

Hk =

[
∂h(x)

∂x

]
x=x+

k−1

, (3.23)

For the P model used in this thesis, the observation matrix for n observations can be defined as

Hk =


ax1

ay1 az1 1 0
...

axn ayn azn 1 0

 (3.24)
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Figure 3.2: Flowchart of the EKF algorithm for GPS positioning

The elements of the observation matrix are given by

axi =
xi − x̂
r̂i

ayi =
yi − ŷ
r̂i

azi =
zi − ẑ
r̂i

(3.25)

where the satellite-receiver range, r̂i, is given by

r̂i =

√
(xi − x̂)

2
+ (yi − ŷ)

2
+ (zi − ẑ)2 (3.26)

Finally, the last observation model parameter is the observation noise covariance matrix, Rk, which
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is a n× n diagonal matrix given by

Rk =


σ2

1 0

σ2
2

. . .

0 σ2
n

 (3.27)

3.3.3 Algorithm

Having obtained all the parameters necessary to the computation of the EKF, we then proceed to the

implementation of the EKF algorithm, which is presented in Figure 3.2 [23] [27]. This filter must be

initialized with an initial position estimate, x0 and error covariance matrix P0.

3.4 Unscented Kalman Filter

Another possible implementation of the Kalman Filter for a non-linear system is the Unscented Kalman

Filter (UKF). This method differs from the EKF in that, instead of linearizing the non-linear system around

a single point, we calculate the statistics of the random variables (RV), assumed as gaussian, to approx-

imate the state distribution of a non-linear function [28]. As such, the differences between the UKF and

EKF models will be in the observations model, with the matrices and vectors that correspond to the dy-

namics model being the same as Equations 3.16, 3.17 and 3.20, and the observation noise covariance

matrix being the same as 3.27.

3.4.1 Unscented Transform

Let us define a non-linear function f(xk), where x is a vector of random variables with an expected

value, i.e. mean, x̂k and covariance matrix Pk. The Unscented Transform (UT) of this function consists

in taking a set of samples from the random variable xk, applying the non-linear function to this set of

points and then obtain a new set of statistics for the transformed random variable. Since we assumed

the random variable as gaussian, the random variable obtained from the transformation will also be

gaussian.

The points used in the UT are called sigma points, and together form the sigma vector, X . For a

given iteration k, these points are given by [28]

X0,k = x̂k

Xi,k = x̂k +
√
n+ τ

(√
Pk

)
i

Xi+n,k = x̂k −
√
n+ τ

(√
Pk

)
i

with i = 1, . . . , n (3.28)

where

• n is the size of x
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• τ is the scale factor of the sampling

•
(√
Pk
)
i

designates the i-th line of
√
Pk

The sigma vector that arises is a matrix of n × (2n + 1), where each line is a set of sigma points for a

given element of xk. The matrix
√
Pk is the solution of the equation

Pk =
√

Pk

√
Pk

T
(3.29)

which can be obtained using the Cholesky decomposition [28]. The scaling factor τ is used to adjust the

spacing between sample points and their weight in the statistics of the transformation, and can be either

positive or negative. For the simmetrical sampling case, we can write [28]

n+ τ = 3 (3.30)

After this sampling, the sigma points are propagated through the non-linear function f

Yi, k = f (Xi,k) with i = 0, . . . , 2n (3.31)

And then the statistics of the resulting vector can be obtained by means of a weighted average [28],

from which we can determine the mean and covariance matrix

ŷk =

2n∑
i=0

WiXi,k

Pyy =

2n∑
i=0

Wi (Yi,k − ŷk) (Yi,k − ŷk)
T

(3.32)

where the weight values Wi are given by

W0 =
τ

n+ τ

Wi =
1

2 (n+ τ)

(3.33)

3.4.2 Algorithm

With the results of the UT, we can now rework the Kalman Filter to include those results and compute

the position solution. The resulting algorithm is presented in Figure 3.3 [28]. Like the EKF, this method

must also be initialized with an initial position estimate, x0 and error covariance matrix P0.

3.5 Carrier-Smoothed Code - the Hatch Filter

Up until now, the only observable that was considered for the positioning methods was the pseudor-

ange; however, some GPS receivers can also output the carrier phase observable. The main difference

between these two is that the pseudorange presents a higher noise, but is unambiguous and can be
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directly used as an observation, while the carrier phase is much more precise but is tainted by an arbi-

trary ambiguity which precludes its usage directly as a measurement. There are methods to determine

the ambiguity problem, however they aren’t trivial and even less so in the case of the single-frequency

receiver studied in this thesis [4].

A simpler solution to the usage of the carrier phase observable consists in the combination of the

code and carrier measurements, in range domain, to obtain a new, more precise, measurement of the

pseudorange. These techniques are called Carrier-Smoothed Code (CSC). For this thesis, we will im-

plement the Hatch Filter, a recursive method which uses time-differenced carrier phase measurements

together with pseudorange measurements and appropriated weights to create a smoothed pseudorange

measurement.

The time-differencing of the carrier phase measurement, in its error-free model, is given by

Φsr(n)− Φsr(n− 1) = rn − rn−1 + λNs
r − λNs

r = rn − rn−1 (3.34)

which, since the integer ambiguity N is constant and cancels-out, enables the usage of the carrier phase

measurements without explicit ambiguity resolution.

We can then define the weighting factors W (n) for the Hatch Filter, which are used to weight the

influences of the carrier phase and pseudorange measurments in the smoothed result:

W (n) = W (n− 1)− γ (3.35)

Finally, the Hatch Filter method is given by

ρs,k = W (n)ρk + (1−W (n)) (ρs,k−1 + Φk − Φk−1) (3.36)

The weighting factor must be initialized in its first iteration, for which we use the case where only the

pseudorange measurement is used:

W (1) = 1 (3.37)

The parameter γ in the weighting factor formula is called the averaging constant and defines the aver-

aging interval for the filter. Usually, it is set as 0.01 or 0.02, for a smoothing interval respectively of 100

or 50 seconds at 1Hz. Higher values of γ result in a higher smoothing [29], however it also increases

the code-carrier divergence problem due to ionospheric delay [4].

One major flaw of the Hatch Filter is that whenever a cycle slip occurs the filter’s result is corrupted,

since there is a different integer ambiguity between two epochs. Whenever this happens, the hatch filter

must be reinitialized.
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Figure 3.3: Flowchart of the UKF algorithm for GPS positioning
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3.6 Differential GPS

Until now, all the methods that were discussed are single-receiver methods, however there are meth-

ods to make use of one or more reference GPS receivers to improve the position estimate of another

receiver, also called rover. This method is called Differential GPS (DGPS) and explores the spatial and

time correlation properties of GPS errors to signifficantly improve the positioning accuracy of a GPS

receiver. However, because of this DGPS algorithms require that the rover receiver be in the vicinity of

the reference receivers, with a separation of 10-200km [4].

There are three types of DGPS systems: Local-Area DGPS (LADGPS), Regional-Area DGPS (RADGPS)

and Wide-Area DGPS (WADGPS). For the present thesis, only the LADGPS will be considered. There

are also several methods for code-only DPGS, like position domain corrections and pseudorange do-

main corrections. In this thesis we will use another method, the code-equivalent GPS interferometer.

This method uses double differences (DD) to compute the vector from the reference receiver to the

rover receiver, and with that vector and a precise estimate of the reference receiver position we can

accurately determine the position of the rover receiver.

The Code-Equivalent GPS Interferometer

Let us consider the case of two GPS receivers and a single satellite, whose configuration is presented

in Figure 3.4.

Figure 3.4: GPS interferometer configuration for one satellite

where

• m and k are, respectively, the reference and rover receivers

• ρij is the pseudorange between receiver j and satellite i

• ei is the direction vector to satellite i

• b is the vector from the reference to rover receivers, called baseline vector

• b · ei is the projection of b along the direction of ei

Now, consider that the distance between the receivers and satellite is much greater than the distance

between receivers. In this case, the GPS satellite wave can be approximated to a planar wave at the
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receivers, and we can also consider that the difference between direction vectors is negligible, hence

both receivers share the same direction vector ei as well as the same constellation. Finally, we also

consider the case where both receivers are approximately at the same height.

Recovering the pseudorange model from Equation 2.24, we can write the pseudorange equations

for the two receivers, m and k, as

ρim = rim + cδtm − cδti + T im + Iim +MP im + εiρ,m

ρik = rik + cδtk − cδti + T ik + Iik +MP ik + εiρ,k

(3.38)

By differentiating the pseudorange measurements pertaining to the same satellite between both

receivers we can cancel the common satellite clock bias term. Also, since we are working on a local

area, the baseline is small and as such we can assume that the ionospheric error for both receivers

is equal and cancel out those terms. Since we also assumed that the receivers where roughly at the

same altitude, the tropospheric error can be assumed equal for both receivers and also cancels out.

The resulting difference is called the Single Difference (SD) and is given by (where receiver m was

considered the reference receiver):

SDi
km = ρik − ρim = rikm + cδtkm + εiρ,km (3.39)

where the subscript km represents the difference between receiver k and m for each parameter.

From Equation 3.39, we can see that SDi
km corresponds to the distance travelled by the GPS signal

during the reception time difference between receiver k and m. From Figure 3.4, it is clearly seen that

this distance corresponds to the value of the SD between both receivers, i.e.

SDi
km = b · ei (3.40)

Expanding on the single satellite interferometer, let us add a second satellite, j. This configuration is

presented in Figure 3.5.

Figure 3.5: GPS interferometer configuration for two satellites
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We can apply Equation 3.39 for this second satellite and obtain a new SD:

SDj
km = ρjk − ρ

j
m = rjkm + cδtkm + εjρ,km = b · ej (3.41)

By differencing these two SD, we can cancel out the receiver clock bias errors for both receivers.

This new difference is called Double Difference and is given by:

DDij
km = SDi

km − SD
j
km = rijkm + εijρ,km (3.42)

where the superscript ij denotes between which satellites the difference is taken. We can also apply

the DD to Equation 3.40 to obtain the relationship between the DD and the baseline vector:

DDij
km = b · ei − b · ej = b(ei − ej) = b · eij (3.43)

For this interferometer, the DD are all taken in relation to the same satellite. In this case, the satellite

with highest elevation is taken as the reference satellite from which all the DD are computed, since this

satellite will be, most likely, the one less affected by atmospheric and pseudorange errors. Combining

Equations 3.42 and 3.43 for n satellites we obtain the system


DD12

km

DD13
km

...

DD1n
km

 =


e12
x e12

y e12
z

e13
x e13

y e13
z

...
...

...

e1n
x e1n

y e1n
z



bx

by

bz

+


ε12
km

ε13
km

...

ε1nkm

 (3.44)

which can be written in a more compact notation as

y = B · b + e (3.45)

where y is the measured pseudorange DD vector, B is the matrix of the components of the differenced

direction vectors, b is the baseline vector and e is the measurement noise vector.

The baseline vector can then be determined using for example a Least Squares method or a Kalman

Filter. In this case, we implemented a very simple Kalman Filter with

x = b

Φ = I3

Q = 03×3

H = B

(3.46)

and whose algorithm is presented in Figure 3.6.
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Figure 3.6: Flowchart of the basic KF algorithm

3.7 RAIM

As a final topic in position determination, we will introduce the concept of RAIM. The Receiver Au-

tonomous Integrity Monitoring (RAIM) techniques allow a GPS receiver to detect instances where a

faulty satellite or faulty measurement will degrade the position solution considerably, and provide the

receiver with integrity information so that the receiver can be aware of possible position solution degra-

dation and act accordingly [4]. While RAIM isn’t directly responsible for position determination, this

integrity augmentation is relevant even for a static receiver, hence the introduction in this thesis, albeit in

a more simplified fashion.

Most of the RAIM algorithms follow the following generic sequence of steps given a navigation solu-

tion [30]:

1. Use a detection parameter, the test statistic, to detect the presence of a fault

2. Use the expected system noises and test statistic relationship to describe a faulty measurement

3. Establish a detection threshold based on the desired probability of false alarm

4. Obtain the test statistic for each observation and perform the fault detection

5. If there are detected faults, apply some method to isolate the faulty satellite

6. Compute the protection levels (optional)
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While several RAIM algorithms exist [31], in this thesis we will only focus on the conventional RAIM

techniques. In these techniques, there are several methods can be employed for fault detection, like

Least Squares Residuals (LSR) [30], Total Least Squares (TLS) [32], Range Comparison [30], etc. In

this thesis we will only use the LSR method. Also, since we are using a static receiver without any need

for a safety envelope, the protection levels will not be calculated.

3.7.1 Fault detection and handling of conventional RAIM

In conventional RAIM, there are two main algorithms: Fault Detection (FD) and Fault Detection and

Exclusion (FDE).

Fault Detection

This algorithm is responsible for checking for anomalies in the received measurements. Requiring at

least 5 satellites, it will divide the visible constellation into N subsets of N − 1 satellites, where N is

the number of satellites in the visible constellation. Afterwards, it applies the test statistic to identify

which subset of satellites is the one that doesn’t have anomalies and provides information on the faulty

satellite to the receiver. For the case of N = 5, this algorithm is merely informative, since, without an

extra satellite, there is no redundancy to be able to apply the next algorithm, FDE.

Fault Detection and Exclusion

The FDE algorithm is the logical consequence of the FD algorithm when N > 5. This algorithm excludes

one satellite from each subset fo N − 1 satellites and repeats the FD algorithm, allowing for correct

identification of the faulty satellite and its exclusion from the measurements. This method allows the

receiver to continue to operate nominally even in the presence of faulty satellites, as long as there are

enough satellites visible to satisfy the FDE requirements

3.7.2 Least Squares Residuals

For a set of pseudorange measurements, the Least Squares solution from Chapter 3.1 is given by

Equation 3.11:

∆x̂ =
(
HTH

)−1
HT∆ρ (3.11 revisited)

Using the incremental model of Equation 3.7, we can obtain an estimate of the prefit-residuals vector for

the newly computed position correction:

∆ρ̂ = H∆x̂ (3.47)

From these results, we can calculate the range residuals, w [33]:

w = ∆ρ−∆ρ̂ = ∆ρ−
(
HTH

)−1
HT∆ρ (3.48)
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To be able to do fault detection, some error metric must be used in order to obtain the test statis-

tic. The range residuals provide us with information about the difference between the computed and

expected pseudorange measurements, however its nature as a vector doesn’t lend itself to an easy

comparison with a test statistic. To solve this, we can use the sum of squared errors, SSE, which

provides a scalar value that can be easily used to compute the test statistic:

SSE = wTw (3.49)

And finally, we can compute the test statistic, given by [33]

t =

√
SSE

n− 4
(3.50)

where n is the number of satellites used in the FD algorithm.

If the measurment errors of the pseudoranges are independent and normally distributed random vari-

ables with zero mean, then SSE is chi-squared distributed with n−4 degrees of freedom. Consequently,

the test statistic t will also be chi-squared distributed with n − 4 degrees of freedom. This statistic, in

the case of a fault, will become a non-central chi-squared distribuition with n − 4 degrees of freedom

[34]. With this information, we can define a detection criteria based on a detection threshold, λ, which

performs a simple binary decision: t ≥ λ −→ Fault

t < λ −→ No fault

The detection threshold is dependent on the false alarm probability, Pfa, and the number of visible

satellites, n. Given those values, we can compute the detection threshold by inverting the incomplete

gamma function [34]

1− Pfa =
1

2aΓ(a)

∫ λ2

0

e−
s
2 sa−1ds (3.51)

where a = (n− 4)/2 and the gamma function is given by

Γ(x) =

∫ ∞
0

e−ttx−1dt ,with x ∈ R+ (3.52)

A flowchart of the RAIM algorithm used in this thesis is presented in Figure 3.7. Do note that, since

the FDE is always applied whenever there are more than 5 satellites, the division of the visible satellites

in subsets was merged in the FDE section of the algorithm.
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Figure 3.7: Flowchart of the RAIM algorithm
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Chapter 4

Precise Positioning

Up until now, we only discussed positioning methods that rely solely on the data provided by the receiver

or, in the case of differential GPS, another receiver in the vicinity. As such, these methods are only

as accurate as the data they receive. However, it is possible to obtain better data, like precise orbital

ephemeris and clock data, from external sources to improve the performance of the positioning methods.

In this section, we will give an overview of the International GNSS Service and its products, as well as

one method of precise positioning, called Precise Point Positioning.

4.1 International GNSS Service

The International GNSS Service (IGS) was established by the International Association of Geodesy in

1993, with the goal of supporting geodetical and geophysical research. To this end, the IGS is respons-

bile for standards and specifications, as well as providing GNSS data and products [4]. Several GNSS

tracking stations around the world provide accurate GNSS data to the IGS, which is then used to create

very accurate measurements of several parameters of GNSS satellites, which then are provided to the

public free of charge. These parameters, bundled in so-called GNSS products, are [35]:

• Precise orbital ephemeris

• Precise clock data

• Earth orientation parameters

• Ionospheric and tropospheric parameters

• Differential code biases

• Antenna phase center corrections

and can be obtained from the IGS products page: https://www.igs.org/products-access/.

In this thesis we will focus on the precise orbit and clock products for the GPS satellites, as well as

the ionospheric products and antenna phase center corrections.
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Precise orbit and clock products for GPS satellites

These products are provided to end-users in three varieties, differing in their latency and accuracy:

• Ultra-Rapid products are provided four times a day, and consist in predicted and observed prod-

ucts. The predicted part can be used in real time, while the observed part is available every 3 - 9

hours. These products have an accuracy of 3 - 5 cm for orbital products and 0.15 - 3 ns for the

clock products

• Rapid products have a latency of 17 - 41 hours, and provide an accuracy of 2.5 cm for orbital

products and 0.075 ns for clock products

• Final products are the highest precision available products, with a latency of 12- 18 days and

provide slightly better accuracy than the rapid products

As can be seen from the product latency, only the ultra-rapid products, in their predicted form, can be

used for real-time positioning methods. However, the other products can still be used for receiver data

post-processing, with significantly better results than the predicted ultra-rapid products.

Ionospheric products

Since the IGS has available a large number of GNSS receivers capable of multi-frequency operation, it

can use those receivers to compute the ionospheric delay, which is then used to create a map of the

concentration of free electrons in the ionosphere, the Vertical Total Electron Content (VTEC) map. This

map is then converted to a receiver-independent data format, IONEX, which can then be shared with

IGS users worldwide. [35].

These ionospheric products are available daily, for the rapid products, after 9 - 10 days for the pre-

dicted solution of the final product, and after approximately 11 days for the final product.

Antenna phase center corrections

Another product that is available from the IGS are the antenna phase center corrections. The GPS

satellite’s force models, that are used to model its orbit, are referenced to the satellite’s center of mass,

hence the IGS orbit and clock products are also refered to the satellite’s center of mass. However, the

pseudorange and carrier phase measurements are taken with relation to the satellite’s antenna phase

center, creating an offset. To correct this offset, the IGS compiled a list of offsets for each GPS satellite,

which is provided in the same way as the IGS products [36].

4.2 Precise Point Positioning

The Precise Point Positioning is a very precise processing model for GPS data that does not require the

usage of nearby reference stations. This positioning method is similar to the point positioning methods
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of Chapter 3, but instead of the navigation message broadcast data it uses precise orbital and clock

products combined with additional error modeling to compute the position solution.

While PPP methods weren’t used for obtaining positioning solutions in this thesis, this method was

employed to obtain precise estimations of the static GPS antennas as reference positions. To this end,

the software RTKLIB [37], from Tomoji Takasu of the Tokyo University of Marine Science and Technology

was used. This is popular open-source software for precise positioning, capable of using several different

positioning methods for position determination as well as providing a single-stop solution for DGNSS

and Real-Time Kinematics (RTK) measurements. For PPP positioning, this software uses the EKF in

conjunction with the PPP methods to obtain precise positioning solutions for a fixed receiver [38].

In the present thesis, the following settings were used for the PPP positioning using RTKLIB, based

on [39]:

• Static positioning mode, PPP-Static

• Forward filtering only

• GDOP threshold of 30

• Elevation mask angle of 10o

• Earth tides correction enabled

• Ionosphere corrections using IONEX file for single-frequency receivers and ionosphere-free model

for double-frequency receivers

• Troposphere correction using the Saastamoinen model

• Precise satellite ephemeris and clocks using IGS data

• Satellite phase center corrections enabled, to correct the difference between the center of mass

position, used in the ephemeris, and the phase center of the GPS antenna array

• Phase wind-up corrections enabled, to account for the delay caused by relative rotation between

satellite and receiver antennas

• GPS Block IIA satellites are excluded when in eclipse conditions

• RAIM FDE is activated to detect and remove faulty measurements

• Integer ambiguity resolution enabled, using the PPP-AR mode

This combination of settings allows the correction of most of the GPS measurement errors with great

precision. However, it should be noted that the receiver antenna phase center correction was not used

due to lack of correction data for the antennas used in this thesis.
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Chapter 5

Experimental Results

In this chapter, the experimental methods and results are summarily described. We start by describing

the problem that gave origin to this thesis and the experimental setup, and then present the various

experimental results and their analysis, which are used to draw the conclusions for this thesis.

5.1 Problem Description

As stated in Chapter 1.3, the main goal of this thesis is to compare position estimation methods for a

static receiver in order to provide a possible end-user with information on what method he should use

for a given application. To this end, we are comparing several positioning methods and also adding data

pre-processing (Hatch Filter, RAIM) and post-processing (in the form of statistical analysis) methods to

the experimental results. These results will also be compared regarding how long they take to obtain

a certain accuracy. This analysis is especially useful for end-users who might be interested more in

having a quick but relatively accurate position for their base station instead of a very precise, almost

geodetic-quality, measurement for, for example, usage with a DGPS or RTK setup for drone positioning.

Finally, the results obtained will be applied to two DGPS setups, in order to validate their effectiveness.

5.2 Experimental Setup

Data collection for this thesis was done using two different types of receivers, as well as different an-

tennas and some processing software. All the receivers were connected to a laptop computer which

provided both serial communication handling and Internet Protocol (IP) communication. A more in-depth

explanation of the procedure can be found in Annex B.

5.2.1 Receivers

Since this thesis is designed around the idea of lowering the cost-barrier for a DGPS base station, the

main receivers used were relatively low-cost receivers from u-blox. However, a higher-end Ashtech
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receiver was used in order to allow comparison of the developed algorithms with a more expensive,

high-precision receiver.

u-blox 6T

The main receiver used was the U-Blox 6T Evaluation Kit. This receiver is a L1-only capable receiver,

which was designed for both static and dynamic applications and can output raw observation data [40].

Its low-cost makes it a very compelling receiver for our objective, and provides a good baseline for

what a cheaper but high quality receiver is capable. This receiver is also capable of tracking SBAS

satellites, however, in order to comply with this thesis’ objective those functionalities where not used.

Communication with this receiver is done in the form of serial communication.

Figure 5.1: u-blox EVK 6T Receiver

Ashtech ProFlex 500

This receiver is a high-end GNSS receiver, capable of receiving both GPS and GLONASS signals on

both L1 and L2 frequencies [41]. This is a survey-grade receiver, capable of providing not only PVT

solutions but also work as a standalone base-station without need for external processing equipment.

This receiver not only provides serial communication with a computer, but can also work as a web-server

for configuration and data transmission over IP, as well as providing integrated data logging methods.

Figure 5.2: Ashtech ProFlex 500 Receiver
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5.2.2 Antennas

For this thesis, the antennas on the roof of the North Tower of Instituto Superior Técnico were used.

This allowed long surveys to be performed, which then were used for the precise determination of the

antenna position.

NovAtel GPSAntenna Model 521

These antennas, used for the fixed u-blox receivers, are L1 active antennas with an integrated 26 dB

preamplifier [42]. In their current installation at the top of the IT GNSS lab, they were fitted with a choke

ring to reduce multipath effects.

Figure 5.3: NovAtel GPSAntenna Model 521 GNSS antenna

ProFlex 500 Survey Antenna - AT1675-7M

This dual-frequency L1/L2 antenna, which is connected to the ProFlex 500 receiver, is an active antenna

with a 38dB integrated preamplifier. Like the previous antenna, it is also installed at the top of the IT

GNSS lab and fitted with a choke ring.

5.2.3 Software

Since different GPS receivers were used, there were also different software involved in the capture of

the observation data.

u-blox u-center

For the u-blox receivers, observation data was captured using the proprietary u-center software. This

software creates a log of the serial data sent by the receiver during the capture and outputs it as a

proprietary .ubx file. Since this file is proprietary and uses proprietary messages for the raw receiver

data, additional processing is required before using the data in our algorithms.

ProFlex 500 web interface

In the case of the ProFlex 500, the observation data was logged by the receiver itself using its built-in

data logger. This data was saved to a file with proprietary message formats, and then converted to a
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RINEX 3.01 format using the built-in converter.

RTKLIB

This software, introduced in Section 4.2, is also capable of converting the proprietary .ubx file into a

RINEX file, which can then be used by the developed software. Another capability is the manipulation

of RINEX files, for which it was also used in the present thesis. In this thesis version 2.4.2 of this

software was used to obtain PPP solutions, with version 2.4.3 Beta 33 used for the u-blox to RINEX data

conversion.

GFZRNX - RINEX GNSS Data Conversion and Manipulation Toolbox

The software GFZRNX [43], developed by Thomas Nischan from the German Research Centre for

Geosciences in Potsdam, Germany, is a RINEX manipulation program. In this thesis, it was used to

compile several RINEX files containing 1h of data into a contiguous, 24h data set.

5.3 Antenna reference position determination

In GNSS systems, the accuracy of a positioning method and/or system is measured by the error between

the computed position of the antenna and its true position, both in the same reference frame. This raises

one of the most important questions in GNSS: what is the true position of a GNSS antenna? Since

GNSS systems are haunted by the ever-present noise, any measurement will always have some offset

from the true position. However, by collecting measurements over a long time, we can somewhat cancel

out these errors by averaging them over that period of time, making use of the so called ”Law of Large

Numbers”.

As such, the reference position for the antennas used in this thesis is obtained by that same ap-

proach: we compute the position solution over a large number of epochs, and then average their results.

The resulting position is then very close to the actual true position. However, this approach is only as

precise as the data it is provided. If the data has a very large expected error, then it might take much

longer for those errors to cancel out. To solve this, the reference position determination will use the PPP

method described in Chapter 4, with the methodology described in Section 4.2.

5.3.1 Reference Station antenna position

The first antenna whose reference position we will obtain is the antenna that has been used for all the

auto-surveying methods. This antenna, which has assigned the code RF2 in the IT GNSS Lab [44], is

attached to one of the u-blox EVK-6T receivers. A continuous logging of the observations was done for

an entire GPS week, starting at midnight of 25/10/2020 and ending at 23:59:59 of 31/10/2020, for a total

of 604800 observed epochs. The data capture was started slightly before midnight to allow the receiver

to obtain the complete navigation message of all visible satellites and the full almanac data.
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These observations were then split into 24h blocks and processed using RTKLIB. The reason for this

split is that, while newer versions of RTKLIB can work with multiple days’ worth of IGS products, it dep-

recated the implementation of PPP for single-frequency observations. As such, the data was processed

using RTKLIB version 2.4.2, which has support for single-frequency PPP solutions but can only work

with a single file for each IGS product. Finally, the average position solution for each day was collected,

and the seven position solutions were averaged again, to produce a more accurate measurement. The

position solution obtained for each day, as well as the average position, are presented in Table 5.1, and

the scatterplot of the position solutions for the first day is presented in Figure 5.4.

Day X (m, ECEF) Y (m, ECEF) Z (m, ECEF)

1 4918525.6298 -791212.1063 3969762.2795

2 4918525.4783 -791212.1159 3969762.2795

3 4918525.6004 -791212.0766 3969762.2795

4 4918525.6046 -791212.0488 3969762.2795

5 4918525.3394 -791211.8449 3969762.0718

6 4918525.4199 -791212.0304 3969762.1318

7 4918525.5907 -791211.9873 3969762.2616

Average 4918525.5233 -791212.0300 3969762.2262

Table 5.1: PPP position results for RF2

Figure 5.4: Scatterplot of PPP position results for RF2 (day 1)

As we can see, the PPP method has decimeter-level precision, and provides a very well bounded
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result for the receiver position, with very small standard deviations and low-decimeter-level RMS error.

These results are very good for a single-frequency receiver, which cannot completely resolve the iono-

spheric error due to only having a single frequency band, even with external ionospheric data, and as

such it is safe to say it is the current best estimate of the antenna position.

5.3.2 Fixed Rover antenna position

Since the IT GNSS Lab has several fixed antennas, it is logic to use another of those antennas as a rover

to validate the positioning methods since, as they are static antennas, long-term surveys can easily be

done. This second antenna, designated RF6, is also attached to a u-blox EVK-6T receiver. A similar

survey to the one of Section 5.3.1 was done, with the same duration and time-frame. The resulting

position estimate is given in Table 5.2, and the scatterplot of the position solutions for the first day is

presented in Figure 5.5.

Day X (m, ECEF) Y (m, ECEF) Z (m, ECEF)

1 4918532.2224 -791212.5657 3969754.7410

2 4918532.1333 -791212.5816 3969754.7042

3 4918532.2288 -791212.4954 3969754.8402

4 4918532.2064 -791212.5560 3969754.8305

5 4918531.9371 -791212.4515 3969754.5903

6 4918531.9778 -791212.4947 3969754.6181

7 4918532.1256 -791212.5403 3969754.7366

Average 4918532.1188 -791212.5264 3969754.7230

Table 5.2: PPP position results for RF6

While the initial results present meter-level error, the strong convergence after an initial phase is

clearly seen in this result, where the average position is not very affected by this initial error.
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Figure 5.5: Scatterplot of PPP position results for RF6 (day 1)

5.3.3 ProFlex 500 receiver antenna position

For the ProFlex 500 receiver the same method has been applied, with the difference that the data col-

lection ran from midnight 08/12/2020 until 23:59:59 of 9/12/2020, for a total of 172800 epochs, and that

IGS rapid products were used instead of final products due to final products not having been computed

at the time of writing. Also, since this is a dual-frequency receiver, the ionospheric error modeling was

replaced by the ionosphere-free model, which requires a multi-frequency receiver. This receiver is con-

nected to the antenna designated RF4. The estimated position will later be used to analyse the error

convergence of the ProFlex 500 auto-survey. The resulting position estimate is given in Table 5.3, and

the scatterplot of the position solutions for the first day is presented in Figure 5.6.

Day X (m, ECEF) Y (m, ECEF) Z (m, ECEF)

1 4918524.4387 -791213.3689 3969763.1261

2 4918524.5261 -791213.4105 3969763.1942

Average 4918524.4824 -791213.3897 3969763.1602

Table 5.3: PPP position results for RF4

As expected, since the receiver is dual-frequency, the resulting position estimation presents much

less jitter, due to the reduction of ionospheric error from the ionosphere-free model.
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Figure 5.6: Scatterplot of PPP position results for RF4 (day 1)

5.4 Algorithm validation using IGS station data

5.4.1 Positioning algorithm validation

In order to validate the developed algorithms, it was necessary to use them with observations whose

receiver antenna position is accurately determined. To this end, we ran the algorithms against 24h

of observation data retrieved from the IGS. IGS provides users with free access to GNSS data from

geodetic-grade receivers from all over the world, which can be downloaded from their FTP sites [45]

using the routines from Annex A. For the validation process of this thesis, we chose their high-rate

datasets, which are taken at 1s intervals like the measurements of the receivers used in this thesis.

The downloaded data corresponds to a set of 24 1-hour observations using a reference receiver, as

well as a set of navigation messages that contains 24h of navigation messages. This data was then

processed to remove unused observations and constellations, leaving only the navigation message and

L1 observations for the GPS satellites.

For this validation, it was used GNSS data from ESA’s Malargüe Satellite Tracking Station in Men-

doza, Argentina, which has the station code MGUE. The used data was captured on 25/10/2020 for

86400 epochs. The initial results, using the methods in Sections 3.1 through 3.4 and without applying

the Hatch Filter, are presented in Figure 5.7 and Table 5.4.
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Error Metric LS WLS EKF UKF

Mean (m) 1.330 1.064 3.482 1.213

RMS (m) 3.687 3.265 91.597 70.619

DRMS (m) 2.155 1.885 48.225 36.298

CEP (m) 1.597 1.397 1.403 0.512

R95 (m) 3.429 3.445 2.000 1.149

MRSE (m) 3.438 3.087 91.531 70.609

SEP (m) 2.301 2.037 1.765 0.676

SAS90 (m) 5.149 4.565 3.345 1.679

Table 5.4: Error metrics for the reference receiver

Figure 5.7: Absolute position error for the reference receiver

The position used to initialize the methods was a random point in the city of Buenos Aires. These

results were obtained with a very high initial position variance for the EKF and UKF algorithms of σ2
x,y,z =

108, corresponding to an expected 10km initial position error. However, as can be clearly seen, this initial

estimate was too far from the true initial position error, which is in the order of 1000km. While we could

provide a more accurate initial position error estimate right from the start, this would require the user

to know roughly the distance to the initial position estimate, which is a non-user-friendly solution, or a

higher initial position error, which might lead to a significantly increased time to convergence. To this

end, a slightly different strategy was devised. If the initial position estimate is a point taken from a small

list of possible points, for example the capitals of countries which is easily implemented in an end-user

ready product, the receiver could do an initial Least Squares estimate of the receiver position, which

would then be used to initialize the EKF and UKF algorithms. This allows a much smaller initial position
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variance on the order of tens of meters to be used with negligible computational impact. After this

correction, and setting the initial position variance to be σ2
x,y,z = 104, corresponding to a 100 meter initial

error, another simulation was run to validate the change. The results obtained are presented in Figures

5.8 and 5.9 and Table 5.5, and confirm the validity of the proposed initialization method since the error

metrics for the Extended and Unscented Kalman Filters are improved from an average error higher than

the Weighted Least Squares method (and, in the case of the Extended Kalman Filter, higher than the

Least Squares method) with very high deviations to a much more tight position solution space.

Error Metric LS WLS EKF UKF

Mean (m) 1.330 1.064 0.986 0.986

RMS (m) 3.687 3.265 1.345 1.345

DRMS (m) 2.155 1.885 0.644 0.644

CEP (m) 1.597 1.397 0.537 0.540

R95 (m) 3.429 3.445 0.537 0.611

MRSE (m) 3.438 3.087 0.915 0.915

SEP (m) 2.301 2.037 0.756 0.756

SAS90 (m) 5.149 4.565 0.781 0.798

Table 5.5: Error metrics for the reference receiver after correction of initial position

Figure 5.8: Absolute position error for the reference receiver after correction of initial position
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Figure 5.9: Scatter plot of position results for the reference receiver after correction of initial position

5.4.2 Hatch filter validation

Having validated the positioning methods, we can now test the performance of the Hatch filter for different

filtering parameters in order to select one to apply to the rest of our experimental results. Since, as stated

in Section 3.5, the Hatch Filter is dependent on the accurate detection of cycle slips to reinitialize the

filter, the Loss-of-Lock flag present in the RINEX observations file, the LLI flag, was used to signal the

Hatch Filter to reset the filter. However, the LLI flag is set by the GPS receiver, which might not detect

the cycle slip accurately. This is clearly seen when using the reference dataset, which didn’t update

the LLI flag when a cycle slip occurred for SVN 7 at epoch 18738. The cycle slip at this epoch was

strong enough to disable the developed algorithms from running, since it produced a position error in

the order of 107 meters, for the Least Squares methods, that produced errors throughout the positioning

algorithms. Since the LLI flag is clearly not enough to detect a cycle slip, another method must be used.

A simple but effective implementation was devised, using the difference between the measured and

smoothed pseudoranges for a given epoch. If a cycle slip occurs, this difference will be very large, to

the point of several thousand meters; as such, we can use a difference threshold for the pseudoranges

to detect the slip and reset the hatch filter accordingly. The result of this implementation is presented in

Figures 5.10 and 5.11, where the change completely mitigated the effect of the cycle slip in the Least

Squares and Weighted Least Squares algorithms. The threshold difference used was of 5 meters and

the filtering constant was 0.005, with such threshold chosen since the difference between the measured

and smoothed pseudoranges is very small compared to the effects of the cycle slips, which are anywhere

from approximately a few meters to the order of millions of meters. While this method doesn’t provide

a concrete, clear identification of cycle slips, and as such won’t detect those that create small position

variations, it provides a computationally efficient, simple solution that can easily be used by single-
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frequency receivers, and will be the method used throughout this thesis for cycle-slip correction.

Figure 5.10: Detail of the effect of a cycle slip in
the Hatch Filter

Figure 5.11: Detail of the result of cycle slip cor-
rection in the Hatch Filter

From these results, it is clear that the Hatch Filter provides a strong damping effect on the pseu-

dorange observations, with this effect proportional to the filtering window γ−1, which in turn result in a

much less noisier estimation using both Least Squares and Weighted Least Squares; it should be noted,

however, that the Extended and Unscented Kalman Filters were mostly unaffected by the cycle slip; this

is due to their nature as state estimation filters, which attenuate changes to the measured states and

mitigate sharp changes to their observations.

In order to analyse the effect of the filtering window in the position solution, the Hatch filter was im-

plemented with filtering constants of 0.005, 0.01, 0.015 and 0.02, corresponding respectively to filtering

windows (γ−1) of 200, 100, 66.7 and 50 seconds. The results are presented in Table 5.6 and Figures

5.12 through 5.15.

From these results, we see that a shorter filtering window provides a better average error for the

Least Squares and Weighted Least Squares, although it increases the spread of the position solutions

compared to longer filtering windows, as can be seen by the increased error in some metrics. However,

for all the metrics, this difference is very small, in the order of decimeters or less. For the Extended

and Unscented Kalman Filters, the added filtering step provides a very small improvement to the results

of all the metrics, but on the order of milimeters only. Contrarely to the Least Squares methods, the

Kalman Filters get better results with a larger filtering window, which can be attributed to much less

noisier observation inputs to the filters, leading to lower noise overall in the entire filter.

To allow for benchmarking the results of other algorithms with and without the added Hatch Filter, it

was chosen to run the rest of the simulations with γ = 0.010. This value strikes a good balance between

the shorter filtering windows, that are biased towards the Least Squares methods, and the longer filtering

windows, that are favorable to the Kalman Filters.
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Figure 5.12: Absolute error for the reference re-
ceiver with Hatch Filter with γ = 0.005

Figure 5.13: Absolute error for the reference re-
ceiver with Hatch Filter with γ = 0.010

Figure 5.14: Absolute error for the reference re-
ceiver with Hatch Filter with γ = 0.015

Figure 5.15: Absolute error for the reference re-
ceiver with Hatch Filter with γ = 0.020
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Least Squares Weighted Least Squares Extended Kalman Filter Unscented Kalman Filter
γ 0.005 0.010 0.015 0.020 0.005 0.010 0.015 0.020 0.005 0.010 0.015 0.020 0.005 0.010 0.015 0.020

Avg (m) 1.342 1.333 1.331 1.331 1.109 1.084 1.077 1.073 0.983 0.984 0.984 0.985 0.983 0.984 0.984 0.985
RMS (m) 3.685 3.669 3.665 3.663 3.295 3.264 3.255 3.251 1.335 1.340 1.342 1.342 1.334 1.340 1.341 1.342

DRMS (m) 2.112 2.119 2.124 2.126 1.858 1.859 1.861 1.862 0.634 0.638 0.640 0.641 0.634 0.637 0.640 0.641
CEP (m) 1.516 1.523 1.526 1.530 1.363 1.358 1.361 1.364 0.510 0.522 0.528 0.529 0.537 0.538 0.539 0.539
R95 (m) 3.059 3.048 3.039 3.028 2.875 2.904 2.919 2.939 0.510 0.522 0.528 0.529 0.630 0.619 0.615 0.612

MRSE (m) 3.432 3.419 3.414 3.413 3.103 3.078 3.071 3.068 0.902 0.910 0.912 0.912 0.902 0.909 0.912 0.912
SEP (m) 2.171 2.205 2.220 2.225 2.006 1.984 1.978 1.978 0.741 0.750 0.753 0.753 0.741 0.750 0.753 0.752

SAS90 (m) 5.063 5.078 5.101 5.111 4.528 4.486 4.493 4.488 0.756 0.770 0.775 0.775 0.820 0.808 0.803 0.800

Table 5.6: Error metrics for different values of γ of the Hatch Filter for the reference position
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5.5 Reference Station antenna position determination

Having validated the proposed algorithms against a known receiver, we will now proceed with the posi-

tion determination of the Reference Station antenna, designated RF2 and whose reference position was

determined in Chapter 5.3.1.

Using the positioning methods developed for this thesis, as well as the Hatch Filter, a position survey

of the antenna, starting at midnight of 25/10/2020 and with duration of 24 hours, was done. The obtained

results of the complete survey are presented in Table 5.7 and Figures 5.16 and 5.17.

No Hatch Filter Hatch Filter with γ = 0.01

Error Metric LS WLS EKF UKF LS WLS EKF UKF

Mean (m) 1.386 1.300 0.750 0.602 1.388 1.312 0.732 0.587

RMS (m) 2.655 2.597 1.729 1.477 2.426 2.415 1.728 1.477

DRMS (m) 1.589 1.557 0.818 0.750 1.341 1.377 0.826 0.755

CEP (m) 1.331 1.346 0.612 0.575 1.134 1.242 0.615 0.581

R95 (m) 2.708 2.598 1.855 1.332 2.270 2.223 1.889 1.532

MRSE (m) 2.264 2.249 1.558 1.349 1.990 2.028 1.565 1.355

SEP (m) 1.857 1.944 0.713 0.694 1.629 1.823 0.710 0.689

SAS90 (m) 3.413 3.336 2.620 2.232 3.025 2.907 2.609 2.222

Table 5.7: Error metrics for 24 hour position survey of the Reference Station Antenna

Figure 5.16: Absolute error for the RF2 antenna
position with no Hatch Filter

Figure 5.17: Absolute error for the RF2 antenna
position with Hatch Filter and γ = 0.010

From this survey, we can see that both Kalman Filter methods present a much more precise and ac-

curate position solution, presenting not only a lower mean error but also much tighter position solutions,

as can be seen from the rest of the error metrics, although the Least Squares methods also present a

relatively good estimate of the antenna position. The surveyed position presents an error at or bellow

meter-level, which is a very good result considering that the 1σ error of the pseudorange measurements
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Figure 5.18: GDOP values for the 24 hour survey
of the reference station antenna

Figure 5.19: Number of satellites used for position
determination for the 24 hour survey of the refer-
ence station antenna

is approximately 7 meters. The Hatch Filter employed also allows for a significant reduction in the spread

of the Least Squares and Weighted Least Squares position solutions, reducing their overall error met-

rics; however, the mean error for these methods presents a very slight increase. This can be attributed

to the reduction of the measurement noise, which can sometimes present some measure of error can-

celation due to random errors. However, since this effect is random and not predictable, it should not be

considered a kind of noise-cancelling effect. For the Kalman Filters, the Hatch Filter produces a slight

decrease in the mean error of the position estimate, but a small increase in some of the other error

metrics. However, since this increase is on the same order of the reduction in the mean error it is an

acceptable trade-off.

5.6 Convergence over time of the position solution

Since this thesis objective is the characterization of auto-surveying methods for use in base stations for

differential GPS methods, an important metric is the time necessary for the position solution to converge

to below a given error threshold. This is an important measurement since not all base stations are

permanent: sometimes a user wants to setup a base station for, for example, usage with a DGPS-

enabled drone and as such might not have the time for a complete geodetic survey of the base station

antenna position. For this end, a comparison of the mean position error over time was done, with results

presented in Figures 5.20 and 5.21.

From these results, we can see that the presence of the Hatch Filter doesn’t change the overall

mean error dynamic, which is to be expected since the Hatch Filter’s function is one of noise reduction

and not hard data filtering. We also see that, even though both the Extended and Unscented Kalman

Filters present a higher initial error, their mean error falls bellow the mean error of the Least Squares

methods relatively quickly, in just a few hours. Although the present results show a sharp decrease

in the mean error, that might be due to a change in constellation geometry; however, there is a clear
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Figure 5.20: Mean error variation over time for the
reference station antenna with no Hatch Filter

Figure 5.21: Mean error variation over time for the
reference station antenna with Hatch Filter and
γ = 0.010

trend in the data, which is the much less pronounced variation over time of the Kalman Filter methods,

which, although presenting some degree of variation, is much more bounded in its results compared

to the Least Squares methods. Additionally, for both Least Squares methods we see that their mean

error never goes down below 1 meter except for a very short time at the start of the observation, with

the Weighted Least Squares method closely following the Least Squares method and showing only a

marginal improvement with no clearly defined trend, which precludes the conclusion that the Weighted

Least Squares is significantly better than the Least Squares method. For the Kalman Filters, we clearly

see the improved estimation of the Unscented Kalman Filter, providing a better position estimate than

any other method. Another remark is the increasing mean error tendency after approximately 13 hours

of surveying. This increase is most likely due to constellation changes, as can be seen from Figure

5.19, where a variation of the number of visible satellites is visible, followed by a significant increase

in the DOP parameter, as per 5.18. To note, however, is that the Least Squares methods present a

smaller initial error than the Kalman Filters; however, this result cannot be taken at face value, since the

number of obtained data samples are small and the Least Squares methods are noisy and not bounded

by previous results and the results present a relatively high DOP; as such we cannot be certain if the

estimated position using the Least Squares methods at that time is indeed a good estimate

5.7 Improving the position estimate with statistical methods

While until now we have only been using the average of the position solutions to compute the estimate

of the position solution, this method might not be the best. By its definition, an average might be biased

by a few position solutions that present a large error, something that we wish to avoid. To that end, we

will test three other possible approaches for the estimation of the antenna position solution: the median,

the weighted average and the maximum likelihood estimator (MLE).
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5.7.1 The median as position estimate

One statistical measure that is designed to avoid bias from fringe results in a data set is the median.

This value is given by the point that separates the higher half and lower halfs of a data set, and as such

provides a more ”true” estimate of the ”average” value than the mean.

In this thesis, we calculated the median of the position solution during the entire observation, and

computed the associated error. The results are presented in Figures 5.22 and 5.23

Figure 5.22: Median error variation over time for
the reference station antenna with no Hatch Filter

Figure 5.23: Median error variation over time for
the reference station antenna with Hatch Filter
and γ = 0.010

From here we can see that the median approach produces a slightly worse error than the mean,

which is accentuated by the increased error in the presence of the Hatch Filter. This, coupled with

the fact that the changes in the position error are minimal, leads us to exclude this method as a viable

alternative to the mean.

5.7.2 The weighted average as position estimate

Another possible method to determine the position estimate is the weighted average. This method

attributes a weight to each observation, and then estimates the receiver position in a way that gives more

prevalence to position solutions with higher weights, and reduces the effect of the position solutions with

lower weights. The choice of the weight metric is critical to the accuracy of this method, and several

weights are possible. In this thesis, the weighting was done using the inverse of the GDOP parameter,

which makes it so that the position solutions with lower expected accuracy are given lower weight. The

results of this analysis are presented in Figures 5.24 and 5.25.

From these plots, we obtain a similar result to that of Chapter 5.7.1: There is a slight worsening

of the position error, making this method not suitable, in its current form, for position estimation when

compared with the mean. However, it should be noted that the GDOP parameter is not the only weighting

parameter that can be used, and other weighting methods might produce different results.
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Figure 5.24: Weighted average error variation
over time for the reference station antenna with
no Hatch Filter

Figure 5.25: Weighted average error variation
over time for the reference station antenna with
Hatch Filter and γ = 0.010

5.7.3 The MLE as position estimate

The final method used to determine the position estimate from the position solutions is the maximum

likelihood estimator. This method is based in the Maximum Likelihood Estimation method from Chapter

2.8. Using this method, the maximum likelihood estimator was continuously calculated during the entire

observation. While initially both Normal and t-Location Scale distributions were considered for analysis,

the method used to compute the MLE was unable to converge for the t-Location Scale distribution; as

such, it was only possible to obtain results for the Normal distribution. The results are presented in

Figures 5.26 and 5.27.

Figure 5.26: Maximum Likelihood Estimator error
variation over time for the reference station an-
tenna with no Hatch Filter

Figure 5.27: Maximum Likelihood Estimator error
variation over time for the reference station an-
tenna with Hatch Filter and γ = 0.010

The Maximum Likelihood Estimate of the antenna position is exactly the same as the mean antenna

position obtained in Chapter 5.6, which is to be expected since the maximum likelihood estimator of the
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normal distribution is the mean. As such, no improvement whatsoever is obtained with MLE using a

normal distribution.

5.8 Filtering using a threshold

Until now we only discussed methods to obtain a better estimate from all the available data, irrespective

of its impact in the position estimate. Another possible data conditioning method is filtering according to

a specific threshold. Given a set of position solutions, we can define a threshold for the data and ignore

any position solution that is outside that threshold.

In this implementation, the threshold is given by the standard deviation, σ centered on the current

mean of the data set. To analyse this filtering method two different thresholds were used: 1σ and 2σ.

The resulting errors are presented in Figures 5.28 through 5.31

It is clear from these results that the 2σ threshold provides a lower error for the Kalman Filters, but it

also allows a greater degree of variation which is seen after roughly 13 hours after the start of the start of

the observation where the error starts to increase. For the Least Squares methods, the higher allowed

variation of this threshold gives an overall increase in the error of the estimate. One important thing

to note is that the increased variation also allows for noisier measurements to make their way into the

position estimate. While this has been benefic to the Kalman Filters and the Weighted Least Squares, it

should not be taken as granted that the 2σ threshold is always better. For the 1σ threshold, the results

are much more bounded, and present signifficantly lesser variations.

Overall, the 2σ threshold provided better results for the position estimate. However, as stated, this

threshold is larger and as such allows noisier estimates to affect the position estimate when compared

to the 1σ threshold, which might have both a beneficial effect, as seen by the Kalman Filters, and a more

harmful effect, as seen in the Least Squares methods, which are dependent on the specific spread of

measurements that are present in the observation.

Even so, given these results, a preliminary analysis shows that the 2σ threshold produces better

results. This decision is supported by the overall tendency for the GNSS position estimates to converge

to a mean value closer to the true position over time, which tends to lower the overall error as the number

of observations increases.

5.9 Final proposed positioning method

Given the plethora of methods that have been investigated in the previous chapters, it naturally follows

the question: ”What is the result when these methods are all combined?”. To answer this question we

combined the methods studied in Chapters 5.5, 5.7 and 5.8, choosing only the methods that provide

better results than the methods of Chapter 5.5.

To this end, the following methods were selected:

• Least Squares methods
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Figure 5.28: Effect of a 1σ threshold on the mean
error over time for the reference station antenna
with no Hatch Filter

Figure 5.29: Effect of a 1σ threshold on the mean
error over time for the reference station antenna
with Hatch Filter and γ = 0.010

Figure 5.30: Effect of a 2σ threshold on the mean
error over time for the reference station antenna
with no Hatch Filter

Figure 5.31: Effect of a 2σ threshold on the mean
error over time for the reference station antenna
with Hatch Filter and γ = 0.010

– Hatch filter with γ = 0.010

– Position estimate using the mean value of the measurements

– No thresholding

• Kalman Filter methods

– Hatch filter with γ = 0.010

– Position estimate using the mean value of the measurements

– 2σ threshold filter for position measurements

This allows all the methods to be compared against each other in their ”best” possible results. Of

note is the fact that the Least Squares methods still present the Hatch filter even when it degrades their
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mean position estimate. This is due to the fact that the Hatch filter removes a signifficant amount of

noise in the data, allowing for much more precise, even if slightly less accurate, position estimates. The

error measurements in these conditions are presented in Table 5.8 and Figure 5.32.

Error Metric LS WLS EKF UKF

Mean (m) 1.386 1.300 0.694 0.584

RMS (m) 2.655 2.597 1.536 1.314

DRMS (m) 1.589 1.557 0.740 0.676

CEP (m) 1.331 1.346 0.599 0.566

R95 (m) 2.708 2.598 1.357 1.169

MRSE (m) 2.264 2.249 1.370 1.177

SEP (m) 1.857 1.944 0.710 0.656

SAS90 (m) 3.413 3.336 2.471 2.103

Table 5.8: Error metrics for 24 hour position survey of the reference station antenna using the finalized
position methods

Figure 5.32: Mean error for 24 hour position survey of the reference station antenna using the finalized
position methods

From here we can confirm a trend that has been constant throughout all the observation analysis in

this chapter: the Kalman Filter methods present a much better position estimate overall than the Least

Squares methods, with the Unscented Kalman filter being slightly better than the Extended Kalman

Filter. This result was expected, since the Kalman Filter approaches have been used as the de facto

positioning methods when it comes to GNSS.
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5.10 Impact of RAIM in auto-surveying

As stated in Chapter 3.7, RAIM doesn’t provide position solutions; instead, it provides integrity augmen-

tation for a receiver. While originally designed for computing horizontal and vertical protection levels in a

aircraft-borne receiver, its utility is not restricted to such use. The capability for this system to detect and

remove observations that degrade the position solution is also highly desirable for a base station GNSS

receiver, since it reduces the overall measurement noise and increases the precision of the auto-survey.

In order to test how this algorithm impacts the position estimate, and in the absence of real RAIM

events, several different failures were added to the survey from Chapter 5.5. These consist in

• A 15 meter pseudorange bias between epoch 100 and 200

• A 30 meter pseudorange bias between epoch 3000 and 3500

• A ramp bias, growing at the rate of 1 meter per second, between epochs 10000 and 12000

These bias where applied to random satellites in the sub-constellation that was used at that epoch,

and the RAIM algorithm was run with a probability of false alarm of 8 × 10−7 [46]. The position error

results with and without RAIM are presented in Figures 5.33 and 5.34, with a plot of the test statistic of

the RAIM presented in Figure 5.35, where the epochs that had RAIM events were focused. The error

metrics for the entire observation are also presented in Table 5.9. These results were obtained without

Hatch filtering, since the Hatch filter would not produce any noticeable effect on the results.

Error Metric LS WLS EKF UKF

Mean (m) 1.391 1.300 0.801 0.649

RMS (m) 2.664 2.621 1.766 1.508

DRMS (m) 1.592 1.575 0.806 0.739

CEP (m) 1.327 1.345 0.600 0.565

R95 (m) 2.715 2.602 1.806 1.403

MRSE (m) 2.272 2.276 1.574 1.361

SEP (m) 1.855 1.939 0.703 0.682

SAS90 (m) 3.414 3.339 2.666 2.276

Table 5.9: Error metrics for 24 hour position survey of the Reference Station Antenna after RAIM test

From these results, we can observe that the RAIM algorithm correctly detected the fault of the first

two events, excluding the faulty satellite from the position solution right from the start of the event. For the

third event, the RAIM algorithm only detected the fault after it grew to 16 meters of offset, but removed

the satellite correctly afterwards. This ”dead zone” in the RAIM test statistic’s threshold is due to the

false alarm probability selected. However, while the later two events had no discernible effect in the

measurement error, the first event produced an error of more than 10 meters even with the removal of

the satellite using the RAIM algorithm. This might be an implementation error, and should be subjected

to further analysis. Overall, even in the presence of the incorrectly handled fault event, the error was
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Figure 5.33: Reference station receiver error in
the presence of simulated faulty satellites without
RAIM

Figure 5.34: Reference station receiver error in
the presence of simulated faulty satellites with
RAIM FDE algorithm

Figure 5.35: RAIM test statistic for the simulated faulty satellites
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only very slightly impacted, and it is almost surely related to the missed failure event. All in all, we verify

that the RAIM algorithms are still of use for a static receiver, since the error rejection they provide is also

applicable to static receivers and can provide significant improvements to position determination.

5.11 Performance comparison with existing auto-survey methods

In order to benchmark our methods, we must compare them with a known auto-survey method. For this,

we used the Survey-In mode of the u-blox 6T receivers as well as the RTKLIB in static mode for the

ProFlex 500 receiver.

For both the u-blox and ProFlex receivers this auto-survey was done at 03/12/2020 for 24 hours, in

clear meteorological conditions. For the u-blox receiver, the survey was done with the same antenna as

the survey of Chapter 5.5, while the ProFlex auto-survey was done with the ProFlex AT1675-7M antenna.

While the surveys where using different antennas, these receivers have different antenna requirements

that preclude the usage of the same antenna for both receivers. However, since the test objective is to

compare the surveyed position with the reference position, i.e. the survey error, this difference is not

relevant enough. Finally, the u-blox receiver’s auto-survey was done using the Survey-In functionality of

the receiver, while the ProFlex’s auto-survey was done by using RTKLIB in static EKF mode, due to this

receiver’s lack of a dedicated auto-survey routine.

The results of these surveys are presented in Figure 5.36. Comparing these results with the results

presented in Figures 5.20 and 5.21, we see that the results of the Extended and Unscented Kalman

Filters from the method proposed in Chapter 5.9 provide signifficantly better results when compared

with the u-blox 6T receiver’s Survey-In algorithm. However, when compared with the geodetic-grade,

dual-frequency ProFlex 500 we obtain a worse position estimate, which is expected since it is a much

better receiver than the u-blox 6T used. However, it should be noted that both the ProFlex 500 and

the Kalman Filters of the proposed method do not show much difference in their accuracy, both being

to within approximately 25 centimeters from each other and both converging to sub-meter error values

within few hours, with a clear lead for the ProFlex 500.
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Figure 5.36: Auto-survey results for the u-blox 6T and ProFlex receivers for a 24 hour survey

5.12 Differential GPS test

As a final performance test, the previous methods were applied to a DGPS setup in order to determine

the position of a rover receiver, with known position. To this end, two u-blox receivers were used, one

connected to the antenna RF2 and another to the antenna RF6. This position solution was obtained

using the observations of the two receivers and using the Double Difference method of Chapter 3.6. The

base station reference positions are taken at 4 hour intervals by taking the average of the Extended and

Unscented Kalman Filters from Chapter 5.9, and a 4 hour position determination of the rover receiver

was performed for each reference position. The reference position is based only in the Kalman Filters

due to their lower error compared to the Least Squares methods. The resulting error plots are presented

in Figures 5.37 and 5.37 and the mean error is presented in Table 5.10.

Extended Kalman Filter Unscented Kalman Filter

Hours 4 8 12 16 20 24 4 8 12 16 20 24

Mean error (m) 0.732 0.794 0.661 0.787 0.903 0.932 0.767 0.677 0.506 0.584 0.686 0.719

Table 5.10: Mean error for the DGPS receiver with base station position averaged after a set number of
hours
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Figure 5.37: Rover position error with base station
position obtained with EKF and averaged after a
set number of hours

Figure 5.38: Rover position error with base station
position obtained with UKF and averaged after a
set number of hours

These results show clearly that both the Extended and Unscented Kalman Filters provide good es-

timates of the base station position, which are reflected in the sub-meter error of the rover position

estimate. It can also be seen that the UKF shows a better position estimate, and that both methods still

present the error increase after roughly 13 hours of survey.
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Chapter 6

Conclusions

This thesis was developed with the goal of doing a comparative analysis of positioning algorithms when

applied to the position estimation of a fixed base station receiver, in the context of a short-term, non-

geodetic survey. To this end, a model of the GNSS observables and their errors was presented in

Chapter 2. In Chapter 3 the several positioning methods used throughout this thesis were described,

and in Chapter 4 a brief introduction was given on PPP, which was used for determining the reference

position for the antennas used. Afterwards, on Chapter 5 the results obtained by the different positioning

algorithms, as well as several methods to analyze and filter the results, were shown, demonstrating the

performance of the used algorithms. This culminated in defining a ”best” positioning method, which was

then used in a DGPS setup to validate the result.

This work has shown that the Extended and Unscented Kalman Filters provide a much better position

estimation than the Least Squares methods, not only in mean error but also in every other error metric

that was analyzed. It was also shown that the Hatch filter, while providing some improvements to the

Least Squares methods, provides a very small improvement for the Kalman Filters. Finally, the usage

of a 2σ threshold for the position solutions provides further improvement in the position estimates of the

Kalman Filters, while slightly improving the Weighted Least Squares method and degrading the position

estimate of the Least Squares algorithm. From these results, it was decided to ignore the Least Squares

methods for the DGPS setup test in favor of the Kalman Filters.

Finally, a DGPS setup was used to test the impact of the base station position estimate in the rover

position estimate.

6.1 Future Work

While the results presented in this thesis are very promising, they have been obtained using only pseu-

dorange measurements, with an eventual phase smoothing. The logical next step in improving these

results consists in replacing the pseudorange measurements with the much more precise carrier phase

measurements.

Another part of this thesis that can be further worked on is the cycle slip detection routine. While it
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currently performs satisfactorily, it still doesn’t detect some slighter cycle slips, which create peaks in the

pseudorange measurement and can degrade the position solution.

Finally, there are some quirks in the Kalman Filter algorithms that originate jumps in the position

estimate. While they haven’t produced a significant enough error in the data set used for this thesis, it

cannot be entirely excluded that there exist cases where a significant jump can seriously degrade the

position solution, so further refinements of the Kalman Filters should be considered.
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Técnico, 2017.

[24] K. B. G. Strang. Linear algebra, geodesy, and GPS. Wellesley college, 1997. ISBN

9780961408862,0961408863.

[25] A. Q. Le. Achieving decimetre accuracy with single frequency standalone gps positioning. In

Proceedings of the 17th International Technical Meeting of the Satellite Division of The Institute of

Navigation (ION GNSS 2004), pages 213–237, 2004.

[26] R. G. Brown and P. Y. C. Hwang. Introduction to Random Signals and Applied Kalman Filtering with

Matlab Exercises. Wiley, 4 edition, 2012. ISBN 0470609699,9780470609699.

[27] M. Wickert and C. Siddappa. Exploring the extended kalman filter for gps positioning using sim-

ulated user and satellite track data. In Proceedings of the 17th Python in Science Conference

(SCYPI 2018), pages 84–90, 01 2018. doi: 10.25080/Majora-4af1f417-00d.

76



[28] F. Zhu, Y. Zhang, X. Su, H. Li, and H. Guo. GNSS position estimation based on unscented Kalman

filter. 2015 International Conference on Optoelectronics and Microelectronics (ICOM), pages 152–

155, 07 2015. doi: 10.1109/ICoOM.2015.7398793.

[29] K. Mazher, M. Tahir, and K. Ali. GNSS pseudorange smoothing: Linear vs non-linear filtering

paradigm. In 2016 IEEE Aerospace Conference, pages 1–10, 2016. doi: 10.1109/AERO.2016.

7500779.

[30] J. P. D. Duarte. Integrity monitoring techniques in GPS/Galileo. Master’s thesis, Instituto Superior
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Appendix A

Routines for downloading IGS GNSS

data

In this section, the source code for the routines used to extract and merge data from the IGS FTP website

is provided.

A.1 IGS dump.bat

1 @echo off

2

3 for %%A in (00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24) do (

4 echo Going for %%A

5 wget -e robots=off -r -nH --cut-dirs=6 --no-parent "ftp://gssc.esa.int/gnss/data/highrate/2020/299/%%A"

-P gssc_esa_int_highrate -A "MGUE00ARG_R_2020299*.crx.gz"↪→

6

7 wget -e robots=off -r -nH --cut-dirs=6 --no-parent "ftp://gssc.esa.int/gnss/data/hourly/2020/299/%%A"

-P gssc_esa_int_highrate -A "MGUE00ARG_R_2020299*.rnx.gz"↪→

8 )

9 pause

10

11 for %%f in (gssc_esa_int_highrate\*) do ("C:\Program Files\7-Zip\7z.exe" -ogssc_esa_int_highrate x %%f)

12

13 move gssc_esa_int_highrate\*.gz gssc_esa_int_highrate\dump

14

15 pause

16

17 cd gssc_esa_int_highrate

18

19 for %%f in (*) do (..\..\RNXCMP_4.0.7_Windows_bcc\bin\crx2rnx.exe %%f)

20

21 del *.crx

22 mkdir nav

23 mkdir obs

24 move *_MN.rnx nav

25 move *_MO.rnx obs

26 pause
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A.2 IGS merge.bat

1 @echo off

2

3 ..\gfzrnx_win64.exe -vnum 3.02 -no_nav_stk --nav_sort time -satsys G -finp gssc_esa_int_highrate\nav\*

-fout gssc_esa_int_highrate\::RX3::"↪→

4

5 for %%A in (00 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23) do (

6 ..\gfzrnx_win64.exe -f -ot S1C,D1C,L1C,C1C -satsys G -finp

.\gssc_esa_int_highrate\obs\MGUE00ARG_R_2020299%%A* -fout

"gssc_esa_int_highrate\obs\hourly_merged\::RX3::"

↪→

↪→

7 )

8 pause

9

10 ..\gfzrnx_win64 -f -splice_direct -finp gssc_esa_int_highrate\obs\hourly_merged\*_GO.rnx -fout

gssc_esa_int_highrate\::RX3::↪→
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Appendix B

Surveying procedure

In this chapter, a more in-depth explanation of the surveying procedure will be done, for both the 7 day

datasets of the u-blox receivers and the 2 day dataset of the ProFlex 500 receiver.

B.1 7 day survey - Antennas RF2 and RF6

For this survey, the antennas were connected to a laptop computer using an USB cable, which allowed

serial communications between the computer and receiver. The communication was done at 9600 baud,

and receiver configuration and data recording were handled by the software u-center from u-blox. Due

to instability of recent versions of the software when using the u-blox 6T receivers, the version used was

version 19.02. The receivers were configured to log the following receiver-specific messages at the rate

of 1 Hz (ignoring the standard NMEA data messages):

• RXM-RAW, which contains the observation data

• RXM-SFRB, which contains the subframe data of the navigation messages

The SBAS data was also collected by activating the SBAS subsystem in the Configurations menu, even

though said data was not used for this thesis

With the configuration finalized, the data capture process was then initiated. To this end, the data

was recorded using the record functionality of u-center, starting a few hours before the start of GPS

week 2129. This allowed for the complete reception of the ephemeris data by the start of the survey

window, avoiding the use of the imprecise almanac parameters, while also allowing for a final check of

the receiver configuration. Finally, the survey was then allowed to run for an entire GPS week, being

terminated on 1/11/2020, with the collected data saved as a .ubx file.

This survey data was then processed using RTKLIB version 2.4.3 beta 33, in order to convert the

data from the proprietary UBX message format to the RINEX 3.02 format, chosen because it is the

standard format for sharing GNSS data. In this software, the survey was trimmed to consist only in the

observations from midnight of 25/10/2020 to 23:59:59 of 31/10/2020, and the .ubx file converted to .nav
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and .obs files, respectively for navigation messages and observations of the GPS satellites, as well as

.hnav and .sbs, for the navigation messages and observations of the SBAS satellites.

Finally, the .nav and .obs files were then used in RTKLIB for the antenna reference position compu-

tation, including the IGS corrections, and also for the auto-survey methods developed in this thesis.

B.2 2 day survey - Antenna RF4

In this survey, the procedure was slightly different from the previous survey. The ProFlex 500 receiver has

an integrated webserver that provides a web interface, to which a computer can connect and configure

the receiver. As such, this receiver was connected to a laptop computer via a network switch, which

allowed communications with the receiver’s webserver. The receiver was configured to log the following

receiver-specific messages, again at the rate of 1Hz:

• NAV, which contains the navigation message data

• MES, which contains the observation data

• DAT, which contains the subframe data of the navigation messages

In this receiver, no SBAS data was collected.

After configuration, the receiver was set to data logging mode using the web interface. Like the pre-

vious survey, the data logging was started before the designated start time to ensure that the ephemeris

data has been received, and was terminated on 10/12/2020, with the logged data being saved in a

proprietary data format called ATOM.

After the survey, the data was converted to RINEX 2.11 using the receiver’s integrated converter,

which was then further converted to RINEX 3.02 using RTKLIB. During this conversion, the observation

log was trimmed to contain only the observations from midnight of 8/12/2020 to 23:59:59 of 9/12/2020,

resulting in a .obs file with the observation data and a .nav file with the navigation messages.

These files were then used in RTKLIB, together with the IGS corrections, to compute the antenna

reference position used in this thesis.
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