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Chairperson: Prof. José Eduardo Charters Ribeiro da Cunha Sanguino
Supervisor: Prof. António José Castelo Branco Rodrigues
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Abstract

The evolution of mobile communication technologies, associated with the emergence of 5th Gener-

ation (5G) systems, have increased the variety and quantity of functionalities provided by the wireless

network, thus being one of the main contributors to global mobile traffic growth. This evolution has a ma-

jor impact on Base Stations (BSs) energy consumption, along with the gradual increase of subscribers.

However, traffic growth and radio capabilities are not easily predictable, requiring operators to constantly

revise their planning forecasts to fulfill all Quality of Service (QoS) and Quality of Experience (QoE)

requirements.

The aim of this dissertation is to present capacity models for both 4th Generation (4G) and 5G tech-

nologies, each one for a distinct vendor, and provide energy saving scenarios in order to increase the

BSs energy efficiency, using existing energy consumption models. The proposed capacity models are

both based on supervised Machine Learning (ML) techniques using data collected from two real mobile

network operators. This approach provides the detection of capacity saturation problems and the pre-

diction of the maximum cell capacity, under realistic conditions. The considered scenarios are based in

frequency bands and technologies switch-off techniques, combined with further analysis of both energy

and capacity impact in the concerned BS.
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Resumo

A evolução das tecnologias de comunicação móvel, associada ao surgimento dos sistemas de 5ª

Geração (5G), aumentou a variedade e a quantidade de funcionalidades disponibilizadas pela rede

sem fios, sendo assim um dos principais contribuintes para o crescimento do tráfego móvel global.

Esta evolução tem um impacto importante no consumo de energia das Estações Base (BS), junta-

mente com o aumento gradual de utilizadores. No entanto, o crescimento do tráfego e os recursos

rádio não são facilmente previsı́veis, exigindo que as operadoras revisem constantemente as suas pre-

visões de planeamento para cumprir todos os requisitos de Qualidade de Serviço (QoS) e Qualidade

de Experiência (QoE).

O objetivo desta dissertação é apresentar modelos de capacidade para as tecnologias de 4ª Geração

(4G) e 5G, cada uma para um fornecedor distinto, e fornecer cenários de poupança energética a fim

de aumentar a eficiência energética das BSs, utilizando modelos de consumo energético existentes.

Os modelos de capacidade propostos são baseados em técnicas de Aprendizagem Automática (ML)

supervisionada utilizando dados recolhidos de duas operadoras de rede móvel reais. Esta abordagem

fornece a detecção de problemas de saturação de capacidade e a previsão da capacidade máxima da

célula, em condições realistas. Os cenários considerados são baseados em técnicas de switch-off de

bandas de frequência e de tecnologias, combinadas com uma análise mais aprofundada do impacto

energético e capacidade na BS em questão.

Palavras Chave

Redes Móveis, Modelação de Capacidade, Consumo Energético, 4G, 5G, Aprendizagem Automática.
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This chapter provides the motivation and some objectives of the work developed within the Thesis,

as well as a summary of the document structure.

1.1 Motivation

Nowadays, mobile traffic is escalating with the growing number of wireless users along with the in-

creased traffic volume per subscriber, derived from advanced applications such as high-resolution video

streaming, remote monitoring and real-time control applications. Mobile network data traffic grew by

56% between Q1 2019 and Q1 2020 [1]. Figure 1.1 presents the total global monthly network data

and voice traffic from Q1 2014 to Q1 2020, along with the year-on-year percentage change for mobile

network data traffic.

Figure 1.1: Global mobile network data traffic and year-on-year growth [1].

In addition to the evolution of the current mobile communication technologies, the gradual emergence

of Fifth Generation (5G) devices will have a strong impact on this growth. By 2025, it is estimated that

45% of total mobile data traffic will be carried by 5G networks [1].

The exponential growth of mobile data traffic requires operators to estimate the capacity of the cells,

in order to guarantee an adequate Quality of Service (QoS) and Quality of Experience (QoE) for end

users. Once the capacity of a cell is exceeded, these parameters reach unacceptable levels. Thus, an
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accurate cell capacity estimate is necessary to fulfill QoS requirements with minimal network investment

[2]. The downlink throughput performance is often considered to be the significant metric that best

defines the end user satisfaction on the mobile network performance, since it directly affects the data

download speed of several packet applications, such as video streaming and web browsing, especially

in Fourth Generation (4G) systems [3].

This rapid evolution of mobile data consumption has led to an increase in the number of Base Stations

(BSs). However, as shown in Figure 1.2, the BS is the main energy consumer in a cellular network

and can reach 57% of all the mobile operator energy consumption [4]. Thus, BS energy consumption

monitoring helps operators to become aware of their energy consumption, in order to assess the impact

of their subsequent decisions.

Figure 1.2: Energy consumption composition of a mobile operator [4].

1.2 Objectives

This Thesis aims to develop models that predict the cell capacity in both 4G and 5G mobile networks,

along with energy efficiency scenarios of traffic migration. The capacity models are based on real

measurements, using Multiple Linear Regression (MLR) algorithms. The main advantage of these

measurement-based approaches is to consider the peculiarities of each cell, such as propagation con-

ditions, channel quality and latency. Subsequently, two traffic migration scenarios, associated with

Universal Mobile Telecommunications System (UMTS) technology, are developed in order to provide

energy efficiency solutions of the BSs, by using existing power consumption models for the radio equip-

ment. Finally, a simple 5G data traffic migration scenario is added to predict the impact of 4G traffic on

the resources that 5G provides.

During the development of the work, R and Python languages were used.
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1.3 Thesis Outline

The work developed within the Thesis scope is divided into five main chapters: Chapter 2 provides an

overview of the various subjects studied and considered relevant, such as Radio Access Network (RAN),

from Second Generation (2G) to 5G and also energy consumption monitoring; Chapter 3 addresses

Machine Learning (ML) concepts including a introduction to ML models, in which the MLR approach is

detailed, along with an explanation of the metrics used to evaluate the models developed; Chapter 4

presents a summary of the procedures and the power consumption models used in order to estimate

the Remote Radio Units (RRUs) power consumption; Chapter 5 provides a description of the several

steps of the 4G and 5G models development, presenting the algorithms used as well as their results;

Chapter 6 discusses both the approaches and results of the traffic volume migration scenarios. Finally,

in Chapter 7 conclusions are drawn and future work is suggested.

1.4 Publications

In the context of this Thesis, the following scientific paper was presented:

• S. Henriques, D. Duarte, P. Vieira, M. P. Queluz and A. Rodrigues, ”Leveraging Capacity with

Energy Consumption in 4G and Beyond Refarming and Reconfiguration Scenarios”, 23rd Interna-

tional Symposium on Wireless Personal Multimedia Communications (WPMC), September 2020.
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This chapter provides an overview of the various subjects studied and considered relevant for the

development of the work being done within the scope of the Thesis, aiming for its better understand-

ing. Thus, an introductory section about RANs is presented, as well as a section about each mobile

technology (2G, Third Generation (3G) and 4G). This chapter also provides a section about energy con-

sumption monitoring and then a final section about 5G is presented, which also mentions the concept of

green networks.

2.1 Radio Access Networks

This section presents an introduction to the RANs, such as a brief overview and its planning. The content

of this section is mainly based on the following references: [5] in Subsection 2.1.1; [6] in Subsection 2.1.2.

2.1.1 RANs Overview

The RAN started to be used at the beginning of cellular technology and has evolved through the develop-

ment of the various mobile communications generations. In a RAN, radio sites provide radio access and

coordinate resource management. An individual device is connected (wireless) to the RAN, which trans-

mits the device signal to numerous wireless endpoints and so this signal travels through other networks’

traffic.

Some types of radio access networks include Generic Radio Access Network (GRAN), which uti-

lizes base transmission stations and base transmission controllers to manage radio links for both Circuit

Switched (CS) and Packet Switched (PS) core networks, and GSM Edge Radio Access Network (GERAN),

which supports real-time packet data. Those types of RANs include as well UMTS Terrestrial Radio Ac-

cess Network (UTRAN), which supports CS and also PS services, and Evolved UMTS Terrestrial Radio

Access Network (E-UTRAN), for Long Term Evolution (LTE), which is focused only on PS services and

provides high data rates and low latency.

RAN components include a BS, which is a fixed communication location for customer cellular phones

on a carrier network, and antennas, connected to the BS, which receive and transmit the signals in the

cellular network to customer devices. A BS is typically located in a position far above the grounded

area providing coverage. Different types of BSs are set up according to the coverage needed, while the

antennas cover a specific region depending on their capacity.

Figure 2.1 shows a current BS architecture. A typical wireless BS consists of the baseband process-

ing unit, Baseband Unit (BBU), placed in the equipment room, and the Radio Frequency (RF) processing

unit, RRU, generally installed in towers near the antenna, which reduces RF signal insertion loss and

improves efficiency. The BBU, connected with the RRU via optical fiber, has the advantage of modu-

lar design, small size, high integration, low power consumption and easy deployment. The RRU are

controlled by a controller located nearby the tower inside a closed shelter.
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Figure 2.1: Distributed base station (site) architecture (adapted from [5]).

2.1.2 RAN Planning

The process of RAN planning has several ambitions:

• Achieve sufficient coverage in the target area ensuring an adequate QoS/QoE and low Bit Error

Rate (BER).

• Guarantee the required network capacity taking into account a low service blocking, decent user

throughput and also low dropped call rates.

• Obtain an economic and efficient network infrastructure avoiding unnecessary sites, maintaining

the demanded capacity, coverage and quality.

These purposes can be accomplished selecting favorable locations for the sites and carefully setting

cell parameters.

2.2 GSM Background

This section provides an overview of the technology Global System for Mobile Communications (GSM),

presenting a brief introduction to this technology, the services it provides and an architectural overview

of GSM. There is also a subsection about radio transmission aspects of this system and, finally, another

one about capacity in GSM, which introduces briefly both General Packet Radio Service (GPRS) and

Enhanced Data GSM Environment (EDGE) systems.

The content of this section is mainly based on the following references: [7,8] in Subsection 2.2.1; [9]

in Subsection 2.2.2; [7–9] in Subsection 2.2.3; [7,8] in Subsection 2.2.4; [10–13] in Subsection 2.2.5.
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2.2.1 Introduction to GSM

GSM is a 2G mobile wireless standard, developed by the European Telecommunications Standards

Institute (ETSI), that uses digital radio transmission to provide voice, data and multimedia communication

services. In general, it operates on the 900 MHz and 1800 MHz mobile communication bands. The GSM

system has the capacity to carry 64 kbps to 120 Mbps of data rates and it allows up to 8 to 16 voice

users to share each radio channel, which is 200 kHz wide and it is divided into 8 time-slots with 25 kHz.

GSM started to be developed in 1979, at the World Administrative Radio Conference, with the reser-

vation of the 900 MHz band. In 1982, the Conference of European Posts and Telegraphs (CEPT) formed

the Groupe Spécial Mobile (the initial meaning of GSM), to implement a common mobile phone service

in Europe in the 900 MHz range (spectrum previously allocated). By 1987 the basic design of the sys-

tem was configured establishing properties such as the multiple access scheme: Time Division Multiple

Access (TDMA) and the modulation technique. The responsibility for GSM was assigned to the ETSI

later in 1989 and the Phase I specifications were published in 1990 (and the Phase II recommendations

in 1995) while there were requested specifications for higher user densities with low-power mobile sta-

tions and operating at 1800 MHz, which were published in 1991. In the same year started the GSM

networks commercial operation in Europe. In 2014, the system was globally standardized with over the

90% market share, operating in over 193 countries, making ”Global System for Mobile Communications”

the current term for acronym GSM.

The system of GSM is part of the evolution of wireless mobile telecommunications along with High

Speed Circuit-Switched Data (HSCSD), GPRS, EDGE and UMTS.

2.2.2 Services

Initially the services provided by GSM were focused on CS voice service, but then they were evolved

starting to provide data, messaging, multicast and multimedia services.

• Voice service was a full rate voice service in the beginning allowing 8 user per radio channel.

However, decreasing the audio quality, the original design allowed the use of only half rate voice

service increasing the quantity of simultaneous users to 16 per radio channel.

• Short Message Service (SMS) is a text messaging service to exchange short text messages

(140 characters), which has evolved into executable messages that enable advanced two-way

messaging features.

• Data services started as low speed CS data with user bit rates up to 9.6 kbps. Posteriorly it was

evolved allowing the combination of multiple CS data connections providing HSCSD services.

• Packet Data (GPRS) is an efficient approach to upgrade the existing GSM system to a packet radio
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service allowing users to share packet data resources dynamically for services such as Internet

browsing.

• Multicast is a point-to-multipoint interface specification design to provide efficient delivery of mul-

ticast and broadcast services such as group call (dispatch type services) and voice broadcast

(traffic alerts).

2.2.3 Architecture

The functional architecture of a GSM network is a simple and effective way to provide the services

needed for a 2G cellular system. The GSM specifications define several functional entities in terms of

functions and interfaces but it does not specify hardware, in order to not limit so much the designers

and, at the same time, allowing the operators to buy equipment from different suppliers. The structure

of a GSM system, as shown in Figure 2.2, involves four main subsystems: the Mobile Station (MS),

Base Station Subsystem (BSS), Network and Switching Subsystem (NSS) and Operation and Support

Subsystem (OSS). Each subsystem contains functional units which communicate through the various

standard interfaces using specified protocols.

Figure 2.2: General architecture of a GSM network (adapted from [9]).

The MS is composed of the following components:

• Mobile Equipment (ME) is the actual hardware and it is identified with an International Mobile

Equipment Identity (IMEI), which is installed in the phone at manufacture and it cannot be changed.

During the registration of the ME in the network, this access the IMEI to check if the equipment

has been reported as stolen.
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• Subscriber Identity Module (SIM) card stores the subscriber information, which includes a unique

International Mobile Subscriber Identity (IMSI). The insertion of the SIM card into any GSM mobile

equipment allows the user to make and receive calls on that terminal and to use the other sub-

scribed services. The IMEI and IMSI are independent in order to provide personal mobility to the

users.

The BSS consists of two elements:

• Base Transceiver Station (BTS) comprises the radio transceivers that are responsible for the

radio transmissions with the MS, which occur across the radio (Um) interface. The BTS require-

ments are ruggedness, reliability, portability and minimum cost, due to the usual large amount of

BTSs.

• Base Station Controller (BSC) manages the radio resources for a group of BTSs and it con-

trols functions such as the allocation/release of radio interface channels, power control algorithms,

frequency hopping, encryption algorithm, radio link monitoring and handover management. It com-

municates with a BTS through the Abis interface.

The NSS provides the main control and interfacing for the whole cellular network and it is composed

of several components:

• Mobile Services Switching Centre (MSC), which is the central component of the NSS, is re-

sponsible for the switching of calls between mobile users and also between mobile and fixed net-

work users, managing the incoming/outgoing calls from several types of networks including Public

Switched Telephone Network (PSTN), Integrated Services Digital Network (ISDN) and Packet Data

Network (PDN). In addition provides the functionality needed to handle a mobile subscriber, such

as registration/authentication of a user, location updating, inter-MSC handovers and also call rout-

ing to a roaming subscriber. The MSC communicates with the BSS through the A interface.

• Home Location Register (HLR) is one of the NSS databases, associated with the MSC, providing

certain capabilities such as call-routing and roaming. It contains all the administrative information

that belongs to each of the registered subscribers within the corresponding GSM network, includ-

ing the IMSI and the list of services the user subscribes, along with the current location of the

subscriber.

• Visitor Location Register (VLR) is the other database, containing selected administrative infor-

mation from the HLR for call control and to provide the subscribed services for each subscriber

currently located in the geographical area under its control. The VLR can be implemented as a

separate entity, but usually it is implemented together with the MSC, so that the geographical are
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controlled by the MSC corresponds to the one controlled by the VLR, allowing a faster and more

convenient access.

• Equipment Identity Register (EIR) is one of the NSS registers, used for authentication and se-

curity purposes. The EIR is a database which contains a list of all valid ME that belong to the

network. As mentioned before, each device is identified by an IMEI, which is marked as invalid in

case it has been reported stolen.

• Authentication Centre (AuC), being the other register, is a protected database which stores the

secret key also contained in the user’s SIM card, used for authentication and encryption over the

radio channel, avoiding undesired violations of the system by third parties.

The OSS is the implementation of the Operations and Maintenance Center (OMC), which is con-

nected to components of the NSS and the BSC. It is used, by the network operator, to monitor and

control the system as well as the traffic load of the BSS.

2.2.4 Radio Transmission Aspects

The GSM system uses a combination of two multiple access techniques, TDMA and Frequency Division

Multiple Access (FDMA), to divide the bandwidth among the users. The FDMA element divides the

frequency of the (maximum) 25 MHz bandwidth into 124 carrier frequencies of 200 kHz bandwidth,

which can be observed in Figure 2.3. One or multiple carrier frequencies are assigned to individual BSs

and each carrier is then divided in time into 8 time slots, which form a TDMA frame, through the TDMA

scheme, allowing multiplexing of several users on the same carrier frequency, with each user assigned

to a different time slot. Each of these time slots is identified by a time slot number, from 0 to 7, being

used for both transmission (GSM burst) and reception of data packets. The time slots are separated in

time so that a mobile device does not receive/transmit data at the same time, being able to use the same

RF channel without interference.

A transmission channel is associated with one time slot position of a TDMA frame and this position

defines the type/function of its channel. In a particular carrier frequency, to each frame corresponds a

number, with which the MS and the BS are synchronized. Groups of 26 and 51 TDMA frames can form

larger frames, existing larger groups as well. There are two types of logical channels: traffic channels

and control channels.

Traffic channels provide a bi-directional point-to-point transmission link to a mobile subscriber. The

Traffic Channels (TCHs) are divided by several types, depending on the service accessed by the sub-

scribers: voice or data (with several possible data rates).

Control channels are constituted by four different classes: broadcast, dedicated, common and asso-

ciated, depending on their functions, and they are introduced in the following points:
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Figure 2.3: TDMA and FDMA in the GSM system - frame structure (adapted from [11]).

• Broadcast Control Channel (BCCH) continually broadcasts, on the downlink, information on the

cell, including BS identity, frequency allocations and frequency-hopping sequences.

• Frequency Correction Channel (FCCH) used by the MS to adjust its local oscillater to the BTS

oscillator so that it synchronizes in frequency with the BTS.

• Synchronization Channel (SCH) used by the MS in order to occur a time synchronization be-

tween the MS and the BTS, and to identify the cell as well.

• Common Control Channel (CCCH) utilized to coordinate the control of MS operating in its cell

radio coverage area.

• Stand-alone Dedicated Control Channel (SDCCH) used to transfer signaling messages to spe-

cific mobile devices, such as location updating information, registration, authentication and call

setup.

2.2.5 Capacity

Initially, the existing cellular systems (GSM) offered low data rate of 9.6 kbps and lack advanced mul-

timedia services which were subsequently required by the following systems. Therefore, in order to

improve data rate, some technologies were developed such as GPRS which achieves higher capacity

transmission than GSM through multiple slots in TDMA, providing a data rate of 171 kbps. Finally, EDGE

was the successor of GPRS in the evolution towards UMTS, also improving data rate. This improvement

was due to the introduction of a different form of modulation and better coding as well, making it possible

to achieve, with the appearance of EDGE, data rates of 384 kbps.
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For capacity planning purposes, it is particularly important to analyze the traffic volumes at peak

times of the day, more specifically ”busy hours” (1 hour of the day in which traffic is maximum), to be

able to determine the acceptable service required level. This can be accomplished by the Erlang B traffic

model, which is designed to handle the busy hours and to determine this same level, in these specific

periods, as well. This model considers that a service request must be immediately serviced or else

dropped instantly. The Erlang B formula, which gives the ”blocking probability” (probability that a call will

be blocked through congestion), is given by, [12]:

PB =
AN

N !
N∑
X=0

AX

X!

, (2.1)

where PB is the blocking probability, A is the offered traffic in Erlangs, N is the number of trunks

(servers).

The offered traffic for each user, given by A, can be represented in Erlangs by, [13]:

A = µ ·H, (2.2)

where µ is the average number of requested calls per hour and H the average call duration in hours.

If the number of channels is not specified, but the amount of users, U , is given, the total traffic offered

by the system, AT , can be given by, [13]:

AT = U ·A. (2.3)

2.3 UMTS Background

This section presents an overview of UMTS technology, including a chapter about its architecture and

the basics of Wideband Code Division Multiple Access (WCDMA). In the end, this section also intro-

duces the spreading process, which leads to a subsection about capacity in UMTS. In order to finalize

this introduction to 2G systems, this Section provides also a final High Speed Packet Access (HSPA)

overview, connected to the capacity in 2G.

The content of this section is mainly based on the following references: [14, 15] in Subsection

2.3.1; [14, 15] in Subsection 2.3.2; [14–16] in Subsection 2.3.3; [15, 17] in Subsection 2.3.4; [15, 18]

in Subsection 2.3.5; [15,19–21] in Subsection 2.3.6.

2.3.1 Introduction to UMTS

UMTS is a 3G mobile cellular system, developed by the Third Generation Partnership Project (3GPP),

which is seen as the successor to the GSM family of standards including GPRS and EDGE. It represents

13



an evolution in terms of capacity, data rates and new service capabilities from 2G mobile networks.

The UMTS system was firstly initiated by the ETSI in Europe and after this, in 1998, the 3GPP

was created by organizations (specialized in standards development) around the world to continue the

technical specification work for this system.

3G UMTS offers to its users high speed transmissions allied to global mobility, while provides several

services such as voice, messaging, internet access, multimedia transmissions (images/video), although

2G was built with major focus in voice services. The essential upgrades of the UMTS system compared

to the 2G technology are the following, [14]:

• Higher data rates;

• Variable data rates allowing bandwidth on demand;

• High spectral efficiency;

• Asymmetric data rates support on downlink and uplink in order to transfer PS traffic;

• QoS provisioning for several services and applications;

• QoS differentiation support.

The radio transmission standard of UMTS is WCDMA, which uses the direct sequence spread spec-

trum method of asynchronous code division multiple access, in order to provide higher rates and allow

simultaneous users, once more compared with GSM radio access technologies: TDMA and FDMA. In

this current case, there are two operation modes: Frequency Division Duplex (FDD), where the downlink

and uplink are on different frequency bands, and Time Division Duplex (TDD), where the uplink and

downlink are split in time with the base stations and then the mobiles transmit alternately on the same

frequency.

Through the years new releases emerged, which brought much higher bit rates to the networks for

both downlink and uplink, represented in Table 2.1. The need of higher data rates initiated the High

Speed Downlink Packet Access (HSDPA) and the High Speed Uplink Packet Access (HSUPA), which

together constitute the HSPA, through the Releases 5 and 6, respectively. The last two releases, 7 and

8, introduced the Evolved High Speed Packet Access (HSPA+) and LTE, respectively.

Table 2.1: Peak rates which characterize each 3GPP release [15].

Release 99 Release 5 Release 6 Release 7 Release 8

Downlink peak rate [Mbps] 0.4 14 14 28 160
Uplink peak rate [Mbps] 0.4 0.4 5.7 11 50
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2.3.2 Architecture

The UMTS network architecture can be divided into three main elements: User Equipment (UE), UMTS

Terrestrial Radio Access Network (UTRAN) and Core Network (CN), which can be observed in Fig-

ure 2.4. The 3GPP standards specify the individual functionalities of each part of the network and the

logical interfaces between them as well.

Figure 2.4: General architecture of a UMTS network (adapted from [15]).

The User Equipment (UE), that interfaces with both the user and the radio interface, contains two

distinct elements:

• Mobile Equipment (ME) is a radio terminal responsible for the radio communications over the Uu

interface (radio interface).

• UMTS Subscriber Identity Module (USIM), which communicates with the ME over the internal

Cu interface, is a smart card that includes the subscriber identity, authentication algorithms, au-

thentication and encryption keys and also subscription information needed at the terminal.

The UMTS Terrestrial Radio Access Network (UTRAN), which is responsible for all radio funcional-

ities and connects the UE with the CN, consists of one or more Radio Network Subsystems (RNS),

connected to the CN over the Iu interface, each of which includes two parts:
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• Node B, which converts data flow between both Uu and Iub interfaces, manages the radio resource

as well.

• Radio Network Controller (RNC), connected to one or more Node Bs through the Iub interface,

is responsible for the control of the radio resources in all attached cells and it is the service access

point for all services provided to the CN (connected with through the Iu interface). Two different

RNCs connect with each other over the Iur interface.

Finally, the Core Network (CN), responsible for switching and routing calls and data connections to

external networks, may be divided, in view of the different ways in which data is carried, into two different

domains:

• Circuit Switched (CS) elements, which carry data in a CS manner, include the Mobile Services

Switching Centre (MSC), the Visitor Location Register (VLR) and the Gateway MSC (GMSC).

The MSC handles the CS calls (call setup/routing, management of inter-system mobility, etc). The

VLR is the database which holds a copy of the subscriber service profile, as well as more precise

information on the location of the users who are being served by the MSC. The pair MSC/VLR is

connected to the RNC over the Iu-CS interface. The GMSC is basically the interface which links

the MSC/VLR with the external CS networks.

• Packet Switched (PS) elements, designed to carry packet data, including the Serving GPRS

Support Node (SGSN) and the Gateway GPRS Support Node (GGSN). The SGSN relays pack-

ets from radio networks to the CN and it is also responsible for both mobility and session manage-

ment. The Iu-PS interface connects the RNC with the SGSN. The GGSN is the entity which links

the SGSN with the external PS networks.

The CN of the UMTS system also provides shared (by both CS and PS domains) elements including

the Home Location Register (HLR), the Equipment Identity Register (EIR) and the Authentication

Centre (AuC). The HLR is a central database, located in the subscriber’s home system, that contains

detailed information of the subscriber, including allowed services, forbidden roaming areas, status of call

forwarding and its number. The EIR is also a database which contains the information related to the

identity of the ME that can be used to prevent a specific terminal (stolen, unauthorized or defective) from

accessing the network.

2.3.3 WCDMA Basics

The air interface of UMTS is based on WCDMA technology that employs the Direct-Sequence Code

Division Multiple Access (DS-CDMA) (information bits of the user are spread over a wide bandwidth

by multiplying the user data with quasi-random bits, which are derived from Code Division Multiple
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Access (CDMA) spreading codes) to provide higher speeds and higher capacity service, allowing more

simultaneous users, compared to the TDMA and FDMA utilized by the GSM network. An example of the

WCDMA bandwidth allocation is shown in Figure 2.5.

Figure 2.5: WCDMA bandwidth allocation in the time-frequency-code space (adapted from [16]).

For a 5 MHz carrier bandwidth, the used chip rate is 3.84 Mcps. Since this bandwidth is much wider

than the ones used for 2G systems (about 200 kHz), it provides higher bit-rates and increased multipath

diversity as well. For capacity increasing purposes, network operators are able to deploy several 5 MHz

carriers.

WCDMA is able to support variable user data rates. The data rate of the user is constant during each

10 ms frame, but it can change from frame to frame. The network controls the radio capacity allocation

in order to achieve optimal throughput for packet data services.

The WCDMA system, developed by the 3GPP, features two modes:

• Frequency Division Duplex (FDD) uses separate 5 MHz carrier frequencies the uplink and down-

link data transmissions, allowing 100 simultaneous voice calls.

• Time Division Duplex (TDD) uses the same frequency band for both directions while adjusts the

time domain portion assigned for uplink and downlink dynamically, improving the efficiency.

The operation of asynchronous base station is supported by WCDMA, making global time references

(such as GPS) unnecessary. Since there is no need to receive a GPS signal, the deployment of indoor

and micro base stations becomes easier.

WCDMA utilizes coherent detection based on the use of pilot symbols or common pilot on both uplink

and downlink, while in 2G systems it is only used in downlink, resulting in an increase of coverage and

capacity in uplink.

In the WCDMA air interface, advanced CDMA receiver concepts, such as multi-user detection and

smart adaptive antennas, can be implemented by the network operator in order to increase capacity and
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coverage.

WCDMA is able to modulate each base-band symbol with a binary/quaternary signature with a much

higher rate than the one of the original data symbol, thereby artificially increasing the bandwidth of a

signal.

2.3.4 Spreading Process

As mentioned before, WCDMA uses a Direct Sequence spreading, where spreading process combines

directly the baseband information to high chip rate binary code. The data to be transmitted is encoded

using a specific spreading code for a particular user. Thus, only the desired recipient can correlate/de-

code this specific signal, while the rest of the signals appear as noise, allowing the physical RF channel

to be shared by multiple simultaneous users. Each channel is spread with a unique and variable spread-

ing sequence. The degree of this spreading process varies so that the final signal can fill the required

bandwidth of the channel.

The chip rate of a code is the number of chips per second at which the code is transmitted/received.

The chip rate, for UMTS, is 3.84 Mcps, as refered before. The Spreading Factor (SF) is the ratio of the

chip rate (Mcps) to the information (transmission) rate (cps).

In WCDMA, the codes required to spread the signal must be orthogonal in order to provide multiple

users/channels operating without mutual interference. Therefore, these codes are Orthogonal Vari-

able Spreading Factor (OVSF), where each signal is spread over a wide spectrum range, before being

transmitted, through the use of a user’s code. These codes are chosen very carefully to be mutually

orthogonal to each other. They derivate from an OVSF code tree, which can be observed in Figure 2.6,

where each user has a specific code.

There are two stages of spreading, as represented in Figure 2.7, [15]:

• Channelization operation, using OVSF codes, which are used to identify the user services in the

uplink and user channels in the downlink.

• Scrambling operation, using Pseudo-Noise (PN) codes, which are used to identify the individual

Node B in the downlink and a specific UE in the uplink.

2.3.5 Capacity

A Channel Element (CE) are hardware resources of the Node B which describe the software licensed

capacity resources required for a dedicated channel. Both in uplink and downlink, channel elements are

consumed when a dedicated channel is allocated. The quantity of CEs to be consumed depends on

the traffic type, the type of radio bearers which will be used for the dedicated channel and the quantity

of simultaneous users for each bearer. This consumption defines the CE cost which is characterized
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Figure 2.6: OVSF code tree (adapted from [17]).

Figure 2.7: Spreading operations (adapted from [15]).

by a pair of channel element factors, one for uplink (ΓUL) and another one for downlink (ΓDL). If the

available CEs amount is not enough, a certain user can be switched down to a smaller rate in order to

avoid blocking.

The Node B support a certain number of CEs that define the Node B hardware capabilities of channel

demodulation. Services at different rates require a distinct quantity of CEs providing proper channel

demodulation. Therefore, increasing the CEs supported by a Node B, it will be provided better channel

demodulation and capabilities of service processing.

In a RAN, CE resources are managed by the RNC and the Node B as well. The RNC manages the

new services considering the number of required CEs and manages the CE resources in a congestion

scenario as well. The RNC determines the quantity of CEs required for a certain service based on

the SF which matches the service rate. The Node B reports its capacity to the RNC and, taking into

account the actual service rate, manages the CE resources adapting the quantity of CEs available to be

consumed.

CE may be divided into uplink CEs and downlink CEs: one uplink (downlink) CE needs to be con-
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sumed by an uplink (downlink) 12.2 kbps voice service, with SF = 64 (SF = 128), plus 3.4 kbps signalling.

Knowing the number of simultaneous users per site for a certain service i (Ni), the total number of

required CEs (nCE) can be calculated through, [18]:
nCE,UL =

∑
i

NiΓUL,i , for uplink

nCE,DL =
∑
i

NiΓDL,i , for downlink
(2.4)

where Γi is the channel element factor for the service i.

The Release 99 contains several services, (grouped into) including person-to-person services and

content-to-person services. Person-to-person services can be CS, where the voice service Adaptive

Multi-Rate (AMR) belongs to, and content-to-person services are PS. For these services, the RNC

determines the number of CEs and Node B credit resources needed to be consumed based on the SF

which matches the maximum bit rate of the respective service, as mentioned before. The Table 2.2

presents an example of channel element factors for these services on different radio bearers.

Table 2.2: Example of channel element factors [18].

Service ΓUL ΓDL

AMR12.2 1 1
PS64 4 2
PS128 8 4
PS384 16 8

Usually the voice service is the highest priority service, followed by person-to-person PS services

and, finally, content-to-person services.

2.3.6 High Speed Packet Access

As mentioned before, High Speed Packet Access (HSPA) is a fusion of two mobile protocols, HSDPA

and HSUPA, which extends and improves the performance of existing 3G mobile networks using the

WCDMA protocols.

Release 5 introduced HSDPA, which aims to increase packet data throughput, reduce delay and

achieve high peak rate, with adaptive modulation and hybrid Automatic Repeat Request (ARQ). In

HSDPA the modulation starts with Quadrature Phase Shift Keying (QPSK), followed by 16-Quadrature

Amplitude Modulation (QAM) modulation, being further introduced 64-QAM modulation in Release 7.

HSDPA also uses link adaptation, adjusting the modulation and the coding parameters in every Transmission

Time Interval (TTI), which is 2 ms long.

In HSDPA, the downlink scheduling was moved from from the RNC to the Node B and, therefore, the

scheduling decisions are performed with minimum latency, closer to the radio interface. In addition to
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the channels from Release 99 that are also used in Release 5, such as Dedicated Transport Channel

(DCH), Downlink Shared Channel (DSCH) and Forward Access Channel (FACH), new physical and

transport channels have emerged with this version. High Speed Downlink Shared Channel (HS-DSCH)

is the transport channel that carries the data. High Speed Shared Control Channel (HS-SCCH) and

High Speed Physical Downlink Shared Channel (HS-PDSCH) are the new downlink physical channels,

while High Speed Dedicated Physical Control Channel (HS-DPCCH) is the new uplink physical channel.

HS-SCCH is the channel that carries the physical layer information required to decode the data from

HS-DSCH, HS-PDSCH is used to carry the HS-DSCH and HS-DPCCH has the information related to

the ARQ acknowledgments (Acknowledgement (ACK) and Negative Acknowledgement (NACK)) and

downlink Channel Quality Indicator (CQI).

In downlink is carried the data, while in uplink is carried control information which consists in mea-

surements made and reported by the UE to the Node B, i.e, it consists in CQI which has a HS-DSCH

sub-frame with the Transport Block Size (TBS), the number of HS-PDSCH codes and the modulation.

Both the TBS and the maximum number of HS-PDSCH codes depend also on the mobile category,

subsequently introducing the minimum inter-TTI interval as well, which is the time required for the ME

to decode, between the beginning of the TTI and the beginning of the following one. On the other hand,

the CQI depends on the propagation conditions and the distance between the UE and the Node B.

With the information provided by the CQI, the achievable maximum data rate, RAchievableMax, can be

calculated by:

RAchievableMax =
VTBS

0.002× ITTImin
, (2.5)

where VTBS is the TBS size and ITTImin is the minimum inter-TTI interval.

Table 2.3 provides some examples of different mobile categories and the respective maximum num-

ber of HS-PDSCH codes, minimum inter-TTI interval and VTBS , representing how the data rate on the

HS-DSCH can change with each TTI, according with the reported CQI.

Table 2.3: HSDPA terminal capability categories [15].

Category Max HS-PDSCH codes Min inter-TTI interval VTBS [bits] RAchievableMax [Mbps]

1 5 3 7298 1.2
3 5 2 7298 1.8
5 5 1 7298 3.6
7 10 1 14411 7.2

10 15 1 27952 14.4
12 5 1 3630 1.8
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2.4 LTE Background

This section provides an overview of the LTE system, initially presenting a brief introduction to this tech-

nology, followed by an architectural overview, continuing with a subsection about multiple access tech-

niques, where Orthogonal Frequency Division Multiple Access (OFDMA) and Single-Carrier Frequency

Division Multiple Access (SC-FDMA) schemes are described, thus finalizing with capacity in LTE and a

brief overview to LTE-Advanced.

The content of this section is mainly based on the following references: [22,23] in Subsection 2.4.1;

[24–26] in Subsection 2.4.2; [15,15,22,24,27] in Subsection 2.4.3; [24,28–30] in Subsection 2.4.4; [25]

in Subsection 2.4.5.

2.4.1 Introduction to LTE

LTE is a 4G wireless communication standard, which quickly became the 4G network technology of

choice around the world, and it was developed by the 3GPP, providing increased peak data rates,

improved spectral efficiency and reduced user/control plane latency. From the wireless access point of

view, LTE results in a packet-switched-only system, which makes wide use of Internet Engineering Task

Force (IETF) protocols and practices, having been introduced in the 3GPP Release 8.

For the downlink, LTE uses OFDMA as its multiple access scheme and, for the uplink, it uses

SC-FDMA. The first one was chosen due to its high data rate capacity and its high spectral efficiency,

while the second one was chosen for its lower peak to average power ratio maximizing the battery life

of the terminal, both providing orthogonality between the users, decreasing interference and enhancing

the network capacity. In the frequency domain, the resource allocation occurs with a resolution of 180

kHz comprising 12 sub-carriers of 15 kHz each. In the packet scheduling, the frequency dimension is

also responsible for the high LTE capacity. In the downlink, resource blocks are used freely from different

parts of the spectrum, while, in the uplink, the allocation of a specific user is continuous in order to en-

able single carrier transmission, allowing efficient terminal power amplifier designed, which is important

for the mobile devices battery life, as mentioned before. In the other hand, resource blocks are both

frequency and time resources which occupy twelve 15 kHz sub-carriers and one 0.5 ms time slot.

The LTE system allows spectrum flexibility which can range from 1.4 MHz up to 20 MHz, considering

the available spectrum. In ideal conditions, the 20 MHz bandwidth can provide up to 172.8 Mbps down-

link user data rate with 2x2 Multiple-Input Multiple-Output (MIMO) and 340 Mbps with 4x4 MIMO. On

the other hand, the uplink peak data rate is 86.4 Mbps.
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2.4.2 Architecture

The LTE technology has been designed to support only PS services. Therefore, its architecture is

marked by the removal of the CS domain and by a simplified access network. It provides seamless

Internet Protocol (IP) connectivity between the UE and the PDN, without disrupting the applications of

the end users during mobility.

The LTE system employs a new network architecture which comprises the User Equipment (UE),

the Evolved UMTS Terrestrial Radio Access Network (E-UTRAN) and the Evolved Packet Core (EPC).

Figure 2.8 shows the global network architecture including these elements just mentioned as well as

standardized interfaces, which connect these same elements, allowing multi-vendor interoperability. LTE

includes the evolution of radio access, through the E-UTRAN, along with the evolution of non-radio as-

pects, nominated by System Architecture Evolution (SAE), including the EPC network. The combination

of LTE with SAE constitutes the Evolved Packet System (EPS), which provides the user with IP con-

nectivity to a PDN for internet access purposes, supporting simultaneous services such as Voice over

IP (VoIP), web browsing and File Transfer Protocol (FTP).

Figure 2.8: General architecture of a LTE network [26].

The UE is the interface through which the subscriber communicates with the E-UTRAN. It is com-

posed by the following Network Elements (NEs):

• The Mobile Equipment (ME) is the actual communication device and it can be divided into both

Mobile Termination (MT), which manages all the communication functions, and Terminal Equip-

ment (TE), that terminates the data streams.

• The Universal Integrated Circuit Card (UICC) is a smart card, popularly known as the SIM card,

which runs the USIM, which is an application that stores user-specific data such as the phone

number and home network identity. Additionally, the UICC executes security procedures using
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security keys which are stored by the smart card.

The E-UTRAN corresponds to the radio component of the architecture and is responsible for the

radio communications between the UE and the EPC. It has only one component, the evolved Node

B (eNB), which controls the mobiles in one or more cells, where each mobile communicates with only

one base station and one cell at a time. The eNBs are usually inter-connected with each other through

the X2 interface and to the EPC over the S1 interface. In particular, they are connected to the Mobility

Management Entity (MME) by means of the S1-MME interface and also to the Serving Gateway (S-GW)

through the S1-U interface.

The eNB contains two main functions:

• In the downlink, it sends radio transmissions to all its UE and, in the uplink, it receives radio

transmissions from these devices.

• It controls the low-level operation of all its mobile devices through signalling messages, such as

handover commands, which are related to those radio transmissions.

The eNB combines the earlier functions of the Node B and the RNC, from UMTS, in order to reduce

the latency that occurs when the mobile exchanges information with the network.

On the other hand, the E-UTRAN is responsible for:

• Radio resource management, controlling the radio bearer, radio admission and radio mobility, and

allocating dynamic resources to the UEs in both uplink and downlink.

• IP packet headers compression, ensuring an efficient use of the radio interface, especially for small

packets such as VoIP.

• Security, encrypting all the data sent through the radio interface.

• Positioning, providing the required measurements and additional data to the Evolved Serving Mo-

bile Location Centre (E-SMLC) in order to find the UE position.

• Connectivity to the EPC, signalling towards the MME and also the bearer path towards the S-GW.

The EPC represents the core network and is responsible for the overall UE control and the estab-

lishment of bearers, which are paths used by end users traffic to connect with PDN through the LTE

transport network. The EPC is composed by the following logical nodes:

• Mobility Management Entity (MME), responsible for the transition between the E-UTRAN and

the EPC, is the main control node that handles the signalling between the UE and the EPC.

The main functions supported by the MME are related to: bearer management, including the
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establishment, maintenance and release of the bearers; connection management, including the

security and the establishment of connection between the UE and the network by cooperating with

the Home Subscriber Server (HSS); and inter-working with other networks, including the handover

of voice calls to legacy networks.

• Packet Data Network Gateway (P-GW) connects the EPS with external PDNs and allocates the IP

addresses designated for the UE. However, this allocation can also be performed by an external

PDN, where the P-GW tunnels all traffic between the UE and that network. The P-GW is also

responsible for the traffic gating and filtering functions that are required to provide the service.

• Serving Gateway (S-GW), which links the eNB with the P-GW, serves as the local mobility anchor

for the data bearers when the UE moves between several eNBs and it also retains information

about these bearers during the UE’s idle state.

• Evolved Serving Mobile Location Centre (E-SMLC) is responsible for the management of both

overall coordination and scheduling of resources necessary to estimate the UE location. Based on

the received estimations, it determines the final location and it also estimates the UE speed and

corresponding accuracy.

• Home Subscriber Server (HSS) is a central database which contains information about all the

network operator’s subscribers, such as their QoS profile and any access restrictions for roaming.

It holds information about PDNs, to which the user is able to connect, and also dynamic information

such as MME identity, to which the user is currently connected to. The HSS may also integrate the

AuC, that is responsible to generate the vectors used for both authentication and security keys.

• Gateway Mobile Location Centre (GMLC) incorporates the necessary functionalities to support

LoCation Services (LCS). After being authorized, it sends positioning requests to the MME and

collects the final location estimates.

• Policy Control and Charging Rules Function (PCRF) is responsible for policy control decision-

making and manages the users’ QoS and data charges. It is connected to the P-GW and sends

information to it for enforcement.

2.4.3 Multiple Access Techniques Overview

In mobile data communications, the choice of an appropriate modulation and multiple access technique

is critical in order to provide a satisfactory system performance. Therefore, with the purpose of fulfilling

all the requirements defined for LTE, advances were made in this technology to both the multicarrier

and multiple-antenna technology. The first major design choice was to adopt a muticarrier approach.

As mentioned before, for the downlink, LTE uses a multiple access scheme based on the OFDMA
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and, for uplink, it uses another one based one the SC-FDMA. Both of these schemes, represented in

Figure 2.9, present the frequency domain as a new dimension of flexibility which offers an impressive

new approach to improve not only the spectral efficiency of the system, but also to reduce both the

inter-symbol interference and fading.

Figure 2.9: OFDMA and SC-FDMA in both frequency and time domains (adapted from [22]).

Here are some basic concepts about both OFDMA and SC-FDMA:

• In LTE transmission with the single carrier approach, this one is modulated in phase and/or am-

plitude and the corresponding spectrum wave from is a filtered single carrier spectrum which is

centered on the carrier frequency.

• In a digital system, the higher the data rate, the higher the symbol rate and therefore the larger

the bandwidth that is required for the same modulation. The transmitter is able to change the

modulation in order to carry the required number of bits per symbol.

• In a FDMA system, since different carriers and sub-carriers are used, the system can be accessed

by different simultaneous users. In this same system, it is important to avoid high interference

between carriers without using long guard bands between users.

• In order to explore the spatial domain, multiple antenna technologies were considered to achieve

higher spectral efficiency. Thus, in the first LTE release, the MIMO operation was introduced,

which includes spatial multiplexing and precoding and transmit diversity as well. Its basic principle

is represented in Figure 2.10, where different streams of data are fed to the precoding operation

and forwarded to signal mapping and OFDMA signal generation.

In OFDMA systems the original bandwidth is sub-divided into multiple sub-carriers, of 15 kHz each,

which are able to be individually modulated. Orthogonality is preserved between all sub-carriers in each
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Figure 2.10: Basic block diagram of MIMO system (adapted from [22]).

sampling instant of a certain sub-carrier, as all other sub-carriers have a zero value, which is presented

in Figure 2.11.

Figure 2.11: Orthogonality between OFDMA sub-carriers [15].

One of the most important advantages of OFDMA is the possible allocation of any of its sub-carriers

to users in the frequency domain, providing benefits of frequency diversity to the scheduler. However,

the signalling resolution caused by the resulting overhead does not allow the allocation of a single sub-

carrier, requiring the use of a Physical Resource Block (PRB), represented in Figure 2.12, which contains

12 sub-carriers with a minimum bandwidth (available for allocation) of 180 kHz. In the time domain, this

allocation corresponds to 1 ms, which is known as TTI, even though each PRB only lasts for 0.5 ms. In

LTE, each PRB can be modulated through QAM, namely QPSK, 16-QAM, 64-QAM and 256-QAM.
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Figure 2.12: PRB in LTE system [27].

2.4.4 Capacity

In the LTE system, radio channels are used by the eNBs for both transmission (downlink) and reception

(uplink) of user traffic. The usual radio channel bandwidths, defined by 3GPP, are 5, 10 and 20 MHz.

The higher this bandwidth, the higher the volume of user traffic transmitted/received.

In order to maximize the throughput achieved by the subscriber, it is necessary to improve the quality

of the radio signal received by the mobile device. This signal quality is affected by several factors: signal

path loss, which is the attenuation of the signal as it propagates through the environment in which it

is traveling; free space loss that attenuates the signal as the user moves away from the transmitting

eNB; and diffraction. The throughput is also affected by the number of simultaneous users, mobility,

interference and type of space (indoor/outdoor). The LTE standard defines certain types of modulation

schemes: QPSK, 16-QAM and 64-QAM, represented in Figure 2.13. In later releases, the 256-QAM

modulation scheme was also added.

Figure 2.13: Constellations of QPSK, 16-QAM and 64-QAM modulation schemes [24].

If the subscriber approaches the border of the coverage area of the corresponding cell, the mod-

ulation will present less robustness, usually QPSK, thereby reducing the data rate received. On the

other hand, the use of MIMO antennas, both in the transmitter and in the receiver, improves the system
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performance.

The Resource Element (RE) is the smallest modulation structure in LTE technology. A RE is one 15

kHz sub-carrier by one symbol. Several REs aggregate into PRBs, as shown in Figure 2.14.

Figure 2.14: PRB structure [29].

The Table 2.4 shows the number of PRBs, the maximum occupied bandwidth, the guard band and

the number of RE, depending on the channel bandwidth.

Table 2.4: LTE bandwidth characteristics [22].

Channel bandwidth [MHz] 5 10 20

Number of PRBs 25 50 100
Maximum occupied bandwidth [MHz] 4.5 9.0 18.0

Guard band on each side [kHz] 250 500 1000
Number of REs 4200 8400 16800

Taking into account the scheme presented in Figure 2.14 and assuming a channel bandwidth of 20

MHz, within the ones described in Table 2.4, the total number of REs per subframe is given by, [30]:

12 Subcarriers × 7 LTE symbol × 100 PRBs × 2 slots = 16800 REs (2.6)

since 1 transport block contains 2 slots (1 ms). Assuming the utilization of 64-QAM modulation scheme
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and no coding, each RE carries 6 bits. Therefore, the throughput is:

16800 REs × 6 bits/Symbol / 1 ms = 100.8 Mbps. (2.7)

Since there is 25% overhead in LTE, it brings down to:

108.8 Mbps × 0.75 = 75.6 Mbps. (2.8)

In the Release 10 (LTE-Advanced), the MIMO 4x4 is used, so the throughput is finally given by:

75.6 Mbps x 4 = 302.4 Mbps. (2.9)

2.4.5 LTE-Advanced

In 2008, the International Telecommunication Union (ITU) publishes a set of requirements for a 4G

communication system under the name International Mobile Telecommunications (IMT)-Advanced. Ac-

cording to these requirements, the peak data rate of a compatible system should be at least 600 Mbps

in the downlink and 270 Mbps in the uplink, with a 40 MHz bandwidth, which exceed the capabilities of

LTE.

3GPP started to study how to enhance the capabilities of LTE, introducing the LTE-Advanced, which

was required to deliver a peak data rate of 1000 Mbps in the downlink and 500 Mbps in the uplink. In

practice, the system has been designed to deliver peak data rates of 3000 and 1500 Mbps for downlink

and uplink, respectively, using a total bandwidth of 100 MHz consisting of 5 separate components of 20

MHz each, however, this is unreachable in any realistic scenario.

This specification also includes targets for the spectrum efficiency, where the comparison with the

corresponding figures for WCDMA presupposes a spectral efficiency 4.5 to 7 times higher than that

of Release 6 WCDMA in downlink and 3.5 to 6 times higher in uplink. Finally, LTE-Advanced is de-

sign backwards compatible with LTE, so that a LTE mobile device can communicate with a eNB that is

operating LTE-Advanced and vice-versa.

2.5 5G Background

This section provides an overview of the new technology 5G, presenting a brief introduction to this recent

system, followed by a description of the main use cases: enhanced Mobile BroadBand (eMBB), mobile

Machine-Type Communications (mMTC) and Ultra-Reliable Low Latency Communications (URLLC),

and then an overview of the two different types of 5G New Radio (NR) architectures. Thereafter, there

is a subsection about capacity in 5G and, finally, there is a special focus on green networks and their

tremendous importance in the upcoming mobile systems.
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The content of this section is mainly based on the following references: [31–34] in Subsection 2.5.1;

[35–37] in Subsection 2.5.2; [34–36, 38] in Subsection 2.5.3; [39–41] in Subsection 2.5.4; [42–47] in

Subsection 2.5.5.

2.5.1 Introduction to 5G

Mobile communication technologies have been evolving over the years with each generation transform-

ing the way people communicate and access information. As the wireless communications market has

significantly expanded in the past years, being expected to grow even more in coming years, the net-

work evolution must continue to respond to the user’s demand. The predicted market space for the next

generation of technology is driven by requirements to improve mobile broadband connectivity, obtain

a wide variety of machine-type communications and target services with ultra-reliable and low latency

communications.

Unlike previous generations of mobile networks, 5G is expected to essentially transform the role that

telecommunications technology plays in the society. Thus, this technology should support significantly

faster mobile broadband speeds and heavier data usage than previous generations. It will also enable

the full potential of Internet of Things (IoT), with use cases such as smart cities, smart agriculture,

autonomous cars, industrial internet, fibre-over-the-air, logistics and public safety agencies.

5G is a system designed to meet the requirements of IMT-2020 set by ITU. It will provide more

advanced and improved capabilities compared to 4G LTE (IMT-Advanced), which can be verified by

Figure 2.15. More specifically, Table 2.5 summarizes the main key performance parameters of IMT-

2020.

Figure 2.15: Key capabilities enhancement from IMT-Advanced to IMT-2020 [33].
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Table 2.5: IMT-2020 key performance requirements [34].

Requirement Value

Data Rate
Peak

Downlink: 20 Gbps
Uplink: 10 Gbps

User experienced
Downlink: 100 Mbps
Uplink: 50 Mbps

Spectral efficiency
Peak

Downlink: 30 bits/s/Hz
Uplink: 15 bit/s/Hz

5th percentile user
Downlink: 0.12∼0.3 bit/s/Hz
Uplink: 0.045∼0.21 bit/s/Hz

Average
Downlink: 3.3∼9 bit/s/Hz
Uplink: 1.6∼6.75 bit/s/Hz

Area traffic capacity 10 Mbit/s/m2

User plane 1 ms ∼ 4 ms
Latency

Control plane 20 ms
Connection density 106 devices per km2

Energy efficiency
Loaded: see average spectral efficiency
No data: Sleep ratio

Reliability
1-10−5 success probability of transmitting a layer 2
PDU (Protocol Data Unit) of 32 bytes within 1 ms

Mobility Up to 500 km/h
Mobility interruption time 0 ms
Bandwidth 100 MHz

2.5.2 Use cases

5G will be defined in a set of standardized specifications which will be set most notably by the 3GPP

and later by the ITU in 2020. The ITU-R has defined three main use cases classes:

• eMBB aims to provide access to multimedia content, services and data, dealing with increased

data rates, high user density and very high traffic capacity for hot-spot scenarios as well as con-

sistent coverage and high mobility scenarios with still improved user data rates. This would be

accomplished through the installation of millimeter Wave (mmWave) antennas all over the land-

scape (e.g. on lampposts, sides of buildings, branches of trees, electrical towers and on top of

city buses). However, these antennas would cover an area too small, so it would be necessary to

implement thousands of them in order to provide good coverage along with high users throughput.

The eMBB use case is focused on services characterized by high data rates, such as Augmented

Reality (AR), Virtual Reality (VR) and video in all its several forms and formats.

• mMTC enables the Machine-to-Machine (M2M) and IoT applications, being able to support at least

one million IoT connections per km2 with extremely long battery life and wide coverage, even inside
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buildings. It would seek to restore the service level, once degraded by later generations after 2G

in the narrow service bands which were required by M2M devices, by developing a compartmen-

talized service tier for devices requiring low throughput as 100 kbps, but with low latency (around

10 ms). The concept of mMTC is focused on services characterized by high connection density

requirements, such as those applied to smart city and smart agriculture.

• URLLC would address safety-critical and mission critical applications, including and end-to-end

latency of 1 ms or even less and very high availability, reliability and security, in order to support:

real-time applications, avoiding perceptible lags in browsing and videos; drones and robots con-

trol; latency-sensitive services, such as autonomous vehicles, remote medical surgery and mobile

healthcare. There is actually the possibility, still under discussion, of URLLC making 5G replacing

Global Positioning System (GPS) for geolocation.

Figure 2.16 illustrates the usage scenarios of IMT for 2020 and beyond.

Figure 2.16: Use cases and scenarios of IMT-2020 [37].

2.5.3 Architecture

The current architectures were developed in order to provide personal communication services and con-

tent, such as voice, video and web browsing. However, to achieve ultra-low latency the data and control

planes can demand substantial enhancements and also new technical solutions, covering aspects not

only of radio interface but also of network architecture. Therefore, the architecture evaluation is strictly

necessary to be able to provide a wider range of new services and applications with several distinct

characteristics.

As in previous generations, 3GPP is defining for 5G both a new core network, called 5G Core (5GC),

as well as a new radio access technology, known as 5G NR, which provides substantial throughput and
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low latency. In 5G it is possible to integrate elements of distinct generations in distinct configurations, un-

like previous generations, which demanded that both access and core networks of the same generation

to be deployed.

The two solutions defined by 3GPP for 5G networks are:

• Non-Standalone (NSA) combining multiple radio access technologies. In this scenario, the 4G

LTE infrastructure will support connecting to a 5G NR base station, referred to as next generation

Node B (gNB), enabling dual connectivity. The core network can be either 5GC or 4G EPC,

depending on the choice of each mobile operator. Figure 2.17 presents the E-UTRAN New Radio

– Dual Connectivity (EN-DC) architecture and shows 5G gNBs, also known as en-gNBs, connected

to the LTE EPC. A gNB does not connect to the MME, but it is able to connect to the eNB in order to

receive requests to activate/deactivate 5G bearers. Thus, users will be able to support 5G mobile

broadband services in a primarily 4G network, considering that their mobile devices support dual

connectivity. With this solution, operators are able to provide 5G services to the users with shorter

time and lesser cost.

Figure 2.17: 5G EN-DC architecture (adapted from [38]).

• Standalone (SA) using only one radio access technology. It is an end-to-end 5G solution, pre-

senting an architecture constituted by 5G NR and 5GC. In this situation, the 5G NR is used for

both control plane and user plane. For the network operators, this is a simple solution which may

be deployed as an independent network using normal inter-generation handover between 4G and

5G in order to provide service continuity. Figure 2.18 illustrates this present scenario. The Next

Generation – Radio Access Network (NG-RAN) will provide higher access performance and sup-

port new 5G characteristics, being constituted by several gNBs interconnected with each other by

the Xn interface. These gNB are connected by the NG interface to the 5GC as well.

34



Figure 2.18: 5G NG-RAN architecture [35].

2.5.4 Capacity

In order to support the strong main use cases established for the 5G networks (eMBB, mMTC and

URLLC), 5G NR requires a scalable and flexible physical layer design. With this purpose, 3GPP intro-

duced a set of parameters, such as, [39]:

• Cyclic prefix, which is required to manage inter-symbol interference due to multiple path signals.

Its length is a trade-off between cyclic prefix overhead and inter-symbol interference and its selec-

tion is determined by the environment (outdoor/indoor), frequency band and type of service.

• Subcarrier spacing, which defines the bandwidth of a single subcarrier, can be represented by

∆f = 2µ x 15 kHz, where µ is the NR numerology constant, which can be 0, 1, 2, 3 and 4. It is a

trade-off between symbol duration and cyclic prefix overhead.

Since 5G NR supports multiple numerologies, the radio frame structure depends on the type of

numerology, µ. In every case the duration of one radio frame is always 10 ms and one subframe is

1 ms, regardless of the numerology. Figure 2.19 shows an example of the radio frame structure. In

this configuration, for normal cyclic prefix and numerology equal to 1, a subframe contains 2 slots in it,

meaning that a radio frame comprises of 20 slots.

In 5G NR, one PRB contains 14 symbols, in time domain, and 12 subcarriers, in frequency domain.

Unlike LTE, where the PRB bandwidth is fixed, in NR it depends on the subcarrier spacing. Therefore,

the bandwidth of each PRB is given by, [41]:

PRB Bandwidth = ∆f × 12 Subcarriers. (2.10)

NR is developed in order to increase bandwidth efficiency reaching to 99%, while in LTE reached
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Figure 2.19: Radio frame structure for normal cyclic prefix and µ = 1 (adapted from [40]).

about 90%. Thus, NR will provide 100 MHz channel bandwidth for lower frequency bands (below 6

MHz) and 40 MHz channel bandwidth for higher frequency bands (mmWave ranges). Knowing the

bandwidth of one PRB, since each numerology has already set the minimum and maximum number of

PRBs, it is possible to determine the minimum and maximum channel bandwidth.

3GPP has already specified a maximum transmission bandwidth configuration for each UE channel

and subcarrier spacing. Thus, the maximum number of PRBs can be estimated by:

Number of PRB = (Channel Bandwidth - 2×Guard Bandwidth) / PRB Bandwidth. (2.11)

5G NR supports multiple modulation schemes, such as QPSK, 16-QAM, 64-QAM and 256-QAM,

whose symbol can carry 2 bits, 4 bits, 6 bits and 8 bits, respectively, commonly known as modulation

order. Some of these modulation schemes were already represented before in Figure 2.13.

In order to support a wide range of services with distinct requirements and the increase in the number

of connected devices, additional spectrum was released. Thus, NR bands are designated for different

Frequency Range (FR) and can be defined as FR1, which consists of all band below 6 GHz, and FR2,

which consists of all band above 24 GHz, including mmWaves.

The maximum data rate supported by the UE, for both downlink and uplink, is determined by band

combinations and baseband processing combinations supported by the UE. In 5G NR, for a given

number of aggregated carriers in a band or band combination, the approximate data rate is calculated

by, [41]:

Data rate (Mbps) = 10−6 ·
J∑
j=1

(
ν
(j)
Layers ·Q

(j)
m · f (j) ·Rmax ·

N
BW (j),µ
PRB · 12

Tµs
·
(

1−OH(j)
))

, (2.12)
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where:

• J is the number of aggregated component carriers in a band or band combination;

• Rmax = 948/1024;

• For the j-th carrier component:

ν
(j)
Layers is the maximum number of layers;

Q
(j)
m is the maximum modulation order;

f (j) is the scaling factor and it can take the values 1, 0.8, 0.75 and 0.4;

µ is the numerology, as mentioned before;

Tµs is the average Orthogonal Frequency Division Multiplexing (OFDM) symbol duration in a

subframe for numerology µ, i.e. Tµs = 10−3

14·2µ , assuming normal cyclic prefix;

BW (j) is the UE supported maximum bandwidth in the given band or band combination;

N
BW (j),µ
PRB is the maximum PRB allocation in bandwidth BW (j) with numerology µ;

OH(j) is the overhead and takes the following values: 0.14 for FR1, 0.18 for FR2 in downlink;

0.08 for FR1 and 0.10 for FR2 in uplink.

The approximate maximum data rate may be computed as the maximum of the approximate data

rates computed through Equation (2.12) for each of the supported band or band combinations.

2.5.5 Green Networks

Global wireless data traffic is expected to continue to grow rapidly due to the proliferation of smart de-

vices and applications. Advanced application such as high-resolution video streaming, tactile internet,

remote monitoring, road safety and real-time control application, will produce an extensive amount of

data traffic. Additionally, services with ultra-reliable and low latency communications such as connected

cards and moving robots must be supported in efficient scalable ways. In order to provide all these ser-

vices, 5G aims to provide, by 2020, a system able to support 1000 times increase in capacity, 1000 times

high mobile data volume per area, 100 times more connected devices and 5 times reduced end-to-end

delay than the current LTE network. Therefore, it has been predicted that 5G systems would increase

network energy consumption 150-170% by 2026 and more than 90% of mobile operators believe 5G will

result in higher energy costs.

In order to make the network more energy efficient, new technologies focused on power optimization

were developed:
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• Simultaneous Wireless Information and Power Transfer (SWIPT), which exploits the same

emitted electromagnetic wave field to deliver both energy and information, thereby improving trans-

mission efficiency. Devices that support SWIPT are able to fetch energy when receiving data, thus

prolonging their lifetime.

• mmWaves that operate in the 30-300 GHz band are a promising technology for the upcoming

wireless systems. This technology can significantly increase the RF channel bandwidth, thereby

increasing the data capacity.

• Small cells are operator-controlled, low-powered and low-cost BSs which operate in licensed

spectrum. Reducing the distance between the UE and the BS, they reduce the transmit power

required improving energy efficiency for both uplink and downlink communications. It has been

predicted that 5G small cell deployments will overtake 4G small cells by 2024, with a 13.1 million

installed base of 5G or multimode small cells in 2025.

• Massive MIMO, by employing a large number of antennas, the BS is able to communicate with

multiple users simultaneously in the same frequency band. Using beamforming, by focusing the

radiation pattern, improves signal quality, increases the communication range and also provides

lower power consumption. However, the large amount of antennas in massive MIMO consumes

high circuit power, resulting in a considerable reduction in energy efficiency.

• Relays allow the mobile devices to forward information when they are neither the source nor the

destination of this information. As expected, it extends high data rate coverage to the cell edge,

increasing the coverage area of transmission and the network throughput, as well as it decreases

the transmission power, improving energy efficiency.

Figure 2.20 illustrates a comparison between the current network, with an antenna for 4G BSs, and

the new network, with massive MIMO and beamforming for 5G BSs.

Taking into account these aspects and also the fact that the energy consumed by the IoT devices is

low, their multiplicity may generate some problems in achieving the desired energy efficiency. Therefore,

some algorithms have been developed for BSs of 5G networks in order to improve energy efficiency,

reduce carbon footprint and develop a self-sustainable green cellular network. To begin with, the BSs

can operate in the following modes:

• Active mode, where the BS, as a regular one, fully functions (normal reception and transmission).

• Sleep mode, where the BS neither receives nor transmits any user traffic, consuming minimal

power since only a wake-up receiver module remains active. This module waits for requests from

the other BSs or for power increment requests, helping the current BS to switch again to active

mode.
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Figure 2.20: Current (4G) and new (5G) BSs (adapted from [47]).

• Turned-off mode, where the BS is disconnected from the power supply, becoming a super power

saving mode. In this case, the BS is periodically switched on, at regular intervals, with the purpose

of checking the neighborhood network environment.

In these algorithms, a BS is able to dynamically decide/switch between active and sleep modes taking

into account the network traffic. Each BS, after estimating its own traffic load and one-hop neighborhood

traffic load information, decides its mode of operation. However, in the case of BS switching, this new

BS checks whether it can satisfy the QoS requirements of its own users and the newly arrived users,

before the switching. Particularly, a lightly loaded BS aims to switch to sleep mode by transferring its

load to moderately loaded BSs. On the other hand, a heavily loaded BS wants to share part of its traffic

load with also moderately loaded neighbor BSs in order to balance the traffic loads and also satisfy the

users QoS. These BSs cooperate to optimize the energy saving within the 5G green networks.

2.6 Energy Consumption Monitoring

This section presents various solutions of energy consumption optimization using three distinct ap-

proaches: smart metering, focusing in the smart meters and IoT; energy harvesting, using solar power,

wind energy, etc.; and, finally, energy saving methods applying different techniques to the BSs.

The content of this section is mainly based on the following references: [48,49] in Subsection 2.6.1;

[50–52] in Subsection 2.6.2; [53–58] in Subsection 2.6.3.

2.6.1 Smart Metering

The current power grid needs to constantly evolve in order to adapt to the increasing technological

demands, particularly because of the evolution of renewable energy sources, since it has implied several
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changes in the way the energy is both produced and stored. In addition, the need to reduce the total

CO2 emissions requests for a more efficient energy usage. Modern power grids are being adapted

providing a more efficient Energy Management (EM) with the support of automated control and modern

telecommunication technologies. Therefore, a smart grid implies the handling of an extensive amount of

information.

Smart metering transmits energy consumption/generation data towards the utilities and information

data towards the smart meters, which play an important role in energy management/saving, allowing

the costumers to measure/control the power consumption of their electrical appliances. The smart me-

ter communicates with the router, which sends the data to the energy supplier through Internet. The

integration of intelligent measuring devices in a city using IoT is essential to collect all the data needed

to become a smart city, keeping the city connected/informed and ensuring each subsystem performs its

function. The goal of this system is to provide a balance between demand and consumption. Smart

metering enables a two way real-time communication between the meter and the utility central system,

providing continuous consumption reading/recording in certain time intervals (at least daily reporting/-

monitoring/billing) to the utilities.

From the utilities point of view, this system contains several benefits:

• It provides staff saving (there is no need to physically go to read the meters);

• It permits the detection and subsequent reparation of leaks (which would cause damage and waste

energy);

• It is a contribute to the environmental sustainability;

• It improves efficiency in the distribution of electricity, water and gas flows;

• It detects counterfeiting/tampering; enables a quick identification of problems, which may occur,

and later a quick problem solving.

On the other hand, from the consumers point of view, the main benefits of smart metering are:

• Efficient consumption and leak detection, which reduces the bill;

• Costumers can observe, in real-time, how much and when they consume;

• They are able to make decisions about their consumption (through the tools provided);

• Detection of electricity, water and gas theft.

Therefore, it is clear that telecommunication companies should invest to associate smart metering

to the BSs consumption in order to reduce the energy waste, saving money and improving the environ-

mental sustainability.

40



2.6.2 Energy Harvesting

Lately, one of the biggest global issues of concern is to obtain a sustainable form of energy to power

several autonomous wireless and portable devices and, therefore, numerous alternate sources have

been explored.

Energy harvesting collects useful energy from wasted external energy sources (e.g. solar power,

thermal energy, wind energy, salinity gradients and kinetic energy) which is captured and stored for

small wireless autonomous devices. This system is probably the most promising technology that pro-

vides solutions for several today’s problems: shortage of a fossil fuel and environmental problems, and

improves the energy efficiency in smart grids.

One of the first methods of energy harvesting was the conversion of solar energy to electrical energy,

however, this concept has been expanded to other sources: RF energy, piezoelectric energy, thermal

energy, etc. Thus, it is possible to use ambient RF energy sources from distinct wireless sources: mobile

phones, BSs, televisions, wireless Local Area Networks (LANs), radar and radio broadcasts.

The development of BSs with the support of energy harvesting process reduces operating expenses

by means of wind, solar radiation, etc. which provide a part of the required energy for the BS to be able

to operate. With the evolution of wireless backhaul, removing the need for wired connections, there is a

special interest in autonomous energy harvesting base station (particularly for smart cells or for use as

relay stations).

2.6.3 Energy Saving

The evolution of 2G, 3G and 4G mobile communications technologies and the emergence of 5G have

increased the variety and quantity of functionalities provided by the network, which has a major impact

on energy consumption, along with the gradual increase of wireless technologies subscribers that in-

crements the BSs operation hours and traffic management, in order to guarantee an adequate QoS for

end users anywhere and anytime. In order to illustrate this last statement, the Figure 2.21 presents the

number of AT&T1 wireless subscribers each year from 2007 to 2019 and these values are expected to

rise further in the coming years.

It is estimated that more than 90% of the wireless networks energy consumption is part of the op-

erating expenses of the network operators, becoming more interested in implementing several energy

consumption minimization procedures related to the BSs, such as those already mentioned previously:

to produce energy coming from renewable sources, in each BS location, which at the same time re-

duces the polluting agents emissions in the atmosphere, and to implement intelligent monitoring systems

(smart meters) which monitor energy consumption in order to better manage this consumption.

As shown in several studies, these procedures are able to save a considerable amount of energy,

1AT&T is an American telecommunications company and the largest in the world [57].
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Figure 2.21: Wireless subscribers evolution along the years [57].

since the BSs consume the largest proportion of energy in cellular networks, which can be observed in

Figure 2.22.

Figure 2.22: Breakdown of energy consumption in cellular networks (adapted from [58]).

This reflects the tremendous important of minimizing BS energy consumption in order to reduce cost

and CO2 emissions. Figure 2.23 shows the energy allocation in the BS per function, which proves that

radio equipment is the section with the greatest potential for energy savings.

Analyzing the behavior of energy consumption as a function of the load of mobile traffic of several

stations, it is perfectly visible that the first one vary daily along the second one. However, in the stations

without active energy management system (traffic load based), during the days of less traffic (weekends,

holidays) energy consumption does not change. Therefore, to reduce this same aspect, the transceivers

of a BS can be turned off/on according with the traffic needs. ”Sleep mode” techniques intend to turn off

BSs during ”off-peak” hours avoiding unnecessary energy consumption.
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Figure 2.23: Percent BS Energy per function (adapted from [56]).

There are other techniques to minimize the energy consumption through BSs. Some of them only

take into account transmission power while others consider the generation (of the radio signal) power

consumption in circuitry by applying power models, which represent the amount of power consumed by

a transmitter and its dependence on operating parameters.

2.7 Performance Data Collection

It is necessary to develop new managing and monitoring data due to the increased complexity of

telecommunications networks. Thus, mobile operators utilize a set of methods which allow to collect

data from the networks. These methods are used to plan and optimize the networks and for operators

to know if they are providing the demanded quality to their subscribers.

The content of this section is mainly based on the following references: [59,60] in Subsection 2.7.1;

[61] in Subsection 2.7.2; [62] in Subsection 2.7.3.

2.7.1 Performance Management

Performance Management (PM) consists of evaluating and reporting the behaviour and effectiveness of

network elements by gathering statistical information, maintaining and analyzing historical logs, deter-

mining system performance and adjusting the system modes of operation. This was one of the concepts,

along with configuration, security, accounting and fault, that were added to the Telecommunication Man-

agement Network (TMN), which is the framework used to manage telecommunications networks and

services, defined by the ITU, allowing optimization of the network utilization, which provides an increased

QoS for the end users.

PM is the measurement of network and application traffic with the purpose of provide a consistent

and predictable service level at a given instance and over a defined time period. It is also a key role
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for network operators and vendors since it allows them to detect the deteriorating trend in advance and

thereby solve potential threats, which prevents faults.

The architecture of a PM system is composed of four layers:

• Data Collection and Parsing Layer, where data is collected from the NEs utilizing network spe-

cific protocols, such as FTP and Simple Network Management Protocol (SNMP);

• Data Storage and Management Layer, where the parsed data is stored into a database;

• Application Layer, which processes the collected and stored data;

• Presentation Layer, which provides a web-based user interface where the generated PM results

are presented in the form of dashboards and real-time graphs and charts.

One of the main challenges in PM is to perform an efficient administration due to the collection,

aggregating, sorting and processing extensive volumes of performance measurement data which is

collected over time periods. Performance measurements do not have an unified structure, since each

NEs manufacturer contains proprietary protocols and data structures to evaluate the performance in

their devices, which is challenging as well.

2.7.2 Key Performance Indicators

A Key Performance Indicator (KPI) is a measurable value that demonstrates how effectively an organi-

zation is achieving an intended result. More specifically, in the context of telecommunications, KPIs are

measures of the network components performance which the operators use as a measure to evaluate

the quality of the services they provide. KPIs are derived from statistical calculations based on NEs in-

stalled counters, which register several indicators (e.g. failed handovers, number of voice calls and drop

calls). KPIs are fundamental in PM analysis and also in verifying that all elements at various levels of the

network are using consistent strategies in order to achieve the shared goals. This allows to accurately

identify where an action must be taken to improve network’s performance.

There are several KPI categories:

• Accessibility indicates the probability of a user to access the requested service from the system

(e.g. Call Setup Success Rate);

• Availability is the percentage of time that a cell is available (e.g. Radio Network Unavailability

Rate);

• Service Integrity indicates the E-UTRAN impacts on the service quality provided to the end user

(e.g. User Downlink Average Throughput);
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• Mobility evaluates the successful ratio for several kinds of handover features or service mode

changing (e.g. Intra-Frequency Handover Out Success Rate);

• Retainability is the ability of a user to retain its requested service for the required duration by itself

once connected (e.g. Service Drop Rate);

• Utilization evaluates the capability to meet traffic demands in certain conditions (e.g. Resource

Block Utilizing Rate);

• Traffic is used to measure the traffic volume (e.g. Uplink Traffic Volume).

2.7.3 Configuration Management

Configuration Management (CM) gives the operator the ability to ensure proper and effective operation

of the network as it evolves. The purpose of CM actions is to both control and monitor the active

configuration of the network resources and elements. These actions can be initiated by the operator or

by functions in the Operating System (OS) or NEs and may be carried out as part of implementation

programs, optimization programs and to preserve the overall QoS.

CM Service Components

After the first network installation and activation, the operator enhances and adapts the network in

order to fulfill short and long requirements and to satisfy costumer needs as well. Thus, CM provides

the network operator with a set of capabilities, such as initial system installation, system operation to

adapt the system to short term requirements, system update to overcome software bugs or equipment

faults and system upgrade to enhance or extend the network by features or equipment respectively.

These capabilities are provided by the management system through its service components: system

modification, used to adapt the system data to a new requirement due to optimization or new network

configurations; and system monitoring, which allows the network operator to receive reports on the

configuration of the entire work or parts of it, from managed NEs.

CM Functions

System modification functions were defined due to the CM requirements, such as the creation, deletion

and conditioning of network elements and resources. The following requirements are applied for all

these previous functions:

• Affected resources should be taken out of service only if necessary, resulting in minimal disruption

to the network;

• Independence between physical modifications and related logical modifications should be assured;
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• All the actions required to fulfill a certain task should be completed before the resources are

brought back to the service;

• Data consistency checks should be performed.
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3
Machine Learning Algorithms
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This chapter presents an overview of ML concepts and algorithms thus enabling a better understand-

ing of the work that will be developed along this Thesis. Section 3.1 provides a brief introduction to ML

and is followed by a description of the main challenges in the creation of a ML model in Section 3.2.

Section 3.3 introduces the MLR approach, which will be used within the development of the present

study. Finally, Section 3.6 presents the metrics considered in order to evaluate the hypotheses that will

be formulated.

The content of this chapter is mainly based on the following references: [63,64] in Section 3.1; [65,66]

in Section 3.2; [64, 67, 68] in Section 3.3; [68–70] in Section 3.4; [71] in Section 3.5; [66, 72] in Section

3.6.

3.1 Machine Learning Overview

In order to solve a problem on a computer, an algorithm is required. An algorithm is a sequence of

instructions intended to transform the input to output. However, for some tasks it is not possible to

build an algorithm, such as detecting spam from legitimate emails. In this case, it is not known how

to transform the input into output (an email document consisting of files with characters in the simplest

case) to the output (a yes or no, indicating whether the message is spam or not).

There is a process that explains the observed data, through the analysis of certain patterns in the

data. However, the process cannot be completely identified, but a useful approximation. These approx-

imation may not explain everything, but can at least explain some part of the data, over the detection

of certain patterns or regularities, which may help in understanding the process or making predictions,

assuming the near feature will not be much different from the past (moment when the sample data was

collected). These future predictions can also be right.

ML uses the theory of statistics to develop mathematical models, in order to make inference from a

sample. It starts with an initial model consisting of several parameters that should be optimized by a

learning algorithm which utilizes a set of training data. There are four types of algorithms:

• Supervised learning utilizes labeled data, which have both input and output parameters, in order

to predict the output from the input data;

• Unsupervised learning uses unlabeled data, with only input parameters, to gain knowledge from

this data;

• Semi-supervised learning uses mainly unlabeled data and a mixture of both supervised and

unsupervised techniques;

• Reinforcement learning utilizes observations gathered from interactions with the environment in

order to take actions which will maximize the reward or minimize the risk.
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In the present study, only supervised learning models are addressed, since it is essentially intended

to predict a given dependent variable through independent variables in order to find a relationship be-

tween them. Supervised learning problems can be further grouped into:

• Classification problems, when the output variable is a category (e.g. ”spam” or ”not spam, ”red”

or ”blue”);

• Regression problems, when the output variable is a continuous value (e.g. price, height, cell

throughput).

Thus, the models used and developed are based on the MLR analysis, whose overview will be

presented in Section 3.3.

Machine Learning Components

There are a wide variety of available learning algorithms which raises certain doubts in choosing the

most suitable one for each specific case. This problem consists of combinations of some components:

• Representation: a classifier must be represented in a formal language that is perceptible and

manageable by the computer. Choosing a representation for a learner is equivalent to choosing

the set of classifiers that it can learn, called the hypothesis space of the learner. Thus, if a classifier

is not in this set, it cannot be learned.

• Evaluation: an evaluation function is required to score the classifiers and thus differentiate them.

The evaluation function that the algorithm uses internally may be distinct from the external function

that the classifier will optimize, in order to facilitate it.

• Optimization: the key to the learner efficiency is choosing an optimization technique to search for

the highest-scoring model among other models, while it helps to determine the classifier produced

if the evaluation function has more than one optimum solution.

3.2 Underfitting and Overfitting

When developing a model, it is important to ensure that it can be generalized to different data sets. The

overfitting problem is the inability of a model to generalize to different data sets from the one in which it

was trained. For example, after continuous adjustments to the parameters, it leads to an accuracy score

- ratio of correct predictions from all predictions made - of 100% for the training data and it appears to be

a great model. However, after testing the model on test data, it revealed a worse accuracy score than

at the beginning. The opposite can also happen when the model can still be further fine tuned to obtain

an even better test accuracy score than before. This latter case is called underfitting and occurs when
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the model is unable to capture the variability of the data. Figure 3.1 presents three graphs that reflect

three different hypothesis. The first one does not fit properly the data which corresponds to a case of

underfitting. The second one is a more complex hypothesis and the curve passes through almost all

the training samples, but it fits too much the data, therefore represents a case of overfitting. Finally,

the last hypothesis seems to properly describe the data, thus being the ideal scenario, since it is more

generalized for new data sets, even if it is not the one with the lowest cost when applied to the training

set.

Figure 3.1: Visual demonstration of underfitting, overfitting and ideal balance (adapted from [66]).

The overfitting and underfitting problems can be detected by analyzing the algorithm learning curves,

which show the training set and validation set error or correlations evolution as the number of samples

of the training set increases, while the number of validation samples is kept constant. With these curves,

the evolution of the algorithm is also evaluated. In the presence of an underfitting problem, Figure 3.2(a),

the errors in the training and validation sets reach identical values, although higher than the desired one.

On the other hand, for overfitting problems, Figure 3.2(b), the training set error converges to lower value

than the desired one, while the validation set error converges to a much higher value than the training

set, therefore being higher than the desired one.

(a) Underfitting case. (b) Overfitting case.

Figure 3.2: Learning curves for underfitting and overfitting problems (adapted from [66]).

Usually, the overfitting problem occurs when too many variables are used and thus the hypothesis

fits properly the training set, however, it fails to generalize to new data.
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3.3 Multiple Linear Regression

In engineering, many applications of regression analysis involve situations where it is necessary to ex-

plore the relationship between two or more regressor variables. Thus, a regression model that contains

more than one regressor variable is called a multiple regression model.

In first place, a simple linear regression model comprises of only one independent variable or regres-

sor, X, and a dependent variable or response, Y , whose expected value is a linear function of X and

is given by, [68]:

Y = β0 + β1X + ε (3.1)

where β0 is the model intercept, β1 is the coefficient of the independent variable X and ε is the random

error term.

Similarly, in a MLR model, the dependent variable, Y , may be related to p independent variables and

represented by, [68]:

Y = β0 +

p∑
i=1

βiXi + ε (3.2)

where βi is the regression coefficient of the variableXi. This parameter represents the expected change

in the dependent variable, Y , per unit change in Xi when all the remaining independent variables Xj (j

6= i) are held constant.

MLR models are often used as approximating functions, where the true functional relation between

Y and Xi is unknown, however, over certain ranges of the independent variables, the linear regression

model is an adequate approximation.

Sum of Squared Error

The Sum of Squared Error (SSE) essentially measures the discrepancy between the data and an esti-

mation model. A lower SSE indicates a tight fit of the model to the data. This method allows estimating

the model coefficients that minimize the SSE, which can be represented by, [68]:

SSE =

p∑
i=1

(yi − ŷi)2 =

p∑
i=1

(yi − β0 − β1x1i − β2x2i − · · · − βpxpi)2 . (3.3)

In order to minimize the SSE, the coefficients can by estimated by, [64]:

∂SSE

∂β0
= 0 ∧ ∂SSE

∂β1
= 0 ∧ · · · ∧ ∂SSE

∂βp
= 0 . (3.4)

Thus, the estimated coefficients are given by, [64]:

β = (β0, β1, ..., βp)
T = (XTX)−1XTy . (3.5)
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3.4 Mixed Effects Modeling

A linear regression model with mixed effects provides an alternative approach in order to address the

limitations of the common linear regression model with fixed effects, discussed in the previous Section,

since it does not verify the cases in which the population is structured by groups, which can lead to

incorrect conclusions or wrong estimates. In these cases, observations within the same group may have

similar characteristics, indicating that there is no independence between them.

Thus, a mixed-effect model includes both fixed and random effects. The general form of the model,

for the ith group, can be given by, [70]:

Y i = Xiβ +Zibi + εi ; i = 1, ...,M (3.6)

where Yi is the response vector, with dimensions ni × 1, being ni the number of observations by group

i = 1, ...,M ; Xi is a ni × p design matrix of the p independent variables; β is a p × 1 column vector

corresponding to the fixed-effect coefficients; Zi is the design matrix for the q random effects, having

size ni×q; bi is a q×1 vector of the random effects. It is considered bi ∼ N(0,G), i.e., normal with mean

vector 0 and positive-definite variance-covariance matrix G, while the residual component εi, which is

the portion that is not explained by the model, assumes the distribution εi ∼ N(0,Ri), i.e., normal with

mean vector 0 and variance-covariance matrixRi. The components of bi are independent of each other

and of the εi.

The model in Equation (3.6) has two sources of random variation: bi and εi. The former is associated

with the variability due to the differences between samples representing the population of interest. These

random effects allow to represent a deviation from the fixed-effects general mean β. Thus, the term β+bi

corresponds to the coefficient of the ith group effect, while the variability within the group is represented

by εi.

3.5 Model Assumptions and Diagnostics

During the construction of a regression model, four main assumptions are considered in the model

validation. The assumptions verification is performed through the analysis of residual plots, which allow

the identification of deviations from the distributional error assumptions. Thus, in order to allow a good

performance, the model must verify the following assumptions:

• Linearity: the relationship between the independent variables and the dependent variable must

be linear, which can be verified using the plot of residuals vs. fitted values. The purpose of the plot

is to present a linear trend.

• Independence: the residuals must be independent of each other. The presence of autocorrelation
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can be verified by the existence of a rectilinear pattern in the residuals plot, such as repeated

measures, pairing, cluster sampling or nested factors.

• Homoscedasticity: the residuals must have constant variance. To verify this assumption, the

residuals vs. fitted values plot is analyzed where the residuals must be randomly distributed around

zero without presenting a defined pattern.

• Normality: the residuals must follow a normal distribution, which can be verified using the normal

Quantile-Quantile (Q-Q) plot, where it is possible to visualize the probability distribution of the

observed values vs. expected values, represented by a diagonal. The residuals must approach

the diagonal, following that straight line without any significant deviation, in order to confirm the

normality assumption.

3.6 Evaluation Metrics

In order to evaluate the hypotheses developed, four metrics are considered: the Root Mean Squared

Error (RMSE), the Mean Absolute Percentage Error (MAPE), the Pearson Correlation and the Spearman

Correlation.

The RMSE is given by the square root of the average of the square of the differences between the

predicted and the original values, being represented by, [66]:

RMSE =

√√√√ 1

m

m∑
i=1

(yi − ŷi)2 (3.7)

wheremmeasures the number of training samples, yi and ŷi are the predicted and observation values of

the ith set of parameters, respectively. RMSE gives a bigger importance to the highest errors, presenting

greater sensitivity to outliers. This metric has the disadvantage of being an absolute measurement,

which makes it dependent on the units of measurement in which the variable is represented.

One of the most commonly used indicators to measure forecast accuracy is the MAPE, which is the

sum of individual absolute errors divided by the demand (each period separately), i.e., the average of

the percentage errors, and can be given by, [72]:

MAPE =
1

m

m∑
i=1

∣∣∣∣yi − ŷiŷi

∣∣∣∣ 100. (3.8)

It measures the normalized error in percentage terms, so its value should be closest to zero. The

MAPE error indicator is very useful since, being independent of the measurement scale and easily

applicable, it simplifies the interpretation of results. Thus, between RMSE and MAPE it is preferable to

use the latter as it is a relative measure.
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The Pearson Correlation measures the the strength of a linear association between two variables.

This metric is given by, [66]:

R =

m∑
i=1

(
ŷi − ¯̂y

)
(yi − ȳ)√

m∑
i=1

(
ŷi − ¯̂y

)2√ m∑
i=1

(yi − ȳ)
2

(3.9)

where yi and ŷi are the values, corresponding to two distinct quantitative variables, of the ith set of

parameters. The ȳi and ¯̂yi represent their mean values and m measures the number of training samples.

The closer to 1 the absolute value of the correlation coefficient is, the greater the association between

these two distinct variables. Additionally, the coefficient sign indicates the direction of the association,

i.e., if positive, both variables vary in the same direction; if negative, they vary in opposite directions.

The Spearman Correlation is used to measure the degree of association between the original and

predicted values. The input parameters of this measurement are first ranked from 1 to N , being N the

total of samples of each parameter. After being ranked, Equation (3.9) is applied to those rankings.

On the other hand, in order to summarize the fit quality of a linear regression model, the coefficient of

determination, R2, is analysed, namely for simple linear regression. It reflects the proportion of variation

in the forecast variable that is explained by the regression model, thus to quantify the explanatory capac-

ity of the model, ranging from 0 to 1, being expected to be close to 1. However, the fact that R2 ' 1 does

not mean that the model is adjusted to the data, since adding a variable will always cause the coefficient

value to increase regardless of its explanatory capacity.

Therefore, it is preferable to use the coefficient of determination adjusted, R2
a, for the case of MLR.

R2
a is an adjusted measure of R2 that decreases when little explanatory variables are added and is given

by, [72]:

R2
a = 1− (1−R2)

(
m− 1

m− p− 1

)
(3.10)

where p measures the number of independent variables.
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As mentioned before, some of the scenarios developed within the Thesis, which will be discussed

further, use existing multi-technology energy consumption models, presented in [69] and [73], in order

to estimate the RRUs power consumption.

This chapter presents a summary of the procedures and the chosen power consumption models

developed for the different RRUs, such as the radios operating on a single technology: 4G, 3G and 2G,

presented in this order, and the RRUs shared between 2G and 3G technologies. In addition, a final sec-

tion regarding error metrics and estimated coefficients of the models is provided, where the parameters

related to the RRUs 4G model were discussed in more detail, since for the remaining technologies the

analysis is performed in a similar way.

4.1 Introduction

For the energy consumption models development, three different types of data were used: EM data

with energy consumption measurements of the BSs equipment, such as RRUs; PM data that reports

KPIs; CM data with equipment configurations, such as, hardware model, frequency band and maximum

transmit power.

Dataloggers (developed by CELFINET) were used to measure the power consumption. They mea-

sure the current flowing through the power cable of each equipment installed in the BS, based on the

Hall effect [74]. The power consumption of the RRUs operating on 2G, 3G and 4G technologies was

studied over a period of 20 days, being 11 days used for training the model and 9 days for testing it,

using 20 distinct BSs located in different cities of Portugal.

Regarding the RRUs 4G power consumption model, 90 units, operating in the frequency bands of

800 MHz, 1800 MHz and 2600 MHz, were considered, where the former has a bandwidth of 10 MHz,

while the remaining have a 20 MHz bandwidth; a total of 45 units operating in the 900 MHz and 2100

MHz frequency bands were monitored for the 3G technology, while 15 units were monitored for the

2G technology in the frequency band of 900 MHz, for which the default settings are two transceivers

per sector installed inside the cabinet. In addition to the RRUs operating on a single technology, 21

units shared between 2G and 3G technologies in the 900 MHz frequency band (GSM UMTS 900 MHz

(GU900)) were also considered. The frequency bands associated with 2G and 3G technologies have a

5 MHz bandwidth.

Both linear fixed effects model and linear mixed effects model are fitted to data from a real network,

and thus the final results may be observed subsequently.
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4.2 4G RRU Model

In order to obtain more realistic estimates and to adjust the model considering all the equipment diversity,

a mixed effects linear regression model was used. The mixed-effect models adapt to the situation in

which there is no control over all variables, such as environmental conditions to which the equipment

is exposed, energy dissipation losses of the equipment due to the Joule effect, currents induced by

the proximity of the cables inside the cabinet, among other factors than can increase the measurement

uncertainty.

The independent variables considered to explain the energy consumption in the 4G model are de-

fined by:

• T 4G: sum of the total traffic volume and signaling bits in 15-minute periods, in [Gb];

• FMicroSleep: percentage of activation time of the Micro Sleep feature, which turns the carrier off at

symbol time (71.3 µs), in [%];

• F Sleep, binary variable (0 = ”ON” and 1 = ”OFF”) that indicates whether a specific carrier is in

standby mode (”OFF”), corresponding to the activation of the Sleep Mode energy saving feature.

The proposed 4G model estimates the power consumption (in Watt) and is formally described by:

P 4G = β0 + β1T 4G + β2FMicroSleep + β3F Sleep+

[b0i + b0ij + b1iF Sleep + b1ijF Sleep + b2ij sin(Hrad)+

b3ij cos(Hrad)] + εij ; i = 1, ..., 8; j = 1, ..., 90

bi ∼ N(0,G1); bij ∼ N(0,G2); εij ∼ N(0, σ2
eI).

(4.1)

In this model, β0 is the intercept coefficient reflecting the baseline power consumption and β1 is the

coefficient associated to the traffic variable, T4G (in Gb). On the other hand, β2 and β3 coefficients

are associated with energy saving features. The model presents two levels of random variations of

intercepts: the level 1, given by b0i, representing the equipment configurations, and level 2, with the

term b0ij , representing the equipment nested in the configurations, thus i = 1, ..., 8 configurations and

j = 1, ..., 90 equipment. To model the error dependency, sine and cosine functions were used in each

sampled time interval, given by Hrad, in the random effect term at level 2. In addition, G1 and G2 are

positive-definite matrices of random effects.

Figure 4.1 presents the evolution of the 4G RRUs power consumption prediction over 9 days of

testing.

57



Figure 4.1: 4G power consumption model prediction [73]

4.3 3G RRU Model

Regarding the 3G model, in order to estimate the energy consumption, several independent variables,

which are all related to the traffic generated in downlink for a period of 15 minutes, were used:

• TCS3G
: accumulated voice traffic volume in CS using the sum of each type of service such as 12.2

kbps, 64 kbps and Adaptive Multi-Rate Wideband (AMR-WB) at 16 kbps, in [Mb];

• T PSR99
: accumulated volume of data traffic in PS with maximum bit rate, in the different services

from 16 to 384 kbps, corresponding to the Release 99, in [Mb];

• THSDPA, accumulated traffic volume from the HSDPA transport channel, with a maximum through-

put of 14 Mbps, in [Mb].

The 3G model predicts the power consumption (in Watt) and is formally described by:

P 3G = β0 + β1TCS3G
+ β2T PSR99

+ β3THSDPA+

[b0i + b0ij + b1ijTHSDPA + b2ij sin(Hrad)+

b3ij cos(Hrad)] + εij ; i = 1, .., 4; j = 1, .., 45

bi ∼ N(0,G1); bij ∼ N(0,G2); εij ∼ N(0, σ2
eI).

(4.2)

The model, given by (4.2), has two levels of random effects variation: level 1 due to different intercepts

associated with the configurations and level 2 nested in the level 1, associated with the equipment. The

former considered only random intercepts, while in the latter both random intercepts and random slopes

were defined, regarding the predictor THSDPA. Both random effect matrices G1 and G2 are positive-

definite. In addition, similarly to the 4G model, the residuals time periodicity was also detected in the

3G model, thus the transformation with sine and cosine functions was used in the random effect term at

level 2.

Figure 4.2 shows an example of the proposed model application for the 9-day test period.
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Figure 4.2: 3G power consumption model prediction [73].

4.4 2G RRU Model

In the 2G model, the KPIs related to both voice and data traffic, in the period of 1 hour, are the following:

• TCS2G
: traffic volume of TCHs allocated to the full-rate and half-rate channels at the cell level, in

[Erl];

• T PS2G
: total EDGE and GPRS data volume carried on downlink, in [Mb].

Similarly to the other technologies, the 2G model estimates the power consumption (in Watt) and is

formally described by:

P 2G = β0 + β1TCS2G
+ β2T PS2G

+ [b0i+

b1iTCS2G
] + εi; i = 1, .., 15; bi ∼ N(0,G); εi ∼ N(0, σ2

eI).
(4.3)

Random intercept and slope between equipment were used in the model. The random-effect matrix

G is diagonal positive-definite.

Figure 4.3 shows a result of the model application, for the same test period, where it is possible to

observe low variability of the power consumption, and yet the prediction approaches the power mea-

surements.

4.5 2G/3G RRU Model

Finally, the power consumption model for RRUs shared between 2G and 3G technologies is given by:

P 2G,3G = β0 + β1TCS2G
+ β2T PS2G

+ β3TCS3G
+

β4T PSR99
+ β5THSDPA + [b0i + b1iTHSDPA+

b2i sin(Hrad) + b3i cos(Hrad)] + εi

i = 1, .., 21; bi ∼ N(0,G); εi ∼ N(0, σ2
e |υi|2δ).

(4.4)
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Figure 4.3: 2G power consumption model prediction [73].

The proposed model uses the same independent variables of the previously presented 2G and 3G

models, while considering random intercepts and slopes for the predictor THSDPA. The random-effect

matrix G is diagonal positive-definite. A non-constant variance was observed given that the residuals

increase with the growth of the estimated value. Thus, a power function to model the error variance is

presented.

Figure 4.4 presents the evolution of the power consumption prediction of the proposed model, in a

9-day window, which approximates the measured values.

Figure 4.4: 2G/3G power consumption model prediction [73].

4.6 Model Estimates and Metrics

The 4G RRUs power consumption model considers that each equipment has a different baseline power

consumption, while equipment of the same configuration has a similar baseline consumption, which

allows the random effect to vary by two levels improving the model quality. Random intercepts and a

slope coefficient are added and associated with the feature sleep mode. In addiction, sine and cosine

functions were used as a random effect to remove the residuals auto-correlation, thus being possible to
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fulfill the assumption of residuals independence. Moreover, a constant variance and zero mean of the

residuals are verified at each level of random effects.

The estimates of the model’s fixed effect are presented in Table 4.1, for all the different types of

RRUs. Among the radios that operate in dedicated mode, 4G RRUs have a higher baseline power

consumption of 194.56 W that grows linearly at the rate of 6.11 W/Gb, decreasing with the Micro Sleep

feature activation, which, if activated 100% of the time, recorded 25.63 W savings. Additionally, if it is

unnecessary to have the equipment turned on, when activating the Sleep Mode feature that turns the

equipment off, power consumption is reduced by 96.8 W.

Table 4.1: Power consumption model error metrics and estimated coefficients [73].

Model R2
a MAPE [%] RMSE [W] Estimated Coefficients

4G 0.99 1.65 6.14
P 4G ∼ 194.564 + 6.110T 4G−

−25.630FMicroSleep − 96.800F Sleep

P 3G ∼ 168.027 + 0.084TCS3G
+

3G 0.99 0.92 3.55
+1.177T PSR99

+ 0.011THSDPA

2G 0.88 0.38 1.04
P 2G ∼ 152.080 + 1.707TCS2G

+

+0.031T PS2G

P 2G,3G ∼ 261.123 + 5.063TCS2G
+ 0.055T PS2G

+
2G/3G 0.80 1.49 6.84

+0.080TCS3G
+ 1.114T PSR99

+ 0.018THSDPA

It can be observed in Table 4.1 that both the 2G model and shared radios model present lower R2
a

values, which may be due to the low variations in the energy consumption of 2G technology equipment

and the difficulty of separating the influence of each technology in the shared radios model, since they

operate on different amplifiers, despite being configured in the same radio equipment.

61



62



5
Capacity Models

Contents
5.1 4G Cell Capacity Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 5G Cell Capacity Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

63



This chapter provides a description of the several steps of the 4G and 5G models development,

in which the methods and algorithms used are presented along with the respective results, taking into

account distinct examples for each model. Two separate models were developed for 4G technology with

different ambitions as well as a model for 5G technology with similar purposes to the second 4G model.

5.1 4G Cell Capacity Model

5.1.1 Introduction

The aim of 4G cell capacity model is to develop cell monitoring methods to detect high load problems

and to predict the maximum cell capacity, under different constraints for each traffic environment. The

purpose of this model is to increase the QoS and QoE provided by the radio network. The methodology

associated with these methods was based on an existing 4G capacity model, developed for a distinct

vendor and described in detail in [72]. In addition, a 4G PRB usage prediction model was developed

within the scope of the Thesis in order to support or refute the cenarios of downlink traffic migration

presented later in Sections 6.1 and 6.2.

Initially, a cell resource monitoring is executed with the purpose of detecting cells with capacity prob-

lems by imposing 3 conditions on the data. In the event that cells are detected, an analysis is performed

at the level of network performance data in order to indicate improvements. In addition, the maximum

cell capacity is estimated for the detected cells, based on throughput prediction, to verify whether the

cells have capacity margins for the radio conditions to which they are subjected.

The procedure requires filtering, cleaning and variable selection. After analyzing the network data,

different network scenarios were detected. Thus, the study must be carried out separately per cell.

The model was developed using real network performance and configuration data collected from a

live LTE network, belonging to a Portuguese mobile operator, over a one-month period with a quarter-

hourly granularity. Data were extracted from 114 cells of 22 sites, operating in the frequency bands of

800 MHz, 1800 MHz and 2600 MHz, with system bandwidth of 10 MHz for the first frequency band, and

of 20 MHz for the remaining ones.

5.1.2 Cell Resource Monitoring

In this first module, information about how to locate the resource bottleneck and the related handling

suggestions are provided. Primarily, the purpose is to detect a possible shortage of resources in each

cell that could compromise the level of QoS of the UE, thus the downlink user perception is considered.

The data traffic rise leads to an increase in the PRBs utilization, which reflects the degree of band-

width usage, over the air interface. On the other hand, the downlink user-perceived rate decreases as

the number of users sharing the limited PRBs increases, reflecting the user QoE. Thus, monitoring
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these two parameters together may demonstrate the user experience under a certain bandwidth usage

over the radio interface.

The used method is based in a strategy, described in [75], where several KPIs are analyzed during

the busy hour of each cell to check if given conditions are fulfilled, defined by the vendor, although the

values of each threshold are here adapted to the vendor considered in the present study, based on [76],

although the current network operator is able to adjust the limits here defined.

Therefore, if the downlink PRB utilization rate reaches or exceeds 80% while the downlink user-

perceived rate is below 5 Mbps for three days in a week, then the cell goes through an analysis regarding

the following list of thresholds:

• Average CQI lower than 10. CQI is used by the UE to indicate the channel quality to the eNB. The

reported CQI value ranges from 0 to 15, indicating the type of modulation and coding that UE can

operate.

• Downlink UE latency higher than 9 ms, measuring the impact on the end user. Downlink latency is

a parameter that indirectly influences the perceived system data rate and it will increase with more

instantaneously active UEs.

• Average 64-QAM scheme usage lower than 10%. This metric represents the percentage of 64-

QAM samples, which indicates downlink Signal to Interference plus Noise Ratio (SINR) status

along with CQI and Rank Indicator Rank Indicator (RI).

• Average Radio Link Control (RLC) retransmission ratio higher than 1%. The RLC retransmission

ratio can be given by the proportion of unsuccessful RLC Protocol Data Unit (PDU) and RLC PDU

segment transmissions.

If all these listed conditions are fulfilled, then RF optimization should be performed. Otherwise, it is

advised to add carriers or expand the bandwidth of the existing carrier.

In order to increase the accuracy associated with this monitoring method, only samples related to the

busy hours are analyzed. Thus, as presented in Table 5.1, 2 cells with capacity problems were detected,

i.e., with a bottleneck on the downlink user perception, among the 114 existing ones, characterized by

low user throughput values and high utilization rate of cell resources. Thus, it is verified in the 2 detected

cells that, for at least 3 days in a week, the PRB utilization rate is above 80% while the user throughput

does not exceed 5 Mbps.

Both cells have average CQI values below 10, therefore it is advised to perform a RF optimization

(e.g. reconfiguration of antennas tilt and/or azimuth, neighboring cells, etc), thus minimizing the channel

interference and, consequently, increase the data rate. It should be noted that cell A presents worse

radio conditions than cell B, which may be reflected in the study of cell capacity prediction.
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Table 5.1: Cells detected by the resource monitoring module.

Cell PRB Util
Rate [%]

User Thp
[Mbps] Avg CQI

DL UE
Latency

[ms]

Avg
64-QAM [%]

Avg RLC
Retx. [%]

A 99.4 3.47 7.15 4.22 11.4 0.05

B 88.8 4.25 8.01 3.94 15.5 0.06

5.1.3 Downlink Cell Throughput Prediction

The capacity model is based on real data, using MLR algorithms to predict the downlink cell throughput.

The MLR model is used to explain a response variable (dependent variable) as a linear function of

several input variables (independent variables). The dataset was split in training set (around 70%) for

fitting the model, and test set (30%), used to provide an unbiased evaluation of a final model fit on the

training dataset. In the present model, the dependent variable is the downlink cell throughput, Thpcell,

in Mbps, and is given by:

Thpcell = β0 +

n∑
i=1

βixi (5.1)

where β0 is the model intercept, βi is the coefficient of the variable xi and n is the number of independent

variables.

In the first place, it is advisable to have a wide range of variables, since it may not be obvious which

variables are more important. This initial set of variables goes through a variable selection iterative pro-

cess, where the most relevant describe the cell throughput. This initial set of variables goes through a

variable selection iterative process, using stepwise regression, where the most relevant describe the cell

throughput. In each step, a variable is considered for addition to or subtraction from the set of explana-

tory variables based on some pre-specified criterion. In addition, variables that are highly correlated

(with Pearson Correlation above 80%) with other variables that prove to be more relevant to the model

are eliminated. In order to determine the model accuracy and evaluate which is the model that best fits

the real data, several error metrics are used, such as the adjusted determination coefficient R2
a, Pearson

Correlation, MAPE and RMSE.

With zero intercept, the most relevant variables that were chosen to predict the DL cell throughput

are the following [77]:

• PRBusage: PRB utilization rate, in [%];

• S64−QAM : proportion of 64-QAM samples, in [%];

• S16−QAM : proportion of 16-QAM samples, in [%];
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• U16−QAM : percentage of unsuccessful Hybrid Automatic Repeat Request (HARQ) transmissions

rate using 16-QAM, in [%];

• Latagg: aggregated downlink latency for a measurement period, in [s];

• RLCtx: percentage of successful RLC PDU transmissions, in [%];

• RIrank1: proportion of both open and closed loop Spatial Multiplexing (SM) rank 1, regarding the

MIMO rank distribution usage, in [%].

As in Table 5.1, cell A and cell B are the detected cells with capacity problems and, therefore, the

chosen model was built for them.

Since the purpose of creating the downlink cell throughput prediction model is to estimate the max-

imum cell capacity, the samples belonging to the highest traffic periods are the most relevant for the

model. Thus, in order to increase the model’s accuracy, and considering that the number of samples is

enough, only samples with PRB utilization rate values above the 70th percentile value were used.

Cell A

The MLR model results are represented in Figure 5.1, where it is possible to visualize both the real cell

throughput, given by measurements, and the predicted one, given by the model. In order to improve the

visualization of the figure, only 400 samples are displayed, which will be repeated for the results of the

predictions subsequently provided. In this way it is possible to notice the evident approximation of the

adjusted values with the measured ones.

Figure 5.1: Downlink cell throughput model prediction for cell A.

Additionally, diagnostic plots are presented in Figure 5.2, for statistical validation of the present

model.

Analyzing the residuals vs fitted values plot, it is observed that the residuals follow a linear pattern,

which means that the model has a linear relationship between the independent variables and the de-
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Figure 5.2: MLR model diagnostic plots for cell A.

pendent variable. In addition, it is possible to detect the independence of the residuals. The normal Q-Q

plot shows that the residuals follow the straight dashed line, thus verifying the assumption of normality.

Cell B

For the given cell, Figure 5.3 presents the proposed MLR model results, where the measured cell

throughput along with the adjusted one are shown, in which the latter describes the former even more

efficiently than in cell A.

Figure 5.3: Downlink cell throughput model prediction for cell B.

Figure 5.4 presents the residuals vs fitted values and normal Q-Q plots to evaluate the model.

In addition to the independence of the residuals that can once again be observed, the assumption of

linearity is more pronounced, compared to the first cell, while homoscedasticity is closer to being verified

since, for cell B, the residuals are randomly distributed around the line almost uniformly. The normality

of the residuals is demonstrated in the normal Q-Q plot, in Figure 5.4.
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Figure 5.4: MLR model diagnostic plots for cell B.

Error Metrics

Table 5.3 presents the error metrics and the coefficients estimated by the cell throughput prediction

model. The error metrics displayed corroborate the high reliability of the model. Cell A has slightly worse

results since its downlink cell throughput presents greater variability, which causes some complications

in its prediction.

Table 5.2: Cell throughput model error metrics and estimated coefficients.

Cell R2
a

Corr
[%]

MAPE
[%]

RMSE
[Mbps] Estimated Coefficients

A 0.991 97.79 8.91 1.17
Thpcell ∼ 0.016PRBusage+0.280S64−QAM+0.071S16−QAM+

+0.129U16−QAM−0.037Latagg+0.079RLCtx−0.082RIrank1

Thpcell ∼ 0.019PRBusage+0.199S64−QAM+0.083S16−QAM+
B 0.997 98.0 4.01 0.51

+0.091U16−QAM−0.019Latagg+0.078RLCtx−0.073RIrank1

5.1.4 Cell Capacity Estimation

After the detection of cells with capacity saturation and the model development, it is possible to estimate

the maximum cell capacity for the cell radio propagation environment using the proposed MLR model

to calculate the maximum cell throughput. The independent variable that measures the utilization of

cell resources, i.e, the PRB utilization rate, which represents the ratio between the total number of used

PRBs and the amount of available PRBs, can act as the cell capacity bottleneck. Forcing the use of all

cell resources by setting the PRB utilization rate to 100%, while the remaining variables reflect similar

radio conditions, the maximum cell throughput is estimated. Thus, using (5.1), where Thpcell is the

downlink cell throughput and x1 is the PRB utilization rate, the Thpcell is maximum when x1 = 100%.
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The remaining independent variables remain unchanged, reflecting the same radio conditions around

the cell.

Once the maximum cell throughput is calculated for all samples, there is a variation of this value

over time depending on the radio conditions and interference of each sample. Thus, it is necessary to

define a threshold to characterize the maximum capacity of the cell. In order to depict the busy hour, the

analysis of the cell capacity will be performed using the values associated with the 95th percentile. The

maximum cell throughput is then calculated for the two previous cells (A and B).

Cell A

Figure 5.5 shows, for cell A, the measured cell throughput along with the estimated one assuming that

all available PRBs are being used. As mentioned, the cell capacity and measured cell throughput during

the busy hour are characterized by their 95th percentile values also displayed in Figure 5.5.

Figure 5.5: 4G cell capacity estimation for cell A.

The calculated 95th percentile values of measured cell throughput and cell capacity are 21.95 Mbps

and 22.52 Mbps, respectively, resulting in a cell load of 97.46%, which is consistent with the high PRB

utilization rate value indicated in Table 5.1 for cell A. Thus, at the busy hour, there is some capacity

margin, although very close to its limit, demonstrating that the cell is approaching an overload situation,

as predicted. In the present situation, it is not possible to guarantee an adequate QoE to its users in

case of a slight increase in LTE data traffic of the current cell.

Cell B

For cell B, both the measured downlink cell throughput and the predicted maximum one are presented

in Figure 5.6 along with the respective 95th percentile values representing the busy hour.

After the maximum cell throughput estimation, the 95th percentile value associated with the real

throughput is 13.62 Mbps, while the one related with the cell capacity is 14.47 Mbps, generating a cell
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Figure 5.6: 4G cell capacity estimation for cell B.

load of 94.11%. As expected, this cell has a higher capacity margin than cell A, since, according to

Table 5.1, the former resources are not being used as abundantly as in the latter, presenting better radio

conditions than cell A, as mentioned above. Nevertheless, with its high cell load value, cell B is near its

capacity limit as well.

5.1.5 4G Downlink PRB Usage Prediction

In the present study, two traffic volume migration scenarios will be developed for the same vendor but

for different sites. Therefore, there was a need to create a scenario validation method in order to find

out whether the transfer of traffic volume in question is valid. Predicting the PRB utilization rate, after

the traffic volume migration, allows to evaluate the use of physical cell resources, which can be used to

validate or not the traffic migration scenarios. Thus, a model that predicts the PRB usage in 4G cells is

created similarly to the cell throughput prediction model, described in Section 5.1.3.

In the present MLR model, the dependent variable is the downlink PRB utilization rate, PRBusage, in

%, and is given by:

PRBusage = β0 +

n∑
i=1

βixi. (5.2)

The traffic migration scenarios developed for this vendor involve four 4G cells: cell C in the UMTS

2100 MHz (U2100) migration scenario and cells D1, D2 and D3 in the 3G migration scenario. So that

the study does not exclude any cells, the model was developed for all the cells just mentioned, using the

same initial set of variables that was used in the development of the downlink cell throughput prediction

model, with the aid of residual plots and error metrics analysis.

The independent variables that were detected as relevant in the prediction of PRB usage rate for

the four cells, with zero intercept and discarding less important variables with high Pearson Correlation

(above 80%), are as follows:

• T 4G: sum of the total data traffic volume and signaling bits, in [Gb];

• S64−QAM : proportion of 64-QAM samples, in [%];
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• S16−QAM : proportion of 16-QAM samples, in [%];

• U64−QAM : percentage of unsuccessful HARQ transmissions rate using 64-QAM, in [%].

In the migration scenarios, data traffic will be transferred to these 4G cells, which will be reflected in

the data traffic volume independent variable. Thus, the purpose of the current model is to subsequently

estimate the PRB usage rate after migration by updating the data traffic volume variable with the new

values (the old ones as well as the received volume of traffic also added), assuming the same channel

quality.

As expected, the most relevant samples for the current model are those referring to periods of high

use of cell resources that are equivalent to periods of high cell throughput. Consequently, analogously to

the first 4G capacity model, only samples with downlink cell throughput values above the 70th percentile

value are used.

In order to illustrate the model, the results will be presented in detail for one cell on each site. There-

fore, for the first scenario, the only hypothesis is cell C, while for the second scenario cell D2 was chosen,

as it presents a more reliable estimate.

Cell C

Figure 5.7 presents the proposed MLR model results, where the real PRB usage, given by measure-

ments, along with the predicted one, provided by the model, are displayed, for cell C. An acceptable

adjustment is observed, as the latter approximates the former.

Figure 5.7: 4G PRB usage model prediction for cell C.

A residual plot analysis is performed in Figure 5.8, for statistical evaluation of the current model.

Focusing on the plot of residuals vs fitted values, it is possible to verify a linear trend described by the

red line which confirms the existence of linearity between the independent variables and the dependent

variable. The absence of rectilinear patterns confirms the independence of the residuals. In addition,

the residuals follow a normal distribution, which can be verified by the normal Q-Q plot, in which the
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Figure 5.8: MLR model diagnostic plots for cell C.

existence of outliers is also present, although their treatment does not significantly alter the model due

to their reduced quantity.

Cell D2

For the given cell, the MLR model results are represented in Figure 5.9, being possible to visualize both

the measured PRB utilization rate and the adjusted one, where the latter describes more effectively the

former, comparing with the first cell.

Figure 5.9: 4G PRB usage model prediction for cell D2.

Figure 5.10 displays the residuals vs fitted values and normal Q-Q plots to validate the proposed

model.

In the plots generated for the present cell, the linearity is present once again, while the independence

of the residuals becomes more evident. As in the first cell, the normality of the residuals is verified in the

normal Q-Q plot, in which the residuals follow the diagonal dashed line, this time with less deviations.
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Figure 5.10: MLR model diagnostic plots for cell D2.

Error Metrics

The error metrics associated with the PRB usage prediction model as well as the estimated coefficients,

are shown in Table 5.3, confirming its high reliability. It is noticeable that the model presents better met-

rics for cell D2, which can be justified due to the periodic behavior of its PRB utilization rate, compared

to the other cells that present more irregular behaviors and more peak usage times. Cell D3 stands out

in the irregularity of its PRB usage, making its prediction more difficult and, therefore, it presents worse

results.

Table 5.3: 4G PRB usage model error metrics and estimated coefficients.

Cell R2
a Corr [%] MAPE [%] RMSE [%] Estimated Coefficients

C 0.964 93.32 15.16 1.36
PRBusage ∼ 4.987T 4G − 0.019S64−QAM+

+0.032S16−QAM + 0.188U64−QAM

PRBusage ∼ 3.400T 4G + 0.006S64−QAM+
D1 0.942 91.44 19.12 1.67

+0.072S16−QAM + 0.030U64−QAM

D2 0.986 96.56 11.05 1.37
PRBusage ∼ 1.911T 4G − 0.033S64−QAM+

+0.109S16−QAM + 0.097U64−QAM

PRBusage ∼ 1.591T 4G + 0.014S64−QAM+
D3 0.937 88.86 27.89 0.99

+0.056S16−QAM + 0.026U64−QAM

5.2 5G Cell Capacity Model

5.2.1 Introduction

In parallel with the development of MLR models for 4G technology, an MLR model for 5G technology was

also created, but for another vendor, taking into account the data available for the present study. The
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purpose of this model is to predict the PRB usage in order to ascertain the consequences of transferring

downlink data traffic from 4G cells to the respective 5G cell, which is described later in Section 6.3.

The development process of the 5G cell capacity model is similar to the one described for the 4G

capacity model, regarding the mentioned methods of downlink PRB usage and downlink cell throughput

prediction. For this vendor and technology, KPIs differ slightly from the previous models, although the

same analysis is performed.

As mentioned, this model uses a distinct data set, belonging to another vendor, from a real 5G

network, collected over a period of two and a half months on an hourly and cell basis. The analyzed

area considers 7 cells of 3 sites, operating in the 3.5 GHz frequency band with 80 MHz of system

bandwidth.

5.2.2 5G Downlink PRB Usage Prediction

The prediction of the PRB usage rate allows evaluating the use of cell resources, in order to be able to

analyze its behavior when receiving 4G data traffic volume.

In order to estimate the downlink PRB utilization rate, in %, the dependent variable is given by:

PRBusage = β0 +

n∑
i=1

βixi. (5.3)

Although the majority of the 5G traffic volume is residual, since the 5G network is not yet open to

public, the cells with the most data traffic volume were chosen (cells E and F), belonging to the same

site but different sectors. Thus, the model is developed for these specific cells in order to increase the

model’s reliability and, subsequently, traffic migration scenarios are performed on them.

With zero intercept, the independent variables that were detected as the most relevant in predicting

the PRB usage rate, rejecting variables with less importance and high correlation with more important

variables (Pearson Correlation above 80%), are the following:

• T 5G: total downlink traffic volume in a cell, in [Gb];

• UENR: average number of LTE-5G NR NSA Dual Connectivity (DC) UEs using the current cell as

the Primary Secondary Cell (PSCell);

• CCEusage: Physical Downlink Control Channel (PDCCH) Control Channel Element (CCE) usage

rate, in [%];

• CQIavg: average CQI values ranging from 0 to 15.

The purpose of the model is to estimate the cell PRB utilization rate after it receives the LTE traffic

volume of the respective cells and, thus, to anticipate the impact of this data transfer on the 5G cell.
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Below are presented the results of the proposed MLR model with diagnostic plots and a later analysis

of the error metrics.

Cell E

Figure 5.11 presents the model results, for cell E, in which is possible to visualize both the measured

PRB usage rate, given by measurements, and the adjusted one, provided by the model. An acceptable

adjustment is observed, as the latter approximates the former.

Figure 5.11: 5G PRB usage model prediction for cell E.

Additionally, diagnostic plots are displayed in Figure 5.12, for statistical evaluation of the model.

Figure 5.12: MLR model diagnostic plots for cell E.

Analyzing the residuals vs fitted values plot, the red line does not always depict a linear trend, since

the existing traffic in 5G cells is mainly residual, presenting rare traffic peak times. For the same reason,

the residuals are not uniformly distributed along the line, thus verifying the dependence of the residuals.

Despite that, the normal Q-Q plot ensures the normality of the residuals, since they follow the straight

dashed line with the presence of some outliers, as expected.
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Cell F

For the given cell, the MLR model results are presented in E Figure 5.13, in which the real PRB usage

along with the predicted one are displayed. It can be stated that the latter effectively describes the

former.

Figure 5.13: 5G PRB usage model prediction for cell F.

Figure 5.14 presents the residuals vs fitted values and normal Q-Q plots to validate the proposed

model.

Figure 5.14: MLR model diagnostic plots for cell F.

The traffic volume behavior in this cell is very similar to the one present in cell E and therefore the

assumptions of linearity and independence are not yet verified. However, the residuals follow a normal

distribution, as can be seen in normal Q-Q plot, in which the residuals follow the diagonal dotted line,

except in the presence of the expected outliers.

Error Metrics

Table 5.4 describes the error metrics values as well as the coefficients estimated by the model. Despite

the presence of outliers and the unsatisfactory results in the residual plot analysis, the values of the error
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metrics are quite positive, presenting the necessary reliability in order to be able to produce sufficiently

realistic scenarios thereafter.

Table 5.4: 5G PRB usage model error metrics and estimated coefficients.

Cell R2
a Corr [%] MAPE [%] RMSE [%] Estimated Coefficients

E 0.996 95.41 2.4 0.22
PRBusage ∼ 0.058T 5G − 0.144UENR+

+0.653CCEusage + 0.022CQIavg

PRBusage ∼ 0.057T 5G − 0.270UENR+
F 0.990 97.35 2.48 0.41

+0.733CCEusage − 0.011CQIavg
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This chapter presents three different traffic volume transfer scenarios. Section 6.1 provides a migra-

tion scenario through the U2100 frequency band switch-off, whereas Section 6.2 details a more complex

transfer scenario with the complete 3G switch-off, based on the development of a link budget for both

uplink and downlink. These first two scenarios were built for the same vendor, but distinct sites, and

use the power consumption models presented in Chapter 4. In addition, a simple scenario of data traffic

volume migration from 4G cells to the respective 5G cell was created in order to predict the impact of

4G traffic on the resources that 5G provides, presented in Section 6.3.

6.1 U2100 Traffic Migration Scenario

6.1.1 Introduction

Cellular networks are changing, and some are sunsetting. With increasing 4G proliferation and 5G

already being implemented in some regions, network operators’ focus lies in 2G and 3G switch-off to

free up the spectrum they occupy and reuse it with newer and more efficient cellular technologies in order

to provide a faster and more responsive network to their costumers. However, due to the significant size

of the markets for 2G based M2M and IoT applications, many European mobile operators are planning

to retire 3G services before 2G [78].

Although the main reason for network shutdowns is that Mobile Network Operators (MNOs) have lim-

ited spectrum available for expansion, the legacy networks’ switch-off can have a great impact in energy

consumption and thus reduce MNOs’ costs and ecological footprint, as mentioned. Taking into account

that BSs are the main energy consumers of a cellular network and since the energy consumption by the

radio equipment represents more than 50% of the total consumption of a BS, energy efficiency solutions

applied to RRUs are provided [79].

In addition to the RRUs operating on a single technology, this vendor presents radios shared between

2G and 3G in the 900 MHz band, as already discussed in Chapter 4. Thus, this section provides a traffic

volume migration scenario applied to a site with shared radios, based on the switch-off of the U2100

frequency band, whose traffic volume transits to other available frequency bands, whether from GSM,

UMTS or LTE, while the traffic volume belonging to the UMTS 900 MHz (U900) band remains intact.

6.1.2 Migration and Capacity Analysis

The site and sector where cell C is located was used in order to present a traffic migration scenario,

consisting of a GSM 900 MHz (G900) cell, one U900 cell, two U2100 cells and cell C, which operates in

the LTE 800 MHz (L800) frequency band.

Given that the cell coverage of U900 is theoretically larger than U2100, and presupposing that this

is still valid when comparing cells of different technologies, i.e., assuming that the cell coverage of L800
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is also wider than U2100 and that the distribution of users remains unchanged in order to simplify the

scenario, it is possible to transfer the voice traffic volume (CS) from the U2100 cells to the U900 cell and,

in turn, their data traffic volume (Release 99 (R99) and HSDPA) to the L800 cell (cell C).

The results of the traffic transfer simulation are presented in Figure 6.1, in which the CS voice traffic

volume of U900 cell increases by an average of 39.36% after receiving the voice traffic volume from

the U2100 cells, whose data traffic migration leads to an average increase of 30.70% in the data traffic

volume of the L800 cell, thus having a major impact on the U900 cell, as expected. For each cell, only

200 samples are illustrated in order to facilitate the visualization and interpretation of the plots.

(a) U900 CS voice traffic. (b) L800 (cell C) data traffic.

Figure 6.1: Comparison of traffic volume before and after U2100 migration.

With the transfer of traffic volume from the U2100 cells, during the busy hour there is a 37.46%

increase in the volume of CS voice traffic from cell U900 as well as an increase of about 22.38% in the

volume of data traffic from cell L800. Although the majority of data traffic volume is transmitted in the 4G

frequency band at any time of the day, an estimation of the post-migration downlink PRB utilization rate

was performed using the PRB usage prediction model developed for cell C, described in Section 5.1.5,

and is shown in Figure 6.2. When updating the data traffic volume independent variable with the new

values resulting from the transfer, it is possible to obtain a hypothetical estimate of the PRB utilization

rate after migration using the model previously proposed, while the remaining independent variables

reflect the same radio conditions around the cell.

Figure 6.2 displays the measured PRB utilization rate along with the one estimated after the mi-

gration, for the periods of higher traffic, i.e., only for samples whose cell throughput values are above

the 70th percentile. During the busy hour of the estimated period, the L800 cell PRB usage rate have

increased nearly 4.90%, confirming that the transfer of data traffic from the U2100 cell to the L800 cell

does not have a relevant impact on the PRB utilization rate of the latter. In addition, the predicted values

never exceed a 100% usage rate, thus allowing its migration.
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Figure 6.2: L800 cell PRB usage prediction after U2100 traffic migration.

6.1.3 Energy Balance

It is also important to analyze the energetic impact that the traffic volume migration of the U2100 band

causes in the receiving frequency bands, which will be determined through the energy consumption

models presented in Chapter 4. Figure 6.3 displays the power consumption for the actual traffic data,

estimated before the traffic volume migration, as well as the predicted power consumption after the

transfer, both estimated by the RRUs power consumption models, for each RRU that receives traffic

volume.

(a) For GU900 RRU. (b) For L800 (cell C) RRU.

Figure 6.3: Comparison of power consumption before and after U2100 migration.

As expected, the traffic volume of U2100 that was migrated to the other bands, does not generate

a high increase in the power consumed by the radios present in the current site and sector. Thereby,

a study of RRUs power consumption is developed, in order to estimate the energetic impact on the

present site and sector due to the U2100 band switch-off. In Table 6.1 it is possible to analyze the

difference between the real power consumption (pre-migration) and the expected power consumption

(post-migration) in different circumstances. The energy consumption of the remaining BS components

is not considered here.
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Table 6.1: Balance of RRUs energy consumption within the U2100 scenario.

P 50% [W] P 95% [W] Avg Power [W]

Band Before After Before After Before After

L800 190.47 191.28 195.63 197.26 191.02 191.85

U2100 212.33 0 220.89 0 213.69 0

GU900 263.56 263.87 267.32 268.04 263.88 264.21

TOTAL 666.35 455.14 683.84 465.30 668.60 456.06

The energy consumption balance, shown in Table 6.1, presents some calculations regarding the

power consumed by the RRUs of the current site and sector, such as power values in busy hour (95th

percentile), median (50th percentile) and also mean power. Performing a deeper analysis at the level

of the mean power, it is estimated an increase of 0.43% in the RRU that operates in the L800 band,

corresponding to 0.83 W in energy consumption, and an increase of 0.12% in the average power of the

shared GU900 RRU, which corresponds to 0.33 W. On the other hand, there is a reduction of 100%

in the overall power of the RRU operating in the U2100 band, since this one has been switched off.

Therefore, a 31.79% reduction in the total average power consumed by all the RRUs of that site and

sector is estimated, resulting in a decrease of 212.54 W.

6.2 3G Traffic Migration Scenario

6.2.1 Introduction

As already mentioned, in Europe, it is estimated that MNOs will turn-off the 3G networks before 2G,

which is primarily due to the extensive roll-out of M2M and IoT types of services based on 2G technology.

The cost of migrating a large number of M2M connections remains a cause for concern by the MNOs,

being a key factor in maintaining 2G longer than 3G services [78]. Thus, the current scenario suggests

a complete 3G shutdown, releasing both U900 and U2100 frequency bands by swapping their traffic to

other technologies.

The purpose was to create a more complex scenario than the previous section, since the traffic

migration will be based on the coverage areas mapping of each cell belonging to the site and sector,

through the development of a link budget that approximately portrays the real radio propagation condi-

tions of the cells in question. After the cell coverage mapping and subsequent traffic volume transfer,

the BS energy consumption is analyzed using the models presented in Chapter 4 for RRUs that operate

on a single technology. Thus, the study was carried out for a BS composed of radios separated by

frequency band, in order to be able to switch-off the U900 band RRU, which was not allowed in the
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previous scenario since the respective site owns radios shared between the G900 and U900 frequency

bands.

6.2.2 Link Budget

This subsection comprises of a link budget for both uplink and downlink transmission directions held for

the site and sector consisting of a G900 cell, one U900 cell, two U2100 cells and, finally, a cell for each

4G frequency band: L800, LTE 1800 MHz (L1800) and LTE 2600 MHz (L2600), already referred as cell

D1, D2 and D3, respectively. The presented calculations as well as the typical values adopted during

the link budget development are based on approaches detailed in [15] and [80].

In a first phase, the link budget calculations estimate the maximum allowed signal attenuation (path

loss) between the mobile and the BS antenna. The maximum path loss allows the maximum cell range

to be estimated with a suitable propagation model.

The link budget was built in parallel for each frequency band from the different network technologies,

going into detail on 3G services (CS, PS R99 and HSPA). In this subsection, link budget calculations are

briefly discussed. Several parameters were obtained by manipulating the actual data from the respective

cells, whenever possible, in order to obtain a more reliable estimate.

Data Rate

In order to portray the conditions observed at the cell edge, the data rate was given through the 5th

percentile values of the user throughput measured in each cell. For the 3G technology data services,

it was calculated the PS interactive High Speed (HS) and DCH/FACH user throughput in both downlink

and uplink directions, in a measurement period of 15 minutes, while the AMR 12.2 kbps bit rate was

used for both 2G and 3G voice service.

In the case of the LTE network, the 5th percentile of the L800 cell throughput was calculated, while for

the remaining bands the user throughput was estimated based on the proportion of bandwidth relative

to the L800 cell using its 5th percentile user throughput value. Since the L800 cell bandwidth is 10 MHz

and, in turn, the bandwidth of both L1800 and L2600 cells is 20 MHz, the data rates of these last cells

will be twice the 5th percentile of the first cell throughput.

Parameter Values

Tables 6.2 and 6.3 introduce the parameters used in downlink and uplink link budgets, respectively.

Both provide a description of the parameters along with some parameter assumptions based on [15]

and [80]. Other parameters, such as Equivalent Isotropic Radiated Power (EIRP), are obtained based

on calculations presented in the tables as well.
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Table 6.2: Downlink link budget parameters [15], [80].

Description Value used

BS maximum transmission power. It is given by the vendor. -

BS antenna gain depends on the antenna size and the number of sectors. It is given
by the manufacturer. -

Cable loss between the base station antenna connector and the antenna. The cable
loss value depends on the cable length, cable thickness and frequency band. 2.0 dB

EIRP [dBm] = BS max tx power [dBm] + BS antenna gain [dBi] − Cable loss [dB] -

UE RF noise figure. It depends on the frequency band, Duplex separation and on
the allocated bandwidth. 7.0 dB

Bandwidth. It is fixed by the MNO. For G900:
200 kHz

Thermal noise [dBm] = 10 log10(k(Boltzmann constant)× T (290K)× bandwidth) -

Receiver noise floor [dBm] = UE RF noise figure [dB] + Thermal noise [dBm] -

Receiver sensitivity [dBm] = Receiver noise floor [dBm] + SINR [dB] For G900:
-104.0 dBm

Interference margin accounts for the increase in the terminal noise level caused by
the other cell. 4.0 dB

Control channel overhead. 1.0 dB

UE antenna gain depends on the type of device and on the frequency band. 0 dBi

Body loss is typically included for voice link budget where the terminal is held close
to the user’s head.

For voice:
3.0 dB

BS Maximum Transmission Power

Although the MNO provides these values, it was necessary to map the 3G power, since the link budget

is held for the different services.

The maximum transmit power, PTotal, which has to be divided by all the transport channels. With

HSDPA, the total power is given by, [81]:

PTotal = PCCH + PDCH + PHSDPA (6.1)

where PCCH is the power allocated to the control channels, PDCH the power of DCH and PHSDPA the

power available for the service HSDPA.

Voice and PS R99 users are allocated on dedicated channels (DCH), which carry various services,

such as AMR with different bit rates and the various PS R99 (8, 16, 32, 64, 128, 144, 256 and 384 kbps).

Hence, a simple MLR model was developed, whose coefficients are used to estimate the respective
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Table 6.3: Uplink link budget parameters [15], [80].

Description Value
used

UE maximum transmission power for power class 3. Different power classes would
have different power levels. 23.0 dBm

UE antenna gain (see Table 6.2). 0 dBi

Body loss (see Table 6.2). For voice:
3.0 dB

EIRP [dBm] = UE max tx power [dBm] + UE antenna gain [dBi] − Body loss [dB] -

BS RF noise figure. It depends on the implementation design. 2.0 dB

Bandwidth. It depends on bit rate, which defines the number of resource blocks. As-
suming a two resource block allocation for LTE.

For 3G:
3.8 MHz

Thermal noise (see Table 6.2). -

Receiver noise floor [dBm] = BS RF noise figure [dB] + Thermal noise [dBm] -

Receiver sensitivity [dBm] = Receiver noise floor [dBm] + SINR [dB]
For G900:

-114.0
dBm

Interference margin accounts for the increase in the terminal noise level caused by
the interference from other users. Since LTE uplink is orthogonal, there is no intra-cell
interference. However, a margin for the other cell interference is still required.

-

Cable loss between the base station antenna and the low noise amplifier. The cable
loss value depends on the cable length, cable type and frequency band. 0 dB

BS antenna gain depends on the antenna size and the number of sectors (see Ta-
ble 6.2). -

Fast fading margin is typically used with WCDMA due to fast power control to allow
headroom for the power control operation.

For 3G:
1.8 dB

Soft handover. For 3G:
2.0 dB

powers, and it is described by:

PTotal = β0 + β1RV oice + β2RPSR99
+ β3RHSDPA. (6.2)

The independent variables are the normalized bit rates corresponding to the services of voice (RV oice),

PS R99 (RPSR99
) and HSDPA (RHSDPA), whose respective powers are given by PV oice, PPSR99

and

PHSDPA. With the intercept and the coefficients of the independent variables, it is possible to estimate

the proportion of power allocated to each transport channel. The intercept will represent the PCCH , while

the remaining coefficients will depict the power of the respective services. The approximate values of the
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proportions are: 17.5%, 23.1%, 2.4% and 57,0% for PCCH , PV oice, PPSR99
and PHSDPA, respectively.

SINR in LTE

The SINR value depends on the modulation and coding schemes, which again depend on the data rate

and on the number of resource blocks allocated. The number of PRBs is given by Table 2.4, depending

on the bandwidth. As mentioned, the downlink bandwidth is fixed by the MNO, while a 360 kHz uplink

LTE bandwidth is assumed, which corresponds to an allocation of two PRBs [15]. Multiplying the data

rate on cell edge (given by the 5th percentile of user throughput) by 1 ms, the TBS value is obtained,

since it represents the number of bits which can be transmitted per 1 TTI, which is 1 ms long. Giving the

TBS value and the number of PRBs, the TBS index can be determined, leading further to the CQI value,

which is then used to map SINR. The tables used in these approach are presented in Appendix A.

SINR in UMTS

For UMTS, the procedure was similar to the LTE approach. Once again, the TBS is the number of bits

that can be transmitted per 1 TTI, which, in turn, is equal to 2 ms for UMTS. The TBS value can be

calculated by multiplying the user throughput by 2 ms. Assuming the UE belong to Category 14 devices,

while it uses 64-QAM and does not use MIMO, it is possible to map the CQI with the TBS value, as

presented in Appendix A. Finally, the UMTS SINR can be given by, [82]:

CQI = SINR+ 4.5. (6.3)

Propagation Model

A propagation model describes the average signal propagation and converts the maximum allowed

propagation loss to the maximum cell range. It depends on conditions such as environment (urban,

rural, etc), distance, frequency, indoor/outdoor and atmospheric conditions.

One of the most widely used radio propagation estimate models is the Okumura-Hata model, espe-

cially in urban environments, and it is described in dB by, [83]:

LU = 69.55 + 26.16 log10(f)− 13.82 log10(hBS)− CH + [44.9− 6.55 log10(hBS)] log10(d) (6.4)

where LU is the pass loss in urban areas, f is the frequency of transmission in MHz, hBS is the effective

height of BS antenna in meters and d is the distance between BS and MS in km. In addition, CH is a

correction factor which depends on the environment type. For small and medium-sized cities it is given

in dB by, [83]:

CH = 0.8 + (1.1 log10(f)− 0.7)hMS − 1.56 log10(f) (6.5)

where hMS is the height of MS antenna. For large cities and frequencies between 150 and 1500 MHz,

87



the correction factor is presented in dB by, [83]:

CH =

{
8.29[log10(1.54hMS)]2 − 1.1, f ≤ 200

3.2[log10(11.75hMS)]2 − 4.97, f ≥ 400
. (6.6)

In this scenario, the site is located in Lisbon, thus, considering its size, the correction factor for

medium cities was used. The hMS is assumed to be fixed to 1.5 meters [83], while the hBS is provided

by the MNO.

6.2.3 Migration and Capacity Analysis

With the development of the link budget for uplink and downlink it is observed that the distances be-

tween BS and MS are mostly more restrictive for uplink and, therefore, traffic volume will be transferred

according to them. In order to map the traffic proportions to be transferred, the cell coverage areas,

ACell in this direction of transmission are calculated by, [84]:

ACell =
3
√

3

2
R2, (6.7)

where R is the distance radius coverage given also by d.

In first place, the coverage area of UMTS voice service is smaller than the coverage area corre-

sponding to the G900 cell, thus, the voice traffic volume of both U900 and U2100 cells is migrated to the

G900 cell. In order to determine the UMTS voice traffic in Erlangs, ρV oice, which is firstly given by Mbps,

Equation (6.8) is used, where λm is the voice traffic in bps, given by KPIs, and µm is the several data

rates available on voice services and, consequently, the channel capacity, also in bps, being m = {12,

64, AMR-WB}, allowing the voice traffic transfer from UMTS to GSM [85].

ρV oice =
∑ λm

µm
. (6.8)

In addiction, the coverage area of L2600 involves the areas corresponding to the U2100 data services

(comprised of R99 and HSPA), thus their data traffic volume are transferred directly to the L2600 cell.

However, the same does not happen with the U900 data services area, which is wider than the L2600

cell coverage area and, thus, traffic migration proportions are calculated for each 4G cell, based on the

comparison of each cell area. Through the proportions mapping, 49.88% of the U900 data traffic volume

is transferred to the L2600 cell, 33.19% to the L1800 cell and, finally, the remaining 16.93% are migrated

to the L800 cell.

The traffic transfer simulation are illustrated in Figure 6.4, in which it is possible to verify a large

increase in G900 voice traffic volume, which rises to an average of 483.48%, after receiving the 3G

voice traffic. In turn, the L2600 cell is the 4G cell that receives more data traffic from U900 cell while

obtaining the entire U2100 data traffic, therefore, its traffic volume increases by an average of 91.79%,

whereas the data traffic volume from L800 and L1800 cells increases 5.23% and 1.79%, respectively,
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after receiving the remaining U900 data traffic.

(a) G900 CS voice traffic. (b) L2600 (cell D3) data traffic.

Figure 6.4: Comparison of traffic volume before and after 3G migration.

During the busy hour (95th percentile), there is an increase of about 415.39% in the volume of 2G

CS voice traffic as well as a 63.52% increase in the L2600 traffic volume. In turn, for L800 and L1800

cells, traffic increments continue with low significance, being 2.20% and 2.16%, respectively.

An estimate of the post-migration downlink PRB utilization rate was performed using the PRB usage

prediction model developed for the present cells, described in Section 5.1.5. When adding the new traffic

volume to the previous independent variable value of data traffic volume, the MLR model estimates the

PRB utilization rate after migration, whereas the remaining independent variables maintain the same cell

radio conditions. Since the L2600 data traffic volume suffers the biggest data traffic increase, compared

to other 4G cells, the estimate result is displayed in Figure 6.5 for this cell (cell D3).

Figure 6.5: L2600 cell PRB usage prediction after 3G traffic migration.

Figure 6.5 shows the real PRB utilization rate as well as the estimated rate after the transfer, for L2600

cell (cell D3), during high traffic periods (for samples with cell throughput above the 70th percentile).

Although the cell in question receives a significant amount of data traffic volume, it offers some capacity

margin, since the PRB usage rate remains far from reaching 100% (maximum use of resources) with an
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increase of nearly 8.76% during the busy hour of the estimated period, confirming that the migration of

data traffic does not negatively impact recipient cells.

6.2.4 Energy Balance

Using the energy consumption models presented in Chapter 4, an energy consumption balance is per-

formed, analyzing the impact that the migration detailed above causes on the receiving cells. Figure 6.6

displays the energy consumption for the measured traffic data along with the estimated energy con-

sumption after the migration, both predicted using the RRUs power consumption models, for G900 and

L2600 RRUs, once the latter receives more traffic volume than the other 4G cells.

(a) For G900 RRU. (b) For L2600 (cell D3) RRU.

Figure 6.6: Comparison of power consumption before and after 3G migration.

Since the majority of power consumption is baseline, it is expected that the increase in traffic on

the radios that remain on will not have a significant impact on their energy consumption. To prove this

statement, an analysis of RRUs power consumption is conducted for the radios present in the current

site and sector, thus studying the energy impact generated by the switch-off of 3G RRUs. Table 6.4

details a comparison between the energy consumption before and after the traffic volume transfer. The

study does not include the power consumption of the remaining BS components.

The balance of power consumption, presented in Table 6.4, provides several estimates of the power

consumed by each RRU in different circumstances such as power values in busy hour (95th percentile),

median (50th percentile) and also average power. Regarding the mean values, the L800, L1800 and

L2600 RRUs suffer an increase of 0.10%, 0.13% and 0.75% in power consumption, which corresponds

to 0.19 W, 0.37 W and 2.27 W, respectively, whereas G900 RRU power consumption increases 7.53%,

corresponding to 11.63 W. Nevertheless, the energy consumption of both 3G RRUs is reduced by 100%

with their switch-off. Thus, a reduction of 24.45% is finally obtained in the total average power consumed

by all the radios belonging to the current site and sector, leading to a global decrease of 307.23 W.
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Table 6.4: Balance of RRUs energy consumption within the 3G scenario.

P 50% [W] P 95% [W] Avg Power [W]

Band Before After Before After Before After

L2600 300.29 302.65 306.45 311.41 301.11 303.39

L1800 289.73 290.05 310.18 311.07 289.51 289.88

L800 188.83 189.07 195.85 196.06 189.63 189.82

U2100 165.68 0 169.87 0 166.03 0

U900 155.48 0 162.89 0 155.65 0

G900 153.94 165.01 158.44 185.23 154.40 166.02

TOTAL 1253.94 946.78 1303.68 1003.77 1256.33 949.11

6.3 5G Hypothetical Migration Scenario

For the other vendor, a simple migration scenario was created with the current data, consisting of data

traffic volume migration from 4G to 5G, considering the worst possible scenario. Although the coverage

area of the 5G cell is narrower than the respective 4G cell areas of the same site, the migration is carried

out directly, i.e., without the use of traffic proportions based on the coverage areas, since it is estimated

a significant increase in the volume of data traffic with the arrival of 5G. With this approach, it is then

assumed that the increase in traffic volume will compensate for the reduction in users of the 5G cell

compared to the respective 4G cells.

The data traffic migration results are presented in Figure 6.7 for both cells. The calculated 95th

percentile values of measured PRB utilization rate are 3.67% and 3.70% for cells E and F, respec-

tively,representing a mostly residual use of resources, as would be expected since 5G only presents

residual traffic volume as mentioned. On the other hand, for the estimated PRB utilization rate after mi-

gration, the calculated 95th percentile values are 9.86% and 14.99%, for both cells E and F, respectively;

therefore, it can then be concluded that the current 5G cells have sufficient resources to receive the 4G

mobile data traffic volume.
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(a) For cell E.

(b) For cell F.

Figure 6.7: 5G PRB usage prediction after traffic migration.
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This chapter summarizes the work developed within the Thesis scope and enumerates aspects to

be developed in future work.

7.1 Summary

The main goal of this Thesis was to develop cell capacity prediction models, in downlink direction, for

both 4G and 5G technologies, using MLR algorithms, while building traffic volume migration scenarios

using existing energy consumption models.

The LTE capacity model that predicts the downlink cell throughput consists of two modules: one

where cells with capacity saturation were detected and another where the maximum cell capacity was

estimated. In the first module, the available cells go through an analysis regarding the a list of thresholds,

in which two cells with capacity problems were detected, being both advised to perform a RF optimiza-

tion in order to minimize the channel interference. In the second module, downlink cell throughput was

predicted for both detected cells using MLR algorithms, with R2
a values of 0.991 and 0.997, which cor-

roborate the high reliability of the model along with the other error metrics provided. It is then estimated

the maximum cell capacity for the cell radio propagation environment using the proposed MLR model to

calculate the maximum cell throughput, forcing the use of all cell resources by setting the PRB utilization

rate to 100%. At the busy hour, both cells present almost no capacity margin, resulting in a cell load of

97.46% and 94.11%, demonstrating that both cells are approaching an overload situation.

The second LTE capacity model predicts the downlink PRB utilization rate, created similarly to the cell

throughput prediction model. After each data traffic volume migration, the PRB usage rate of each cell is

estimated, based on the new traffic volume that was received, allowing to evaluate the hypothetical use

of physical cell resources, which can be used to validate or not the traffic migration scenarios performed

for this vendor. Once more, the model error metrics confirm its high reliability, having R2
a values of 0.964

and 0.986, for example.

Two traffic migration scenarios were developed for these cells: the first is based on the U2100

frequency band switch-off, while the second one is more complex since it performs the complete 3G

switch-off including the development of a link budget for both uplink and downlink. Within the U2100

traffic migration scenario, the voice traffic volume (CS) from the U2100 cells was transferred to the U900

cell, leading to an average increase of 39.36% in its traffic volume, and, in turn, their data traffic volume

(Release 99 (R99) and HSDPA) migrated to the L800 cell, whose traffic volume increased by an average

of 30.70%. These traffic transfers generated a 31.79% reduction in the total average power consumed

by all the RRUs of that site and sector, resulting in a decrease of 212.54 W.

Regarding the 3G traffic migration scenario, the transfer was based on the coverage areas map-

ping of each cell, through the development of a link budget that approximately portrays the real radio

propagation conditions of the cells in question. The link budget calculations provided the cell coverage
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areas, allowing to map the traffic proportions to be transferred. With the migration, there was a signifi-

cant increase in G900 voice traffic volume, as expected. The PRB utilization rate was estimated for the

4G cells, taking into account the addition of data traffic volume, which remains far from reaching 100%

(maximum use of resources) with an increase of 8.76% in the L2600 cell, which suffers the biggest data

traffic increase, during the busy hour of the estimated period, confirming that the migration of data traffic

does not negatively impact recipient cells. Once more, the energy consumption balance was performed

resulting in a reduction of 24.45% in the total average power consumed by all the radios belonging to

the current site and sector, leading to a global decrease of 307.23 W.

Finally, a 5G cell resource prediction model has been proposed and developed for two cells which

present R2
a values of 0.996 and 0.990, despite the predominance of residual traffic in the measured

data that were used in the model development. The development process of this model is similar to the

one described for the 4G PRB utilization rate model, evaluating the use of cell resources, in order to be

able to analyze its behavior when receiving 4G data traffic volume. Additionally, a simple scenario of

data traffic volume migration from 4G cells to the respective 5G cell was created in order to predict the

impact of 4G traffic on the resources that 5G provides, concluding that 5G technology has enough cell

resources.

7.2 Future Work

Further work can be made to evolve this research. With the emergence of 5G technology, to enhance the

energy efficiency of 5G and provide a green future cellular networks, Artificial Intelligence (AI) usage and

ML techniques could be applied in the context of wireless networks to improve the overall performance

and efficiency.

The development of a module for monitoring and evaluating energy efficiency in 5G networks, ac-

companied with further solutions to reduce energy consumption and carbon footprint in the different

network segments, would be advantageous.

Finally, investigating the importance of KPIs which may impact the QoS and QoE, traffic prediction

models could be developed in order to constitute an AI-based network optimization which would optimize

network sites power consumption through several parameters.
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A
SINR Mapping Tables

These presented tables allow to map the TBS index, the CQI and SINR values.
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Figure A.1: LTE TBS index mapping table (for 2 PRBs adapted from [86]).
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Figure A.2: LTE TBS index mapping table (for 50 PRBs adapted from [86]).
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Figure A.3: LTE TBS index mapping table (for 100 PRBs adapted from [86]).
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Figure A.4: CQI mapping table for LTE (adapted from [86]).
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Figure A.5: SINR mapping table for LTE [87].

Figure A.6: Applicability of CQI mapping tables [88].
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Figure A.7: CQI mapping table G [88].
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