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Abstract

During the last years several clinical decision support systems have been developed, some of which with clearly improved efficiency. However, this kind of decision computing process has not been quite explored in cancer treatment. In this work a control system that designs an optimal therapy based on adaptive control methods, allowing the eradication of a metastatic renal cell carcinoma as quickly and efficiently as possible and with lower associated toxicity, is developed.

In order to do so, a new mathematical model describing the growth of this kind of tumor is developed, taking into account the effects of two of the most promising therapies: anti-angiogenesis and immunotherapy. Additionally, models describing pharmacodynamical aspects of the organism are also included.

The therapy is designed through multiple model adaptive control. Together with a system of selection and aggregation of key classes of models, it allows to deal with the uncertainty associated with the patient, namely his intra and inter variability.

The results demonstrate that the built system presents robustness in terms of stability and performance. The reference following errors for the simulations are around 3 %, which allows a tumor eradication in less than a year and a half with mild and moderate toxicity levels.

Therefore, the tool developed allows to create new perspectives in the creation of decision support systems for cancer therapy, thus enhancing the medical choices.
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Resumo

Nos últimos anos, vários sistemas de suporte à decisão clínica têm sido desenvolvidos, apresentando alguns deles uma clara melhoria de resultados. No entanto, este tipo de processo computarizado de decisão não tem sido muito explorado no tratamento do cancro. Neste trabalho, pretende-se desenvolver um sistema de controlo adaptativo, que projecte uma terapia óptima, permitindo a erradicação do cancro de carcinoma metastático de células renais, da forma mais rápida e eficiente possível e com menor toxicidade associada.

Para tal, um novo modelo matemático que descreve o crescimento deste tipo de tumor é desenvolvido, tendo em conta os efeitos de duas das mais promissoras terapias: anti-angiogénese e imunoterapia. Para além disso, modelos que descrevem aspectos farmacodinâmicos do organismo são também incluídos.

A terapia é projectada através de controlo adaptativo por múltiplos modelos que, juntamente com um sistema de selecção e agregação de classes chave de modelos, permite lidar com a incerteza associada ao paciente, nomeadamente à sua intra e inter variabilidade.

Os resultados demonstram que o sistema construído apresenta robustez em termos de estabilidade e desempenho. Os erros de seguimento de referência para as simulações efectuadas situam-se nos 3 %, o que permite uma erradicação do tumor em menos de um ano e meio e com níveis de toxicidade suaves ou moderados.

Desta forma, a ferramenta desenvolvida permite criar novas perspectivas na criação de sistemas de suporte de decisão para tratamento de cancro, potenciando assim as escolhas médicas.
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Design de Terapias de Cancro; Modelo de Crescimento do Tumor; Anti-Angiogénese; Imunoterapia; Controlo Adaptativo por Múltiplos Modelos; Agregação de Modelos
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1.1 Motivation

Cancer is one of the most predominant causes of death with 14 million new cases globally, claiming 8.2 million lives yearly, as of 2012 [1]. If cancer-specific and sex-specific trends continue, an increase in the incidence of all-cancer cases by around 60%, will have reached 22.2 million cases in 2030, as predicted in [2]. This number can grow due to the aging and growth of the world population alongside with the adoption of unhealthy behaviors. This means that in the next few decades cancer is set to become the major cause of morbidity and mortality independently of the world region and level of resources [3].

A substantial part of the worldwide cancer cases can be prevented, according to the World Health Organization (WHO), through four key strategies [4]: modifying and avoiding risk factors, that can decrease death rate up to 30%; early detection, preventing tumors from becoming malignant; effective treatments, that can cure cancer or prolong patient’s life; and palliative care, allowing patients to relieve the suffering from symptoms caused by cancer.

The last fifteen years have seen remarkable progress in prevention, diagnosis and treatment of cancer, aided by technological advances and innovative research [5]. For example, due to large-scale collaborative projects and initiatives, we now have a much better understanding of genes and molecular pathways that are altered in cancer. Recent technological and scientific advancements have brought about plenty of innovative treatments, such as the Targeted Molecular Therapy (TMT) and immunotherapy, whose promising results are making these therapies to be seen as progress in the conventional treatments (surgery, radiotherapy and chemotherapy) [6–8].

Nevertheless, one of the biggest problems remains: how to find the right treatment that can destroy a tumor in an efficient and effective way in the shortest period possible and with the least impact on patient’s life. This constitutes a strong motivation for the research and development of optimized cancer therapies using methods from control theory and clustering algorithms from unsupervised learning.

1.2 Literature Review

During the last decades, the scientific community has learned a lot from biological and natural systems, using that knowledge to develop new robust algorithms to solve complex problems, resulting in one of the most promising scientific topics, the so-called “intelligent systems” [9]. Successful solutions have been achieved in a wide variety of areas, like power flow optimization [10], review rating prediction in e-commerce [11], immune system characterization [12] or the diagnosis of diabetic patients [13].

Intelligent systems must make optimal decisions by evaluating the imposed restrictions and the attributed main goals, selecting one way in detriment of the others hypothesis. Living systems have exactly the same behavior by applying the principles of survival and selection of the theory of evolution and eliminating the weakest solutions [14]. Therefore, intelligence is a property of the computer aided decision makers or decision support systems, that complement the human thought process in solving
complex problems.

Automated decision makers or helpers are system-engineering tools that tend to make optimal
decisions, taking into account the criteria and the parameterization of the problem. These tools have
been widely used [15] to achieve considerable advancements in terms of quality and efficiency of
products and services, particularly in uncertain environments with huge volumes of data. As an
example, decision maker software has been developed for portfolio optimization [16] to maximize
returns, for an automatic elaboration of hurricane mitigation plans [17], or for an automated selection
of structural materials in the construction industry [18].

In the health care sector this digital transformation is happening slowly [15], although it has been
shown to yield added value for health organizations [19, 20]. Aside from that, since the 90s it has
been strongly believed that information and decision technologies are going to promote a better per-
formance in the standards of care [21].

Some Computer-Based Clinical Decision Support Systems (CDSSs) have been successfully tested
and implemented leading to an improvement of clinical decisions, as indicates an article from 1998
[22], showing that from 18 different studies of computerized drug dosing only 2 not keep or improved
the health care practitioner performance. Another CDSS review from 2005 [23] shows also that 62
% of the CDSSs studies related to single-drug dosing improved practitioner performance and some
of them resulted in better patient outcomes. Notice that none of those studies are related to oncology.

There is a huge variety of factors that are challenging decision making along the cancer contin-
uum, particularly in cancer treatment design. Therapy decisions are arduous not only because of
the uncertainty associated with its effectiveness but also due to the possible negative outcomes that
can arise for patients. Therefore, there are emotional factors and cognitive barriers that are limiting
the implementation of CDSSs for cancer therapy design [24]. Nevertheless, some CDSSs have been
implemented, like CATIPO [25], a system that through acquiring knowledge about chemotherapy pro-
tocols can produce customized therapy plans for children. Tools supporting decision making are also
available, for instance FabAct [26], that helps the user by selecting the most appropriate chemother-
apy anti-cancer drugs, or LISA [27] that assists the choice of drug dosage in acute lymphoblastic
leukemia by facilitating access to blood information.

Apart from the clinical experiments mentioned above, the scientific community has been creating
and developing algorithms for optimizing cancer therapies. High costs, long trial times, difficulty in
multiple hypothesis testing and ethical barriers make the feasibility of clinical trials, for testing dif-
ferent approaches and finding the optimal, an expensive and ineffective solution [28]. Therefore,
mathematical modeling is an economical and powerful way of testing hypothesis and confirming ther-
apies effects. Not only does it simulate the behavior of such complex systems, like tumor growth,
Pharmacokinetics (PK), Pharmacodynamics (PD) and Drug Resistance (DR), but also and most im-
portantly their interactions.

Many tumor growth models have been developed in depth in order to incorporate all the biomedical
phenomenas and approximate them as much as possible to reality. Exponential linear models are the
simplest approaches to tumor growth [29]. After that, logistic [30] and Gompertz [31] models were
introduced, by considering tumor growth with a sigmoid shape. Taking the next step up into complexity, a dynamic carrying capacity model appears [32], representing tumor vasculature. Another known model is the one from Von Bertalanffy that derives organic growth laws from basic principles of energy [33]. Besides that, different approaches have been made, e.g. considering the angiogenesis process [34, 35], apoptosis phenomena [36], immunotherapy [37] or three dimensional cellular automaton [38].

Empirical linear and non-linear models have been developed [39] for describing PK behavior, as well as other models using image processing [40]. Concerning PD models, since the basic Hill equation [41], other modulations have been made, especially considering signal transduction systems [42]. DR plays also an important role in the systematization of tumor behavior, being mathematically represented by different models with distinctive considerations, as for example in [43, 44].

Model based dynamics optimization or optimal control has been used in order to solve tumor eradication problems, using distinct techniques. For example, the optimal control study from Swan et al. [45] is critical for the understanding of the early modeling approaches for chemotherapy. Aside from that, Schättler et al. [46] applied geometrical optimal control to challenging problems. Subsequently, the same techniques were applied to a problem where a balance between cell kill and toxicity level was considered [47]. In [48], solutions are found using optimal control with different cost functions and also receding horizon control. Several other techniques are used such as model predictive control [49, 50], or model reference adaptive control [51].

To the best of the author’s knowledge, there is no study approaching therapy optimization problem with Multiple Model Adaptive Control (MMAC), despite the fact that this control technique is used in several areas. Due to its robust performance, MMAC is a strategy that is used, as an example, for the control of blood pressure [52, 53], neuromuscular blockade [54–56], aircraft flight [57] or power systems [58].

Furthermore, MMAC combined with model clustering for finding a finite set of models that cover system dynamics is a technique that was used in [58]. A dynamic finite set of models has also been considered as for example using self-organizing map neural networks [59] or set-valued observers [60].

### 1.3 Objectives and Main Contribution

The objective of this dissertation is to develop a control based framework to design therapies for reducing tumor volume, optimizing and personalizing therapeutic, while minimizing toxic effects.

A tumor growth model is developed, using Metastatic Renal Cell Carcinoma (mRCC) clinical results, through a combination of two different treatments: anti-angiogenesis and immunotherapy. This model considers the tumor volume \( V \) to be dependent of the input drug effect \( u \).

In addition to the tumor growth model, a PD and a DR models are also going to be developed in order to assess the relation between the drug effect \( u \) and the drug concentration in the patient’s body \( C_p \). Finally, in order to complete the patient model considered in this dissertation, PK the relation
between the concentration $C_p$ and an administered drug dose $D$, is included.

The way the patient is going to react to a treatment, what kind of resistance the organism is going to show or how developed the tumor is, are variables that cannot be predicted by any doctor, since the characteristics of the patient, not only before the beginning of the therapy, but also during its course, are unknown. In this way, inter and intra-patient variability is going to be taken into account by using MMAC, a control technique in which an optimal therapy is being constantly chosen by selecting, for each time $t$, from a large variety of models the one that, simultaneously, best fits the unknown patient model and has the lowest toxicity level. The optimal control problem for each possible linearized model is solved using the Linear Quadratic Gaussian (LQG).

Finally, for making this project scalable, i.e. to allow the selection of any positive number of models, unsupervised learning in the form of clustering is going to be used to agglomerate patient models that are similar. This objective implies a constant number of controllers regardless of the number of patient models.

To conclude, the main contribution of this dissertation consists of a simulation of a tool for clinical decision-making in cancer therapy design, using adaptive control techniques. An article was also submitted in the journal *Biomedical Signal Processing and Control*.

### 1.4 Thesis Outline

In this section, an introduction to the topic that is going to be approached in the following chapters was performed, including the motivation for this work, a review of the previous contributions, and the main objectives of this dissertation.

In Chapter 2, a new tumor growth model is built, considering a multi-drug administration with anti-angiogenesis and immunotherapy.

In Chapter 3, a summary of the pharmacodynamical models used is performed, comprising PK, PD, DR and toxicity.

Chapter 4 describes the patient model used in this work, by joining the tumor growth and the pharmacodynamical models. Apart from that, several tests are made.

In Chapter 5, a controller is developed to efficiently design a therapy for a fully known patient model.

Chapter 6 adapts the previous control framework to deal with the uncertainty in the patient model. For that, an algorithm of MMAC is used.

In Chapter 7, a clustering algorithm is added to the previous established MMAC approach, for choosing from a data set the best sample of models.

In Chapter 8, an offline bolus therapy system is established.

Chapter 9 summarizes the simulations performed. The results are presented and discussed.

In Chapter 10, the final conclusions are described as well as the topics that may be interesting to discuss in the future.
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2.1 Cancer Therapies Review

Despite the large investments in research, finding the right treatment that can cure cancer still continues to be a complex problem mainly because of two reasons that can be considered life hallmarks: selection and variation. Since every patient is different, even within homogeneous histological groups, and cancer can be in several particular growth phases as well as it can be composed by cells with a plenty of mutations types, it is an arduous job to predict the entire disease and act against it.

Another disadvantage is the cancer evolution over time. An initial prognosis and adjusted treatment can be extremely accurate at the beginning but cancer in a short period can become resistant to it. This global cancer capability is called “tumor progression” [61] and constitutes the biggest challenge of tumor right prognosis and implementation of effective therapies, as well as the reason of all research efforts in understanding cancer development.

Targeted Molecular Therapy (TMT) [62] is a modern and innovative therapy that combat cancer, not acting directly against mutant cells and inhibiting cell division, but by understanding cancer pathological processes and mechanisms and stimulating or blocking it. In this way, the actions performed and toxicities of TMTs differ from those used by the classic cytotoxic therapies.

Anti-angiogenesis and some kinds of immunotherapy are different types of TMTs that are considered in the tumor model of this work.

2.1.1 Immunotherapy

The Immune System (IS) is the first internal mechanism to respond against tumor cells. The IS aims at discriminating between self and exogenous body agents, and once detected, to neutralize possible treats. It includes an innate IS composed by cells that are immediately available to combat a wide range of pathogens, and an adaptive IS that results from a production of antibodies against a particular pathogen inducing an adaptation to infection. Both systems together provide a remarkably effective defense system. Tumor cells are mainly fought by the adaptive IS since it is not a usual pathogen [63].

Immune responses depend upon lymphocytes, originated in bone marrow, which for innate IS include natural killer cells and for adaptive IS consist of T and B cells that provide the lifelong immunity that can follow exposure to different antigens. Mature T and B lymphocytes circulate in the blood or in the lymphatic system and when facing some antigen, B cells become antibody-secreting plasma cells, whereas T cells differentiate into effector T cells with a variety of defense roles. Effector T cells are the main responsible for fighting tumor cells [64].

For a better understanding of the key steps in antitumor immune response, Chen and Mellman developed a “cancer-immunity cycle” [65] – Figure 2.1. Dendritic cells are responsible for initiating this cycle, generating anticancer T cells responses by capturing tumor antigens. This acquisition process induces the activation of dendritic cells that lead them to travel to tumor-draining lymph nodes, where naïve T cells are primed to become effector T cells. T cells, after the traffic and infiltration through lymph nodes, can kill tumor cells. The death of the malign cells can trigger additional antigen detection
and then cancer-immunity cycle is restarted.

Figure 2.1: Illustration of cancer-immunity cycle. The green text represents the effect of T cell checkpoint therapies and the blue text VEGF inhibitors. Adapted from [66].

However, to prevent autoimmunity, several regulatory molecules or checkpoint pathways control T cells activation during immune response. This is a process known as peripheral tolerance, and it limits the IS capacity. Cytotoxic T-Lymphocyte-Associated Antigen 4 (CTLA-4) and Programmed Death 1 (PD-1) are the most important checkpoint pathways existing in the IS, however, playing different roles. CTLA-4 plays an important role in the priming phase, regulating naïve T cells activation. PD-1 manage pre-activated T cells found in the micro environment.

Immunotherapy has become an important way of fighting certain kinds of cancer, particularly melanoma, prostate, kidney and colorectal cancer [67].

Non-specific immunotherapies help IS fighting cancer by acting as an immune boost for example in combination with chemotherapy. Proteins like interferons or interleukins are used as an immune boost, triggering the protective defenses of the IS and consequently eradicating pathogens.

Monoclonal antibodies form another kind of therapy that can be used as a targeted therapy to block an abnormal protein in a malign cell or to be attached to specific proteins in cancer cells. This attachment can be seen as a flag to the IS, making easier the recognition and the destroying process [68].

More recently, T cell checkpoint therapies focused on acting directly on T cell priming or activation, cancer-immunity cycle key steps, by inhibiting specific immune checkpoint pathways as the ones mentioned before. New drugs have been approved such as ipilimumab (anti-CTLA-4) and nivolumab (anti-PD-1) for melanoma cancer [69].

2.1.2 Anti-Angiogenesis

Another promising treatment is called anti-angiogenesis. Angiogenesis is the process of formation of new blood vessels from pre-existing ones. The process occurs in the tumor initial growing phase. When the vascular transition is performed, tumor cells secrete angiogenic factors, such as the Vascular Endothelial Growth Factor (VEGF) that results in the stimulation of endothelial cells present in cardiovascular system surfaces. This process facilitates cell migration and proliferation, resulting
in the creation of new blood vessels that allow nutrients and oxygen transport directly to the tumor. Several drugs that block the protein VEGF-A, critical driver of tumor angiogenesis were approved like bevacizumab or sunitinib, being used for renal cell, gynecologic or head and neck cancers [70].

A remarkable discovery was the direct influence of VEGF-A on the immune cells in an inhibitory manner, aside from its effect on vasculature [66]. VEGF-A decreases adhesion molecule expression on endothelial cells, resulting in a dysfunction in tumor vasculature and in an inhibition of immune cells infiltration into the tumor, especially T cells [71, 72]. Studies have demonstrated that low levels of T cells in tumors are related to tumor angiogenesis, dysfunctions on vasculature or elevated VEGF-A concentrations [73, 74]. Aside from that, in vitro studies have shown the effect of VEGF-A in the suppression of dendritic cell differentiation, increase of checkpoint molecules on CD8 T cells, and in the control of T cells proliferation [75, 77].

This new finding contributed to an important conclusion: immunotherapy can be antiangiogenic and anti-angiogenesis can stimulate the immune system, leading to a possible synergy that can enhance antitumor effects [78]. Several clinical studies were performed in the last few years combining immunotherapy with anti-angiogenesis. For example, in a study of bevacizumab with ipilimumab versus ipilimumab monotherapy in metastatic melanoma, combination therapy resulted in a higher level of infiltrated immune cells in tumors [79]. The same results were obtained when bevacizumab was combined with atezolizumab (anti-PD-1) [80] and for sunitinib with nivolumab (anti-PD-1) [81]. In a combined therapy with bevacizumab and interferon alfa, progression-free survival was significantly improved compared with interferon alfa single agent therapy, resulting in its approval for mRCC [82].

Due to its distinctive features, mRCC is certainly a type of cancer where immunotherapy combined with anti-angiogenesis can result in great improvements. A disruption of the Von Hippel-Lindau (VHL) tumor-suppressor gene originates an overexpression of hypoxia-inducible proteins, as VEGF being the tumor highly vascularized regardless of tumor size, stage or grade [83].

The problem of choosing a concurrent or sequential therapy, optimizing dosing regimens, minimizing toxicities and selecting convenient endpoints is a key consideration for clinical development of a combined therapy between anti-angiogenesis and immunotherapy. In the following chapters this problem is going to be approached using a mathematical model to describe a patient and control techniques to optimize therapies.

2.2 Tumor Growth and Immune System Model

In order to build a tumor model susceptible to anti-angiogenesis therapy and immunotherapy, two different models were combined to reproduce cancer behavior in the presence of both treatments. Both models and a general model are described in the following subsections.

2.2.1 Tumor Model for Anti-Angiogenesis Therapy

A common model used to described tumor volume growth \( V \) is the dynamic rate equation so-called Gompertz growth, given by equation (2.1). This model has been verified in the last century, not only
In laboratory, but also in clinic, particularly due to the deceleration imposed with the population size.

\[ \dot{V} = -\lambda V \log \left( \frac{V}{V_{\text{max}}} \right). \quad (2.1) \]

In this equation a tumor maximum volume \( V_{\text{max}} \) is considered, achieved when all the available support is being used, which limits tumor growth capability. The parameter \( \lambda \) is responsible for describing the rate of the tumor growth and depends on the type of tumor.

In 1999, Hahnfeldt et al. [84] developed a new experimentally validated approach of vascular tumor growth that persists as a milestone in the related literature, not only due to the experimental validation, but also because of the simplicity and minimal parameterization of the model proposed.

The authors proposed that a model with Gompertzian growth may be assumed as a bidirectional process: the tumor regulates its own vascular support system whereas this vascular system controls the tumor volume through a nutritive supply. The nutrition levels in equation (2.1) are quantified in the variable \( V_{\text{max}} \), which is the limit of tumor volume for a maximum physiological supply. However, due to proangiogenic and antiangiogenic factors possibly secreted by the tumor or imposed by a treatment, this limit can change with time. That is why a change in the Gompertz model is proposed, introducing the concept of the time-dependent variable “carrying capacity”, \( K \), that corresponds to the effective vascular support received by the tumor. Tumor growth is thus described by

\[ \dot{V} = -\lambda V \log \left( \frac{V}{K} \right), \quad \dot{K} = f(K, V, t), \quad (2.2) \]

where \( \lambda \) has units of \( \text{day}^{-1} \) and \( K \) in \( \text{mm}^3 \).

The function \( \dot{K} \) can be characterized as

\[ \dot{K} = -\mu K + bV - dK V^{\frac{\alpha}{\beta}} - \eta Kg(t), \quad (2.3) \]

where the first term describes the spontaneous loss of functional vasculature; the second term the stimulatory effect of the tumor on the vascular system; the third term reflects the inhibitory effect due to endogenous causes; and the last one represents the external inhibition of vasculature therapy-induced by some drug administrated at the effect rate \( g(t) \).

A spatial analysis of the consumption-diffusion equation for the concentration of both the stimulator and inhibitor inside and outside the tumor was also performed in [84], leading to two main conclusions: inhibitors need to be released through tumor surface, so the impact of inhibition factor on endothelial cells, and thus on the carrying capacity, is proportional to \( r_o^2 \) or \( V^{\frac{2}{3}} \), since a spherical symmetry is considered; inhibition tends to be faster than stimulation, being inhibition term \( V^\alpha K^\beta \) faster, with \( \alpha + \beta = \frac{2}{3} \) for which Hahnfeldt et al. have chosen \( \alpha = 1 \) and \( \beta = -\frac{1}{3} \). From these assumptions, the inhibitor factor can be described as \( I(V, K) = KV^{\frac{2}{3}} \) and the stimulator factor as \( S(V, K) = V \).

Therefore, equation (2.3) can be rewritten as

\[ \dot{K} = -\mu K + bV - dK V^{\frac{\alpha}{\beta}} - \eta Kg(t), \quad (2.4) \]

where \( \mu \) is a constant representing the loss of endothelial cells due to natural causes [in \( \text{day}^{-1} \)], sometimes neglected for its small value, \( b \) is the “birth” rate [in \( \text{day}^{-1} \)], \( d \) is the “death” rate [in \( \text{day}^{-1} \text{mm}^{-2} \)] and \( \eta \) is the anti-angiogenesis killing parameter [in \( \text{kg mg}^{-1} \text{day}^{-1} \)].
It is possible to see that the system composed by equations (2.2) and (2.4) is cooperative, that is, \( \frac{\partial \dot{V}}{\partial K} > 0 \) and \( \frac{\partial \dot{K}}{\partial V} > 0 \), for \( V, K > 0 \). This means that if \( K \) increases, \( V \) follows the same behavior. Besides that, if \( K = V \) the micro environment satisfies all tumor necessities, if \( K > V \) tumor is growing, since one have more nutrients to give to the tumor beyond those strictly necessary, and if \( K < V \) the tumor is regressing.

### 2.2.2 Tumor Model for Immunotherapy

For small cancer volumes, the IS can indeed be effective in tumor eradication, but for large volumes the dynamics suppresses defense responses, rendering a cancer therapy necessary. In this way, an analysis of tumor-immune system interactions can help in understanding tumor state and how to act against it.

Several models have been developed to describe this interaction, of which Stepanova’s model stands out [85]. Although originally it accounts for an exponential tumor growth, Ledzewicz et al. [86] adapted it into a Gompertz growth used for a combination of cancer cytotoxic chemotherapy and immunotherapy in the form of an immune boost. This model gives a relation between tumor volume \( V \) and immunocompetent cell densities \( I \) (dimensionless) relating to activities of T cells, and is given by

\[
\dot{V} = -\lambda V \log \left( \frac{V}{V_{\text{max}}} \right) - \gamma VI - \rho Vc(t), \tag{2.5}
\]

\[
\dot{I} = \mu I (V - \beta V^2)I - \delta I + \alpha + \kappa Ii(t). \tag{2.6}
\]

Equation (2.5) describes tumor growth \( \dot{V} \) and has exactly the same structure of equation (2.2), with exception of the last term that describes the beneficial effect of the IS on cancer volume, being \( \gamma \) a constant denoting the elimination rate of cancer cells caused by the IS. Aside from that, since this model does not contemplate a varying carrying capacity, a constant value for the maximum volume \( V_{\text{max}} \) is considered.

A summary of the immune reaction \( \dot{I} \) is performed in equation (2.6). The influx rate of generated tumor cells is given by the constant \( \alpha \), and \( \delta \) denotes the lymphocytes death rate. The first term in this equation describes the evolution of immunocompetent cells density. It takes into account that for small tumors, cells proliferation can be proportional to the tumor volume and for large tumors a suppression of immune activity can occur, described by the subtracting term. This influence is regulated by constants \( \mu t \) and \( \beta \).

Finally, chemotherapy and immunotherapy are represented by the effects \( c(t) \) and \( i(t) \), respectively. The terms \( \rho \) and \( \kappa \) are constants symbolizing treatment sensibilities.

### 2.2.3 General Tumor Model

In order to develop a dynamic model that describes the dependency of tumor behavior on anti-angiogenesis and immunotherapy, a fusion between Hahnfeldt et al. and Ledzewicz et al. models is proposed, resulting in the following equations

\[
\dot{V} = -\lambda V \log \left( \frac{V}{K} \right) - \gamma VI, \tag{2.7}
\]
\[ \dot{K} = -\mu K + bV - dKV^2 - \eta Kg(t), \quad (2.8) \]
\[ \dot{I} = \mu_I (V - \beta V^2) I - \delta I + \alpha + \kappa I(t). \quad (2.9) \]

The term corresponding to chemotherapy was removed since this kind of therapy is not being applied and a variable carrying capacity is again considered. Furthermore, the original constant terms were modified – Table 2.1 – in order to have the system following an approximation of a mRCC cancer clinical behavior (see Appendix A). Furthermore, an interval of acceptable values for therapy effect sensibilities \( \eta \) and \( \kappa \) were defined to assure that the system response to therapy is in accordance with the clinical results considered. Aside from that, a range for tumor’s initial volume was defined between 0.3 and 10 \( cm^3 \). It is worth noticing that in this model the tumor volume \( V \) represents the aggregated sum of tumors (main tumor and its metastases). Aside from that, \( g(t) \) and \( i(t) \) represent anti-angiogenesis and immunotherapy, respectively, as an effect, i.e. are between 0 and 1, where 0 means that no therapy is being applied, and 1 the maximum effect is achieved.

**Table 2.1**: Constant terms of general tumor model composed by equations (2.7), (2.8) and (2.9).

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda )</td>
<td>0.025</td>
<td>day(^{-1} )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.1</td>
<td>day(^{-1} )</td>
</tr>
<tr>
<td>( \mu )</td>
<td>0.2</td>
<td>day(^{-1} )</td>
</tr>
<tr>
<td>( b )</td>
<td>8.7</td>
<td>day(^{-1} )</td>
</tr>
<tr>
<td>( d )</td>
<td>( 8.73 \times 10^{-4} )</td>
<td>day(^{-1} )mm(^{-2} )</td>
</tr>
<tr>
<td>( \mu_I )</td>
<td>( 3 \times 10^{-5} )</td>
<td>-</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( 5 \times 10^{-4} )</td>
<td>-</td>
</tr>
<tr>
<td>( \delta )</td>
<td>0.37451</td>
<td>-</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.15</td>
<td>-</td>
</tr>
<tr>
<td>( \eta )</td>
<td>[1.35, 11.25]</td>
<td>kg/mg/day</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>[0.1, 0.5]</td>
<td>kg/mg</td>
</tr>
</tbody>
</table>

### 2.3 General Tumor Model Simulations

Model simulations were performed for different initial conditions \( (V_0, K_0 \) and \( I_0) \) in order to evaluate model behavior in the absence of therapy – Figure 2.2.

There is an initial fast growth in curve \( K \) in all the tumor model simulations represented in Figure 2.2 due to the secretion of angiogenic factors by the tumor and therefore, a stimulation of endothelial cells. Furthermore, tumor grows depending on its carrying capacity behavior, stagnating when it achieves its maximum value, that is, when the peak of nutrients supply is reached.

This dependency of tumor volume \( V \) on carrying capacity can be also observed in equation (2.7). Since tumor growth stops when the derivative of \( V \) cancels, it is possible to express in an equation the stagnated value of tumor volume, \( V_s \). Equating equation (2.7) to zero and after some manipulation, the following equation results

\[ V_s = Ke^{-\frac{2}{\gamma}}. \quad (2.10) \]

The stagnated value of tumor volume \( V_s \) is proportional to the carrying capacity \( K \) and to another exponential term that is dependent on the immunocompetent cells density \( I \). Since \( I \in \mathbb{R}_+ \), the
The exponential term is always between \([0, 1]\), being the unitary value achieved when an immune system reaction does not exist, \(i.e.\) when \(I = 0\). This means that \(V_s\) is, up to a positive constant factor less than one, always dependent on the carrying capacity \(K\), so if a peak of nutrients supply is achieved, the tumor is going to stop its growth.

\[
(a) \quad V_0 = 3000, \quad K_0 = 4000 \quad \text{and} \quad I_0 = 0.1.
\]

\[
(b) \quad V_0 = 5000, \quad K_0 = 6000 \quad \text{and} \quad I_0 = 0.1.
\]

\[
(c) \quad V_0 = 8000, \quad K_0 = 9000 \quad \text{and} \quad I_0 = 0.1.
\]

**Figure 2.2:** Tumor model simulations for different initial conditions.

The immunocompetent cells reaction is dependent on the initial conditions, being higher in the presence of small tumors. When tumor volume is not too large, the immune system has the capability of reacting in order to control the tumor initial growth, as it is seen in Figure 2.2(a) where during the first approximately 300 days, tumor growth is almost insignificant due to an effective reaction of the immunocompetent population. However, this reaction is not evident in Figure 2.2(b) and 2.2(c) since the tumor volume initial conditions are higher. Besides that, the steepness of the Gompertzian curve of tumor volume \(V\) depends also on the immune reaction, however, in the absence of therapy, this immune system control capacity is quickly superseded by the tumor’s growth rate due to its adaptation against T cells action.

In Figure 2.3 a summary of tumor volume \(V\) growth for different initial conditions is illustrated. As
it is possible to see, only the tumor with smaller $V_0$, i.e. with $V_0 = 1000 \, mm^3$, can be controlled by the immune system. All the other tumors with higher initial conditions aim at the same maximum plateau, nevertheless with different growth rates.

![Figure 2.3](image)

**Figure 2.3:** Summary of tumor volume growth for different values of $V_0$ and $K_0$ and $I_0 = 0.1$. Following the arrow direction, the values used in the simulation are: $(V_0, K_0) = (1000, 2000), (3000, 4000), (5000, 6000), (8000, 9000), (10000, 11000) \, mm^3$.

The variation of $I_0$ influences also the way tumor grows as Figure 2.4 shows, which remains in accordance with the biological point of view: the greater the initial density of immunocompetent cells, the greater its capacity of reaction against tumor cells. However, $I_0$ does not influence the plateau achieved by the tumor, only the rate at which the plateau is reached.

![Figure 2.4](image)

**Figure 2.4:** Summary of tumor volume growth for $V_0 = 4000 \, mm^3$ and $K_0 = 4000 \, mm^3$ and different values of $I_0$. Following the arrow direction, the values used in the simulation are: $I_0 = 0.1, 0.3, 0.5, 0.7, 0.9, 1.4$. 
2.4 Linearization and Trajectory Analysis

Considering that the state variables of the previously defined model can be represented as \( x = [V \ K \ I]^T \) and the input rate as \( u = [g \ i]^T \), the model can then be seen as

\[
\dot{x} = f(x, u).
\] (2.11)

In this way, the system linearization around the equilibrium point, that is, for \( x_{eq} = [V_{eq} \ K_{eq} \ I_{eq}]^T \) and \( u_{eq} = [g_{eq} \ i_{eq}]^T \), is given by the following linear system

\[
\frac{d}{dt} \Delta x = A \Delta x + B \Delta u,
\] where

\[
A = \left[ \frac{df}{dx} \right]_{x=x_{eq}, u=u_{eq}} \quad B = \left[ \frac{df}{du} \right]_{x=x_{eq}, u=u_{eq}}.
\] (2.12)

By equating tumor differential equations to zero as following

\[
\begin{align*}
\dot{V} &= 0 \\
\dot{K} &= 0 \\
\dot{I} &= 0
\end{align*}
\] (2.15)

one can obtain the system equilibrium points. In absence of therapy, the only real solution of the system (2.15) corresponds to \( V_{eq} = 28000.4 \, mm^3 \), \( K_{eq} = 29528.1 \, mm^3 \) and \( I_{eq} = 0.013 \). This point is an important mark in the dynamical system since it corresponds exactly to the tumor plateau previously analyzed.

To compare the behavior of the non-linear and the linearized systems, simulations were performed for both systems at the equilibrium point – Figure 2.5 – regarding three different input rates.
As expected, the non-linear and the linear curves are very similar for small variations, meaning for low input rates. For higher input rates, e.g. for the third test where \( u = (0.2, 0.2) \), some small differences can be noticed. The similarity between both curves is important for the work that is going to be addressed in the next chapters, since the linearized tumor model is going to be used in the control framework.

In order to analyze the trajectories of the three state variables \( (V, K, I) \) of the non-linear tumor model – equations (2.7), (2.8), and (2.9) – the phase portrait of the tumor dynamical system was performed – Figure 2.6.

Independently of the initial conditions, the system demonstrates a tendency towards a “common” trajectory leading the tumor to the plateau level – the equilibrium point in the absence of therapy – marked as green in Figure 2.6. In other words, in absence of therapy, there exists a predominant trajectory which is always going to be followed. Aside from that, once more, an initial immune reaction is obtained for small tumors resulting in an increase in the immunocompetent cells density and, con-
sequently, in a slower initial tumor growth. However, since IS cannot alone successfully fight cancer cells, as described before, IS population tends to disappear.

Considering the linearized system and evaluating the eigenvalues of matrix $A$, which have the same value as the system poles, the results obtained are

\[
\begin{align*}
\lambda_1 &= -0.0136 \\
\lambda_2 &= -8.2580 \\
\lambda_3 &= -11.2975
\end{align*}
\]  

Since all the eigenvalues are negative, the equilibrium point $x_{eq}$ is a stable focus, that is, $x_{eq}$ is an attractive equilibrium point. Furthermore, $\lambda_2$ and $\lambda_3$ are much larger than $\lambda_1$, meaning that the system has a much faster response in the directions corresponding to eigenvectors $V_2$ and $V_3$. This means that, independently of the tumor initial conditions, the system is aiming at a point in the line defined by the eigenvector $V_1$. Figure 2.7 shows the direction of these vectors plotted in the equilibrium point.

**Figure 2.7**: Eigenvectors of the linearized system plotted in $x_{eq}$. 
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In order to formulate a patient model, a pharmacodynamical model has to be taken into consideration. This model incorporates pharmacological systems and physiological processes that influence drug concentration time profile and its effect in the organism. In the following sections, the considered biological aspects – PK, PD, DR and toxicity – are described.

3.1 Pharmacokinetics

Pharmacokinetics (PK) is the one being responsible for determining the fate of substances administered to the organism and thus drug-concentration time profiles in the body. These profiles depend on a variety of factors related to the substance properties and the way the organism reacts to it, as well as with the drug administration method which is usually one of the following: Intravenous (IV), Constant Infusion Therapy (CIT) or Oral Administration (PO).

PK is divided into 4 processes: absorption, distribution, metabolism and excretion. The first phase is usually disregarded for IV and CIT. However, it is crucial when a PO therapy is applied because only part of drug concentration is going to the blood. During the second phase, the drug spreads all over the body, possibly reaching the target site. The last two phases are responsible for the elimination of the drugs either in the liver – metabolism – or through the kidneys – excretion.

In this section, the PK behavior is going to be explored for an IV therapy, since it is the administration mode approached in this work.

After IV bolus administration, a certain drug is immediately distributed to the blood stream and other highly perfused tissues. After this initial spread, drug concentration quickly decreases due to the distribution to the organs and tissues, as well as to the elimination from the organism. After reaching an equilibrium point, the fading rate decreases in a way that exactly corresponds to the rate of elimination, which is slower than the initial one.

This process can be incorporated in a compartmental model, which quantitatively describes the pharmacokinetic behavior of a drug in the organism [87]. The entire body is subdivided in one or more interconnected compartments, each one having its own volume of distribution and clearance rates. Considering it as a two-compartment model – Figure 3.1 – the main compartment represents the blood and the heavily vascular organs supplied, while the peripheral compartment the rest of the body. Besides that, drug administration and elimination are considered to occur in the central compartment, since drug is introduced to the organism intravenously and its elimination takes place in two of the most "vascularized" organs.

![Figure 3.1: Two-compartment PK model.](image)

Since all the transfer processes are of first-order, drug quantity in the central ($C_p$) and in the
peripheral compartment \( (P) \) can be represented by the differential equations

\[
\dot{C}_p = g + k_{21} P - k_{12} C_p - k_{10} C_p , \tag{3.1}
\]

\[
\dot{P} = k_{12} C_p - k_{21} P , \tag{3.2}
\]

since drug in any compartment is given by the sum of drug transferred into it minus the sum of drug transferred out of the compartment. The transfer rates between both compartments and the elimination rate are represented by variables \( k_{12} \), \( k_{21} \), and \( k_{10} \), respectively, and drug administration rate by \( g \).

Integrating equation (3.1) and dividing by the compartment volume results in the profile of the central compartment drug concentration \( C_p \) \([mg/kg/ml]\) given by

\[
C_p = \frac{D(\alpha - k_{21})}{V_c(\alpha - \beta)} e^{-\alpha t} + \frac{D(k_{21} - \beta)}{V_c(\alpha - \beta)} e^{-\beta t} , \tag{3.3}
\]

where \( D \) is the dose given to the patient in \( mg/kg \). The constants \( \alpha \) and \( \beta \) are the hybrid rates of distribution and elimination processes, respectively, and are given by

\[
\alpha = \frac{1}{2} \left( (k_{12} + k_{21} + k_{10}) + \sqrt{(k_{12} + k_{21} + k_{10})^2 - 4k_{21}k_{10}} \right) , \tag{3.4}
\]

\[
\beta = \frac{1}{2} \left( (k_{12} + k_{21} + k_{10}) - \sqrt{(k_{12} + k_{21} + k_{10})^2 - 4k_{21}k_{10}} \right) . \tag{3.5}
\]

For bevacizumab, the PK parameters estimated in [88] were used, and for atezolizumab, the two compartment model values were calculated from the experimental parameters presented in [89, 90]. In Table 3.1 these constants are summarized.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Bevacizumab</th>
<th>Atezolizumab</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{12} )</td>
<td>0.223</td>
<td>0.3</td>
<td>( day^{-1} )</td>
</tr>
<tr>
<td>( k_{21} )</td>
<td>0.215</td>
<td>0.2455</td>
<td>( day^{-1} )</td>
</tr>
<tr>
<td>( k_{10} )</td>
<td>0.0779</td>
<td>0.0643</td>
<td>( day^{-1} )</td>
</tr>
<tr>
<td>( V_c )</td>
<td>2660</td>
<td>3110</td>
<td>ml</td>
</tr>
</tbody>
</table>

It is worth noticing that from equation (3.3) results a drug concentration in \( mg/kg/ml \). However, drug doses are usually described in \( mg/kg \). Therefore, in order to make a more straightforward analysis and to render an explicit comparison between tumor growth and PK models possible, the output of \( C_p \) is multiplied by the volume \( V_c \), being \( C_p \) given also in \( mg/kg \).

Some simulations were performed with the aim of perceiving the drug profile in the plasma after a combined bolus of bevacizumab and atezolizumab – Figure 3.2. As expected, two different phases of decay can be visualized in Figure 3.2(b): the first one corresponds to the distribution of drug in the body whilst the second one to the elimination at a constant rate. The differences between both drugs are not relevant, being the elimination rate the most notable distinction.
3.2 Pharmacodynamics

Pharmacodynamics (PD) allows the description of the relationship between drug effect $u$ and drug concentration $C_p$, which contributes to understanding of a drug response and its effectiveness. It is worth to note that in this section the drug effect is described as $u$, representing then $g(t)$ and $i(t)$.

PD has been widely represented by the Hill Equation \[41\], a four parameter equation of a nonlinear relationship between concentration and drug effect, given by

$$u = u_{\text{max}} \frac{C_p^{\alpha}}{C_{50}^{\alpha} + C_p^{\alpha}},$$ \hspace{1cm} (3.6)

where $u_{\text{max}}$ is the maximum effect, typically unitary, $C_{50}$ is the drug concentration for which 50% of maximum effect is obtained, and $\alpha$ is the Hill coefficient determining the steepness of the resulting sigmoid. The behavior of the drug effect curve depends on the current drug concentration, the size of the administration period intervals and some drug parameters, mainly its half-life and $C_{50}$. The $C_{50}$ parameter for bevacizumab and atezolizumab was calculated from the values in [91, 92] using their respective molecular weight – Table 3.2. For simplicity, the constant $\alpha$ was considered unitary.

Table 3.2: Pharmacodynamics parameters for bevacizumab and atezolizumab.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Bevacizumab</th>
<th>Atezolizumab</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M/W$</td>
<td>149168.82</td>
<td>144612.59</td>
<td>g/mol</td>
</tr>
<tr>
<td>$C_{50}$</td>
<td>72</td>
<td>40</td>
<td>pM</td>
</tr>
<tr>
<td>$C_{50}$</td>
<td>0.1074</td>
<td>0.0578</td>
<td>µg/mL</td>
</tr>
<tr>
<td>$C_{50}$</td>
<td>11.4274</td>
<td>7.1903</td>
<td>mg/kg</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1</td>
<td>1</td>
<td>–</td>
</tr>
</tbody>
</table>

A typical behavior of the effect curve $u$ is shown in Figure 3.3. It is observable that, as the drug concentration increases, it eventually reaches a maximum value, the effect saturation. The concentration needed to achieve the same effect for both drugs is higher for bevacizumab.
The inverse of the PD model is also an important point to emphasize, since given an effect it is possible to directly calculate the required concentration. For $\alpha = 1$, it is given by

$$C_p = C_{50} \frac{u}{u_{max} - u}.$$ \hspace{1cm} (3.7)

![Graph](image.png)

(a) $u$ depending on $C_p$. \hspace{1cm} (b) $u$ depending on $C_p$ in log scale.

Figure 3.3: Drug effect depending on drug concentration, according to (3.6).

### 3.3 Drug Resistance

The development of new promising drugs is transforming the treatment of advanced cancers. However, in addition to therapy design, it is necessary to assure that the correct level of drug concentration is presented in the target, taking in consideration the way the organism reacts to drugs, particularly how tumor cells resist to it. Resistance to therapy results from host factors, such as poor absorption or rapid metabolism, or epigenetic alterations in the cancer cells [93].

The target cells of anti-angiogenesis is a differentiating point: since it deals with normal cells, drug resistance is not a key factor for therapy failure because tumor cell sensitivities are not being exploited and cells do not have additional adaptation abilities. However, some mechanisms of resistance to antiangiogenic drugs have been found recently, such as the amplification of pro-angiogenic genes, escape via different modes of vascularization, secretion of multiple pro-angiogenic factors and recruitment of pro-angiogenic BMDCs [94].

The likelihood of positive response to cancer immunotherapy differs across tumor types, indicating that intrinsic and acquired resistance are a key factors for treatment responsiveness [95].

For these reasons, a model for drug resistance was considered for both drugs, taking advantage of the capacity of malignant cells to proliferate into more resistant cells when low drug concentration is present in the plasma, since the weak cells are killed and the strong ones are going to reproduce. This means that when $C_p$ is smaller than a threshold, drug resistance is acquired and a larger dose to achieve the same effect is necessary. Acquired resistance can be incorporated in the model by increasing the $C_{50}$ parameter from PD [96], since it will directly decrease the drug effect.
The drug resistance model can be defined as

\[ C_{50}(t) = f(t)C_{50}^{\text{base}}, \]  

(3.8)

where \( C_{50}^{\text{base}} \) is the previously defined initial value and \( f(t) \), which is a function that increases \( C_{50} \) if the drug concentration \( C_p \) is below the threshold \( L_r \), is given by

\[ f(t) = 1 + K_r \int_0^t \max[0, L_r - C_p(\tau)] d\tau. \]  

(3.9)

The parameter \( K_r \) is a positive constant that measures the capacity of the malignant cells to develop resistance against a certain drug.

Figure 3.4 exemplifies the period in which resistance is developed.

![Figure 3.4: Period of time (blue area) in which resistance is developed. Concentration threshold level with value \( L_r = 4 \text{ mg/kg} \).](image)

The effect in parameter \( C_{50} \) induced by drug resistance is illustrated in Figure 3.5 for a double bolus therapy of bevacizumab.

![Figure 3.5: Variation of \( C_{50} \) due to acquired resistance and respective therapy effect with and without considering drug resistance. \( L_r = 5 \text{ mg/kg}, K_r = 0.1 \text{ mg/kg}, C_{50,\text{base}} = 11.4274 \text{ mg/kg} \).](image)

\( C_{50} \) is always constant except from the periods when concentration \( C_p \) is below the threshold \( L_r \).

The increase in \( C_{50} \) is proportional to the area given by the difference between \( L_r \) and \( C_p \) curves,
when $C_p$ is smaller than the threshold. This increase affects therapy effect, since tumor cells become more resistant. This cells resistance can be seen in the second plot where the drug effect curve is illustrated with and without considering Drug Resistance (DR). The difference between both curves is accentuated, especially after given the second bolus.

### 3.4 Toxicity

A treatment where a large drug dosage is applied to the patient can be very effective. However, its side effects due to the quantity of drug administrated can lead the patient to death. Toxicity is thus a degree to which a drug can damage an organism.

One of the main advantages of antiangiogenic treatments is the low level of toxicity imposed to the patient organism. However, recently some additional side effects have been detected especially concerning the cardiovascular system [97]: hypertension, left ventricular systolic dysfunction and, in extreme cases, thromboembolic problems. In immunotherapy, several complications can also arise such as anorexia, thrombocytopenia, anemia and coagulopathy [98].

Clinical toxicity levels cannot be explicitly measured and there are no mathematical models for their evaluation. However, following the Common Terminology Criteria for Adverse Events (CTCAE) [99], toxicity in clinical trials can be graded as mild (grade 1), moderate (grade 2), severe (grade 3), life-threatening (grade 4) or death (grade 5).

By evaluating the concentration of drug induced in the body during therapy, toxicity levels $T_g$ for anti-angiogenesis and $T_i$ for immunotherapy, can be estimated by using a function yielding a certain small value until a certain amount of concentration is achieved. After this threshold, the function grows exponentially [96]. The toxicity curves considered in this work are illustrated in Figure 3.6.

![Figure 3.6: Toxicity levels for bevacizumab, $T_g$, and atezolizumab, $T_i$. The blue and red marks are representing the drug concentration for which toxicity level is maximum (grade 5).](image)

These curves were selected so that the grade 5 of toxicity was reached when the drug concentration in the organism was over 5% above the maximum dose allowed. These doses are 15 and 20 mg/kg, respectively, for bevacizumab [100] and atezolizumab [101].
Denoting $T_x$ as the total toxicity in the organism, it can be measured by averaging between $T_g$ and $T_i$, that is, by considering

$$T_x = \frac{T_g + T_i}{2}.$$  

(3.10)
4.1 Summary of Patient Model

By joining the tumor growth model analyzed in Chapter 2 and the pharmacodynamical model composed by the systems described in Chapter 3 – Pharmacokinetics (PK), Pharmacodynamics (PD), Drug Resistance (DR), and toxicity – a final model for the patient can be formulated.

In Figure 4.1, a summary of the patient model is described. In each block the equation or system of equations representing each topic is also identified.

![Figure 4.1: Summary of patient model.](image)

It is noticeable that toxicity does not have direct influence on any of the other models, since it does not influence the drug effect, being only an organism response to therapy. However, those are toxicity levels that constitute an important measurement that is going to be used later in Chapter 5 during the treatment planning optimization.

4.2 Patient Model Simulations

In order to understand the behavior of the patient model, simulations were performed for several scenarios.

4.2.1 Intravenous (IV) Bolus Therapy

For a bolus therapy of $D_g = 15 \text{ mg/kg}$ of bevacizumab and $D_i = 20 \text{ mg/kg}$ of atezolizumab with a periodicity of 21 days, drug sensibilities of $\eta = 9\text{ kg/mg/day}$ and $\kappa = 0.3 \text{ kg/mg}$, drug resistance thresholds $L_r = L_{r_{IT}} = 6 \text{ mg/kg}$, $K_r = 0.1$, $K_{r_{IT}} = 0.3$ and $V_0 = 5000 \text{ mm}^3$, $K_0 = 6000 \text{ mm}^3$, and $I_0 = 0.1$, the results in Figures 4.2 and 4.3 were obtained.

Figure 4.2 shows the effect of drug resistance in the model, particularly during the first interval between bolus (day 0 to 21). In this interval there is a fast growth of $C_{50}$ since drugs concentration is
lower than the threshold $L_r$ during some days. This fact impacts the drug effect, since the first bolus is the strongest and the following ones have about half the effect.

**Figure 4.2:** Drug concentrations, resistance and effect of the patient model for the following therapy: $D_g = 15 \text{ mg/kg}$, $D_i = 20 \text{ mg/kg}$, $d = 21 \text{ days}$, $\eta = 9 \text{ kg/mg/day}$, $\kappa = 0.3 \text{ kg/mg}$, $L_r = L_{rIT} = 6 \text{ mg/kg}$, $K_r = 0.1$, $K_{rIT} = 0.3$, $V_0 = 5000 \text{ mm}^3$, $K_0 = 6000 \text{ mm}^3$ and $I_0 = 0.1$.

**Figure 4.3:** Tumor response of the patient model for the following therapy: $D_g = 15 \text{ mg/kg}$, $D_i = 20 \text{ mg/kg}$, $d = 21 \text{ days}$, $\eta = 9 \text{ kg/mg/day}$, $\kappa = 0.3 \text{ kg/mg}$ and $L_r = L_{rIT} = 6 \text{ mg/kg}$, $K_r = 0.1$, $K_{rIT} = 0.3$, $V_0 = 5000 \text{ mm}^3$, $K_0 = 6000 \text{ mm}^3$ and $I_0 = 0.1$.

It is estimated that the tumor is almost eradicated using this therapy, since the tumor volume tends slowly to zero – Figure 4.3. Having strong dosages applied since the beginning, this therapy takes advantage of the initial growth of the immunocompetent cells density – as illustrated in Figure 2.2(b) – to stimulate the action of the immune system against the tumor while preventing tumor to grow by inhibiting angiogenesis.
4.2.2 Effect of Dose

In the same conditions of the previous simulation, the patient model was tested for the four follow-
ing therapies: only bevacizumab (15 mg/kg), only atezolizumab (20 mg/kg) and 7.5 and 10 mg/kg of bevacizumab combined with 12.5 and 15 mg/kg of atezolizumab, respectively.

The results obtained for the first two therapies are illustrated in Figures 4.4 and 4.5. Concentration, drug resistance and drug effect profiles are not shown since they have the same behavior as in the previous simulations.

It is possible to conclude that anti-angiogenesis has a bigger impact on the tumor than immunotherapy, since the immune boost cannot prevent tumor growth alone. However, the combined therapy is still a better approach than only anti-angiogenesis since eradication is faster despite the larger drug concentration in the body. This observation can be made if a comparison between Figures 4.3 and 4.4 is performed.

For the other two therapies the results shown in Figures 4.6, 4.7, 4.8 and 4.9 were obtained.
A possible minimum dosage for therapy effectiveness can be predicted, since the results for the combined therapies are disparate. For the first combined therapy – ($D_g, D_i$) = (7.5, 12.5) mg/kg – dosages were smaller, so the effect was also expected to be lower. However, the average drug concentration, especially for bevacizumab, was inferior to the threshold $L_r$ which had a big impact on effect of this therapy, which tends to zero as time goes by. For the second therapy – ($D_g, D_i$) = (10, 15) mg/kg – the effect was slightly higher and sufficient to shrink the tumor, however, with a slower decrease than in simulation of Figure 4.3.
4.2.3 Effect of Drug Sensitivities $\eta$ and $\kappa$

In order to analyze the effect of the parameters $\eta$ and $\kappa$, simulations for different combinations of sensibilities values were performed, for a therapy of 10 mg/kg of bevacizumab and 15 mg/kg of atezolizumab, remaining the values of the other parameters as before. It worth noticing that $\eta$ and $\kappa$ can have values between [1.35; 11.25] and [0.1; 0.5], respectively. Tumor response is illustrated in Figure 4.10 for distinct values of $\eta$ and $\kappa$. 

**Figure 4.8:** Drug concentrations and drug effect of the patient model for the following therapy: $D_g = 10$ mg/kg, $D_i = 15$ mg/kg, $d = 21$ days, $\eta = 9$ kg/mg/day, $\kappa = 0.3$ kg/mg, $L_r = L_{rIT} = 6$ mg/kg, $K_r = 0.1$, $K_{rIT} = 0.3$, $V_0 = 5000$ mm$^3$, $K_0 = 6000$ mm$^3$ and $I_0 = 0.1$.

**Figure 4.9:** Tumor response of the patient model for the following therapy: $D_g = 10$ mg/kg, $D_i = 15$ mg/kg, $d = 21$ days, $\eta = 9$ kg/mg/day, $\kappa = 0.3$ kg/mg and $L_r = L_{rIT} = 6$ mg/kg, $V_0 = 5000$ mm$^3$, $K_0 = 6000$ mm$^3$ and $I_0 = 0.1$. 
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Figure 4.10: Tumor response of the patient model for different values of $\eta$ and $\kappa$ and for the following therapy: $D_g = 10 \text{ mg/kg}$, $D_i = 15 \text{ mg/kg}$, $d_g = d_i = 21 \text{ days}$, $L_r = L_{rIT} = 6 \text{ mg/kg}$, $K_r = 0.1$, $K_{rIT} = 0.3$, $V_0 = 5000 \text{ mm}^3$, $K_0 = 6000 \text{ mm}^3$ and $I_0 = 0.1$.

The results show the influence of both sensibilities $\eta$ and $\kappa$ in therapy. For low values of $\eta$, the tumor cannot be eradicated, independently of the value of $\kappa$, which only changes the tumor volume growth rate steepness. However, for example in the case of $\eta = 6$, tumor volume grows or decreases depending on the value of $\kappa$. For $\eta = 9$, tumor always shrinks, except for the minimum value of the immunotherapy sensitivity, i.e. $\kappa = 0.1$.

In conclusion, both parameters have impact on therapy effects, however, $\eta$ renders a greater importance on the patient model since for low values of this parameter tumor volume never decreases. On the other hand, for high values of $\eta$, tumor eradication occur depending on $\kappa$ values.

4.2.4 Effect of Periodicities $d_g$ and $d_i$

Simulations were performed - Figure 4.11 - in order to test the influence of periodicity on patient model’s results, that is, the way the interval between IV bolus, $d_g$ for bevacizumab and $d_i$ for atezolizumab, affects the tumor’s response.

Figure 4.11: Tumor response of the patient model for different values of $d_g$ and $d_i$ and for the following therapy: $D_g = 10 \text{ mg/kg}$, $D_i = 15 \text{ mg/kg}$, $d_g = d_i = 21 \text{ days}$, $\eta = 9 \text{ kg/mg/day}$, $\kappa = 0.3 \text{ kg/mg}$, $L_r = L_{rIT} = 6 \text{ mg/kg}$, $K_r = 0.1$, $K_{rIT} = 0.3$, $V_0 = 5000 \text{ mm}^3$, $K_0 = 6000 \text{ mm}^3$ and $I_0 = 0.1$. 

33
As expected, periodicity has an important influence on tumor’s response. For this therapy, using small values of $d_g$ can eradicate the tumor, or prevent its growth. However, when higher values are given to this parameter, therapy is not effective. On the other hand, the influence of $d_i$ relates to the value of $d_g$, since for small intervals of administration of atezolizumab, the therapy effect depends on bevacizumab periodicity. For example, in the four cases where $d_i = 21$ days, there is only an observed tumor’s reduction for cases where $d_g$ is less then or equal to 28 days.

Although the most effective therapy requires small periodicities, toxicity also has to be taken into consideration, since average drug concentration in blood is higher.

In conclusion, once more, anti-angiogenesis verifies a greater impact on therapy compared with immunotherapy. However, immunotherapy influences the way the tumor reacts to the therapy.

### 4.2.5 Effect of Therapy Duration $T$

In order to test the dependency of therapy effectiveness on its duration, several tests were performed – Figure 4.12.

For therapies starting at time $t = 0$, tumor growth can be stagnated and its final volume depends on the total duration of therapy since, for higher durations, tumor volume at time $t = 500$ has a smaller value. However, the difference between final tumor volume for therapies with durations $[0, 500]$ and $[0, 100]$ is only 1.28 cm$^3$, which is not significant for a difference of 400 days on therapy duration. Therefore, if the therapy’s goal is to stagnate the tumor growth while keeping a minimum toxicity level, therapy duration should have the smallest possible value.

For therapies which do not start on the initial time $t = 0$, that is, when the tumor is detected, tumor volume cannot be controlled regardless of the effect of therapy on slowing down its growth.

![Figure 4.12: Tumor response of the patient model for different values of therapy duration $T$ and for the following therapy: $D_g = 10$ mg/kg, $D_i = 15$ mg/kg, $d_g = d_i = 21$ days, $\eta = 9$ kg/mg/day, $\kappa = 0.3$ kg/mg, $L_r = L_{rIT} = 6$ mg/kg, $K_r = 0.1$, $K_{rIT} = 0.3$, $V_0 = 5000$ mm$^3$, $K_0 = 6000$ mm$^3$ and $I_0 = 0.1$.](image)
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Considering that the patient model is fully understood, that is, all his parameters are known and do not vary over time, a controller framework can be established. In this way, within an optimal control law, the tumor volume \( V \) can be led to follow a certain reference \( R \) by administering a therapy with the least possible toxicity. Since there is no uncertainty in the model, a feedback controller with proportional gains and a modified structure for following the tracking error can be used, as it is illustrated in Figure 5.1.

![Figure 5.1: Controller architecture for a patient model.](image)

The Patient Model block describes the characterized in the Section 4 with a linearized tumor growth model, for a patient with fully known characteristics.

The Controller block is responsible for producing three different optimal effects \( U_i \) with \( i = 1, \ldots, 3 \) by analyzing the tracking error \( e = R - V \). In this work, the Linear Quadratic Gaussian (LQG) design technique is used for designing a robust controller. This controller is based on a Linear Quadratic Regulator (LQR) with state variable feedback, being the state estimations provided by a Kalman Filter. This combined system of state feedback, contrary to an output feedback system, assures certain robustness properties, in terms of gain and phase margin, that are necessary for a proper system operation [102].

The Pharmacodynamical Simulation block is the one responsible for selecting, at each instant, the therapy with the lowest toxicity. Aside from this role, since in practice a drug effect cannot be directly induced in the patient, this block translates the effect \( U_i \), given by the controller, in a drug dose \( D \) that is going to be administrated to the patient.

5.1 Controller

5.1.1 Controllability and Observability

For guaranteeing that the system is fully controllable, that is, to ensure that an external input can move, in a finite time interval, the internal state of the system from an initial to a final condition, the controllability matrix \( C \) has to have rank equal to the dimension of the state vector \( x \) [103]. Since \( C = [B \hspace{2pt} AB \hspace{2pt} A^2B] \), a controllability matrix depending on the parameters of the tumor growth model can be derived, resulting in

\[
C = \begin{bmatrix}
0 & 0 & -V\eta\lambda & -IV\gamma\kappa \\
-K\eta & 0 & K\eta(\mu + \eta g(t) + V^{\frac{\alpha}{2}}d) & 0 \\
0 & I\kappa & 0 & I\kappa(\mu_1(-\beta V^2 + V) - \delta + i(t)\kappa) \\
0 & 0 & -(V^2\eta\lambda^2)/K & IV^2\gamma^2\kappa \\
-K\eta(\mu + \eta g(t) + V^{\frac{\alpha}{2}}d)^2 & 0 & 0 & I\kappa(\mu_1(-\beta V^2 + V) - \delta + i(t)\kappa)^2 \end{bmatrix}
\]  

(5.1)
For the parameters values used in Section 4, matrix $C$ has rank 3. Therefore, it can be concluded that the system is controllable.

Since state direct measurements are not available, an observer has to be implemented. Thus, in order to certify that the system is fully observable, the observability matrix $O$ has to be computed. If the rank of the matrix $O$ is equal to the dimension of the state vector $x$, it is possible to say that the internal states can be inferred by analyzing the system input and output. Observability matrix is given by

$$O = [C \ CA \ CA^2]^T$$

and can also be specified in terms of tumor growth model parameters, being given by

$$O = \begin{bmatrix}
1 & -\lambda - I\gamma - \lambda \log \frac{V}{K} & (\lambda + I\gamma + \lambda \log \frac{V}{K})^2 + \left(V\lambda \left(b - \frac{2Kd}{3V^4}\right)\right)/K + 4V\gamma\lambda(2V\beta - 1)
0 & V\frac{\lambda}{K} & -(V\lambda(\mu + \eta g(t))/K - (V\lambda(\mu + I\gamma + \lambda \log \frac{V}{K})/K)
0 & -V\gamma & V\gamma(\lambda + I\gamma + \lambda \log \frac{V}{K}) - V\gamma(\mu(\lambda(\mu + \eta g(t))/K + V\lambda(\mu + I\gamma + \lambda \log \frac{V}{K})) - V\gamma(\mu(\lambda(\mu + \eta g(t))/K)
\end{bmatrix}^T.$$ (5.2)

By using the same values as before, it can be noticed that the matrix $O$ has rank 3 and then that the system is also observable.

### 5.1.2 Controller Implementation

As mentioned before, the controller architecture is different from a typical feedback controller since the control action is not performed directly in the feedback loop. Instead, control action is executed depending on the process error. The controller used in the architecture presented is illustrated in Figure 5.2 where $K_i$ with $i = 1, ..., 3$ are constant vectors, whose product with the state estimation $\hat{x}$ results in the design of three different therapies. These therapies are described in the effect vector $U = [U_1 \ U_2 \ U_3]$, where $U_i = [G_i \ I_i]^T$ with $i = 1, ..., 3$, being $G$ and $I$ the desired effects of the anti-angiogenesis and the immunotherapy, respectively.

![Controller scheme.](image)

Figure 5.2: Controller scheme.

Considering the state space representation of the plant, i.e. of the linearized tumor growth model, the state space $x$ can be represented by the system

$$\dot{x} = Ax + Bu,$$ (5.3)

$$y = Cx,$$ (5.4)

where, as previously denoted, $x = [V \ K \ I]^T$, $u = [g \ i]^T$ and the output $y$ represents tumor volume. Since the state direct measurement is not available, the observer is responsible for calculating an estimation of $x$, named $\hat{x}$. The estimation $\hat{x}$ can be obtained by including an additional term in the
This term is proportional to the estimation error, and the multiplication by a matrix $L$ ensures the asymptotic convergence of the state estimations to the real state \cite{102}. The state estimation is thus obtained by

$$\dot{\hat{x}} = A\hat{x} + BU_T + L(y - C\hat{x}) , \quad (5.5)$$

$$\hat{y} = C\hat{x} , \quad (5.6)$$

where $U_T$ is the least toxic therapy from the set of designed therapies $U$. Notice that, since $u$ is not measurable, an approximation of it, $U_T$, is used for the state estimation.

In this work, the observer matrix $L$ is calculated by using the Kalman estimator design for continuous-time systems. The Kalman filter assumes the inclusion of process noise $w$ and measurement noise $v$, and, by optimizing a quadratic cost, computes the Kalman gain $L$ with dimension $[3 \times 1]$. The covariance matrix of $w$, $Q_o$, and of $v$, $R_o$, can be defined and the values chosen were $Q_o = 1000I$, where $I$ is the identity matrix, and $R_o = 0.1$.

The LQR controller consists of a state feedback control law whose gains are selected in order to minimize an infinite horizon quadratic cost $J_i$, \cite{102}, given by

$$J_i = \int x^T Q x + U_i^T R_i U_i \, dt \quad , \quad i = 1, \ldots, 3 , \quad (5.7)$$

where $Q \succ 0$ and $R_i \succ 0$ are matrices that can be tuned. Choosing a large value for $Q$ means that the system is intended to stabilize with the least possible changes. On the other hand, decreasing $R_i$ means increasing the power of the manipulated variable $U_i$, i.e. having a greater drug effect and an higher system bandwidth leading to a faster closed loop response.

The selected value for the matrix $Q$ were $Q = C^T C$. The three different input signals $U_i$ are performed by using different values for the matrix $R_i$. Since $U_i$ has dimension $[2 \times 1]$, $R_i$ can be chosen in order to balance the importance of anti-angiogenesis and immunotherapy in the treatment. The chosen matrices are

$$R_1 = \begin{bmatrix} 100 & 0 \\ 0 & 1000 \end{bmatrix} , \quad R_2 = \begin{bmatrix} 100 & 0 \\ 0 & 100 \end{bmatrix} , \quad R_3 = \begin{bmatrix} 1000 & 0 \\ 0 & 100 \end{bmatrix} .$$

Since $U_i = [G_i \ I_i]^T$, the effect of the immunotherapy in $U_1$ is smaller than in the same therapy in $U_2$, whilst the effect of the anti-angiogenesis in $U_3$ is lower than in $U_2$.

The input vector $U_i$ is

$$U_i = -K_i \dot{x} , \quad i = 1, \ldots, 3 , \quad (5.8)$$

where $K_i$ is the feedback gain with dimension $[2 \times 3]$, computed by

$$K_i = (B^T S_i B + R_i)^{-1} B^T S_i A , \quad i = 1, \ldots, 3 . \quad (5.9)$$

The matrix $S_i$ in equation (5.9) is the only definite solution of the Riccati equation

$$A^T S_i A - A^T S_i B (B^T S_i B + R_i)^{-1} B^T S_i A + Q = 0 , \quad i = 1, \ldots, 3 . \quad (5.10)$$

Since the controller has a non-null reference, changes in equations (5.5) and (5.6) have to be established for including additional terms that lead the system to follow the set point at each time
instant [104], resulting in the following equations

\[
\dot{x} = Ax + BU_i + L(y - C\hat{x}) + MR, \quad (5.11)
\]

\[
\hat{y} = C\hat{x} + NR, \quad (5.12)
\]

where \(R\) is the reference and \(M\) and \(N\) are, respectively, a \([3 \times 1]\) vector and a scalar, that can be adjusted.

In order to use the tracking error \(e\) in the controller these tuning parameters were selected as \(N = 0\) and \(M = -L\), being the system controller defined by the following set of equations

\[
\dot{x} = (A - BK_i - LC)\hat{x} - Le, \quad (5.13)
\]

\[
\hat{y} = C\hat{x}, \quad (5.14)
\]

\[
U_i = -K_i\hat{x}. \quad (5.15)
\]

In the following section, the process of selecting the least toxic treatment \(U_T\), from the range of therapies \(U\), is explained.

### 5.2 Pharmacodynamical Simulation

As mentioned before, the Pharmacodynamical Simulation block has two main roles: choosing the least toxic therapy and transforming a drug effect into a drug dose.

To accomplish this roles, the Pharmacodynamical Simulation block has to simulate pharmacodynamical processes of the patient before making any decision. Thus, one can consider this block as a software that aims to approximate patient behavior, being possible to have some discrepancy with reality. That is, the parameters of the DR and the PD belonging to this block, \(\theta_{PS}\), can differ from the ones in the Patient Model \(\theta_{PM}\). In this chapter, there is no discrepancy since the patient model is fully known. However, in Section 9 this topic is going to be approached with different values of uncertainty, that is described by the parameter \(\Delta\theta_{PS}\) (in percentage).

The composition of the Pharmacodynamical Simulation and also its interconnection with the Patient Model are illustrated in Figure 5.3. It must be noticed, however, that only for illustrative purpose, the structure of the Patient Model is presented in a simplified form.

![Figure 5.3: Composition of the Pharmacodynamical Simulation and Patient Model blocks.](image-url)
It is of crucial importance to make a balance between the toxicity and the effectiveness of a therapy, since large drug concentrations can bring about a high damage. That is why the first role of the Pharmacodynamical Simulation block is exactly to choose, from the set of therapies $U$ designed by the controller, the one that has the least impact on the patient, $U_T$. This process is executed by firstly transforming the effect vector $U$ into a concentration vector $C_p'$, through the inverse of the PD denoted $PD^{-1}$, described by equation (3.7). The parameter $C_{50}$ necessary for this transformation is calculated through an approximation of the DR model, named $DR'$. In this case, both models have no difference due to the lack of deviation in its parameters.

After the concentration calculation, it is possible to measure the toxicity levels, as described in Section 3.4. Therefore, the least toxic drug concentration is the one chosen to be administered to the patient. This process of measurement and minimization of toxicity is performed by a block named $Tx$.

In practice, it is desired that the concentration $C_p$ of the Patient Model follows the reference $C_p^*$, selected by the Pharmacodynamical Simulation block, since it is the least toxic drug concentration designed by the controller. This is achieved by the $PK$ Control block that controls the PK model by using a linear feedback project. However, since PK information cannot be directly accessed and $C_p$ tends to be equal or almost the same as $C_p^*$, one can assume $PK$ Control as a unitary gain. In this way, the Pharmacodynamical Simulation and the Patient Model blocks can be simplified, as represented in Figure 5.4.

![Figure 5.4: Composition of the Pharmacodynamical Simulation and Patient Model blocks with PK Control simplification.](image)

By combining the structures presented in Figures 5.2 and 5.4, a final controller system for a fully known patient is achieved. Notice that, the input $U$ has to be limited between 0 and 1. In this way, an input saturation is also necessary.

In the next chapter, this control framework is going to be adapted and developed in order to work also with varying patient models with a certain uncertainty $\Delta \theta_{PS}$. After that, the system operation is demonstrated in Chapter 9.
6 Multiple Model Adaptive Control
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In Chapter 5, a control system for a known patient model was developed. However, almost all the complex systems are required to operate in distinct environments since plant models can be intrinsically inaccurate [105]. In oncology the uncertainty in the patient's behavior is significant not only at the beginning of therapy, when patient's characteristics are unknown, but mainly in its course, since the organism's response is time-variant [61]. In this way, this kind of models must be regulated by controllers that ensure an acceptable closed-loop performance in the presence of uncertainty, disturbances or noise that cannot be measured.

For models with large uncertainty, linear control theories, as pole placement or even LQR, cannot regulate the system in a satisfactory way, without an auxiliary mechanism, despite having full functionality, i.e. without a loss of performance, when the inaccuracy is relatively small. A controller should be designed in order to guarantee a robust stability and performance. However, this stability margin has limits and can deteriorate the performance. Usually, the controlled system is slowed down when the robustness of the stability is increased.

This problem led to the necessity of designing an adaptive control system sufficiently "smart" to operate in dynamic environments with a low degree of accuracy so as to yield an acceptable transient performance [106]. This controller must have the capacity of changing its behavior when variations in plant dynamics are perceived. Since those variations cannot be predicted, an online method for selecting or tuning the right controller has to be developed.

Multiple models can be used as a set of different models, each one describing a distinct environment or scenario. By using multiple models, control can then be made by switching to an appropriate controller depending on the performed analysis of the plant. The simplest way of choosing the closest model to the plant and the right controller to activate is by analyzing a scheduling variable, a process called gain scheduling [107]. However, for cases where the dynamics changes cannot be foreseen or there is no access to state, this technique is limited.

Multiple Model Adaptive Control (MMAC) overcomes this problem by using a supervisor, i.e. a mechanism that is capable of switching to the right controller by a three step process:

1. Exciting all the models of the bank by the manipulated variable in the plant input $U_T$;

2. Continuously comparing models outputs $\hat{y}_i$ with the actual plant output $y$, resulting in a performance index;

3. Activating the controller whose corresponding model yields the best performance index.

This supervised technique has led to the preference of use of MMAC instead of an exclusively adaptive mechanism [108], since MMAC has a faster adaptation, improving then the transient performance, moreover, it is a flexible and modular technique since the supervision is separated from the control.

In the next sections, the MMAC structure is explained as well as all the strategies, algorithms and considerations assumed.
6.1 Architecture of Multiple Model Adaptive Control (MMAC)

Assuming that the plant dynamics $P$ is defined by a set of parameters $p$, one can consider $p \in S$, being $S$ a closed and bounded set of parameter space with finite dimension. The objective of MMAC is to control the plant by switching between a finite set of models $M = \bigcup_{i=1}^{N} M_i$, being each model $M_i$ characterized by a set of parameters $\hat{p}_i$, that also respect $\hat{p}_i \in S$, defined according to a convenient metrics. As performed in Subsection 5.1.1, all the models used in the MMAC are analyzed to confirm that all of them are controllable and observable.

It is considered that there exists a set of controllers $C = \bigcup_{i=1}^{N} C_i$, where $C_i$ is a local controller designed in order to have a good closed-loop performance in $S_i \in S$, being $S_i$ the neighborhood of the model parameter vector $\hat{p}_i$.

A switch between two different models in the parameter space is illustrated in Figure 6.1, where the system chooses the parameter vector $\hat{p}_k$, since the plant vector $p$ belongs to its neighborhood $S_k$.

![Figure 6.1: Representation in the parameter space $S$ of the parameters vectors $\hat{p}_1$, $\hat{p}_2$, $\hat{p}_3$, and $p$. Adapted from [106].](image)

Since the plant $P$ is unknown, finding the model $M_i$ that best fits the patient’s dynamics is a role executed by the supervisor, that has as inputs the less toxic therapy effect $U_T$ and the plant output $y$. Its output is the signal $i^*$, responsible for activating the controller $C_i^*$, which belongs to the controller bank, that is associated with the patient model $M_i^*$. This process is illustrated in the simplified MMAC architecture in Figure 6.2 and it is fully detailed in the next sections.

It is important to notice that the structure presented is the same as shown in Figure 5.1 but with the addition of the Supervisor block and the consideration of a Controller Bank instead of only one regulator.

![Figure 6.2: Simplified architecture of the MMAC](image)
6.2 Supervisor

As previously mentioned, the supervisor is the core behind MMAC strategy since it is the only block capable of making independent decisions. The supervisor decision making strategy is basically to choose, from time to time, for the output signal $i^*$, a value corresponding to the index $i$ of the model $M_i$, whose performance index $J_i$ is the smallest. Its architecture is represented in Figure 6.3.

![Figure 6.3: Architecture of the supervisor in the MMAC](image)

6.2.1 Observer Bank

The observer bank is the responsible for computing the output estimations $\hat{y}_i$ for each of the $N$ considered models. For that, it has as input the plant output $y$, and the signal $U_T$. This last signal is the estimation of the Pharmacodynamical Simulation for the variable $u$ that is the input of the tumor growth model – Figure 5.4. Since $u$ is not measurable, $U_T$ works as an approximation of it.

The estimations of the state $\hat{x}_i$, and the output $\hat{y}_i$ are performed by the Kalman filter using, respectively, the equations (5.5) and (5.6). The matrix $L$ was calculated using the same procedure as in Subsection 5.1.2, but considering $R_o = 10^6$ and $Q_o = 10^{-5}I$.

Since each model represents a certain parameterization of the model variables, in each estimation the state space matrices are going to be different, as well as the output $y_i$.

6.2.2 Filter Bank

Based on the models output estimations $\hat{y}_i$, a prediction error $\hat{e}_i = y - \hat{y}_i$ for each model $M_i$ can be measured. The signal $\hat{e}_i$ indicates how far the model is from the plant dynamics taking into account the input $U_T$. A filtration process can be established in order to build a signal that quantitatively compares the plant with the model’s dynamics. Therefore, the prediction error $\hat{e}_i$, after computed, is squared in order to be always positive and to present a favorable shape. The filtered error signal $\pi_i$ is calculated by filtering the squared signal $\hat{e}_i^2$ in order to smooth transactions and to remove high frequency components. A first-order low pass filter $F_i$ is used, whose transfer function is given by

$$F_i = \frac{1}{1 + s/w_c},$$

where $w_c = 2\pi f_c$. The cutoff frequency that has demonstrated better results was $f_c = 30 \text{ mHz}$.  

44
In Figure 6.4, an example of the filtration process is illustrated, for four different models. The signal represented in Figure 6.4(b) is smoother and always positive which helps the decision logic to choose the right controller, avoiding possible errors due to the fast transactions of the prediction error.

Figure 6.4: Correspondence between the prediction error \( \hat{e}_i \) and its filtration \( \pi_i \).

### 6.2.3 Decision Logic

After obtaining the filtered signal \( \pi_i \), a local controller can be chosen by using a decision logic, i.e. a network of connected information and knowledge that generates a final decision result. In this work, a three-step decision process is used by combining the following techniques: performance index, hysteresis and dwell time.

The performance index \( J_i \) is a cost function that evaluates which model should be chosen not only by looking for the current instant \( t \), but also by balancing it with the past information. In previous works, this evaluation process has demonstrated great improvements in the transient response [109, 110]. In this way, a reliable and accurate model identifier can be built by using instantaneous and long-term empirical observations [109]. This feature is incorporated in the following equation

\[
J_i(t) = \alpha \pi_i(t) + \beta \sum_{k=0}^{K} e^{-\lambda k} \pi_i(t-k),
\]

where \( K \) is the memory length, \( \alpha \) and \( \beta \) determine, respectively, the importance of the current and past data, and \( \lambda \) is the forgetting factor. A large value of \( \lambda \) leads to a fast detection in the plant dynamics changes, however, concurrently to unnecessary switches due to disturbances. A small value of \( \lambda \) increases the delay of changes detection but prevents possible errors [111]. The values that demonstrated better results are \( K = 300 \text{ days} \), \( \alpha = 1 \), \( \beta = 1 \), and \( \lambda = 0.65 \). Important to notice is that a sampling time of 0.2 days were used due to computational limitations.

To prevent excessive and inappropriate arbitrarily fast switches, a hysteresis algorithm [112, 113] is used during the minimization of the performance index. Instead of simply minimizing at each instant the performance index, a hysteresis dead zone is considered. Therefore, switching takes place only if

\[
\min_i J_i(t) < \delta J_{fast}(t),
\]

where \( \delta \) is the hysteresis threshold.
where $J_{last}(t)$ is the last performance index and $\delta$ is the hysteresis constant, whose selected value was $\delta = 0.65$.

Chattering is avoided by using a dwell time condition \[114\] \[115\]. After a switch the system continues selecting the same model for a minimum amount of time $\tau_D$, denoted by dwell time. By dwelling in each model for a certain interval, at least during that time, the same controller remains connected with the plant which prevents possible instabilities that can arise due to swift switching. Besides that, in \[116\], despite using a slightly different structure, additional stability conditions are guaranteed for three different scenarios:

**Scenario 1** – System without noise, disturbances, and unmodelled dynamics;

**Scenario 2** – System with bounded noise and disturbances and without unmodelled dynamics;

**Scenario 3** – System with noise, disturbances, and unmodelled dynamics.

Hespanha et al. \[116\] assures that for **Scenario 1** all the signals belonging to the Supervisor are bounded for every initial condition and, thus, the model switching stops in finite time, *i.e.* the system tends to choose the model that best fits the plant in a finite interval.

For **Scenario 2**, by choosing a large value for $\tau_D$, the stability margin of the global system tends to the smallest stability margin of the local controllers. In this way, in \[116\] it is guaranteed that for linear systems, a uniformly exponentially stability can be considered, *i.e.* there exists $\gamma_1$ and $\gamma_2 > 0$ such that

$$||x(t)|| < \gamma_1 ||x_0|| e^{-\gamma_2 (t-t_0)},$$

(6.4)

where $(t_0, x_0)$ represent the initial conditions, and $\gamma_1$ and $\gamma_2$ are constants independent of the initial conditions \[117\].

The situation is significantly different for **Scenario 3** because the analysis becomes more complex. However, the authors assure that the control algorithm is robust in the presence of plant dynamics that are not being taken into account in the model space.

The value for $\tau_D$ that showed better results in terms of stability, having thus a small number of switch errors, was $\tau_D = 30$ days. Simulations for various values of $\tau_D$ are shown in Chapter 9.

In the Figure 6.5, a computer diagram is illustrated, summarizing all the sequential steps performed by the decision logic.

**Figure 6.5:** Computer diagram of the decision logic sequential process.
6.3 Controller Bank

The controller bank is a set of different controllers \( C_1, \ldots, C_N \), each one designed as mentioned in Section 5.1.2 by considering different patient models, being then a controller \( C_i \) optimized for a specific model \( M_i \). In this way, the optimal control is always chosen by switching the activated controller \( C_i^* \) according to the switching signal \( i^* \).

In Figure 6.6 a diagram of the controller bank composition is illustrated. In the following subsections this structure is going to be detailed. It is important to point out that each local controller \( C_i \) generates a set of three different signals. However, in order to simplify the explanations, from now on this set is going to be considered unitary.

![Figure 6.6: Architecture of the controller bank in the MMAC](image)

6.3.1 Bumpless Transfer and Anti-Windup

Each local controller \( C_i \) is designed to work for a certain patient model or operating point and is expected to work optimally when the system enters its regime. When changes in the plant are detected, the current controller is switched to a new one with a much more satisfactory performance.

However, this ideal control process can be deteriorated by the switching since a degradation of the transient performance can be expected [118]. By swapping between one controller to another, abrupt changes in the manipulated variable \( U \) can occur resulting in doses that largely exceed the maximum values allowed. Bumpless transfer between different controllers can prevent this problem, for which several schemes have been developed in the literature and industrially implemented. From these, Turner and Walker [118] and Hanus et al. [119] works stand out.

In this work, the bumpless transfer problem is fixed by inserting after the switch an integrator common to all the controllers [107]. Therefore, if an abrupt change in \( U_s \) happens the integrator prevents \( U_b \) from drastically jump to higher values. The local controllers are thus generating increments that are going to be translated by the integrator into a smoother continuous signal \( U_b \).

The addition of this integrator in the system has another implication since the local controllers design was performed without it. Therefore, the local controllers have to be redesigned by considering an augmented state space composed by the previously defined state \( x \) and the state of the integrator \( x_I \). Since the integrator state \( x_I \) is exactly the variable \( U_b \), the equations (5.3) and (5.4) can be modified, resulting in
\[
\begin{bmatrix}
\dot{x} \\
\dot{U}_b
\end{bmatrix} =
\begin{bmatrix}
A & B \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
x \\
U_b
\end{bmatrix} +
\begin{bmatrix}
0 \\
1
\end{bmatrix} U_s ,
\]  
(6.5)

\[
y =
\begin{bmatrix}
C & 0
\end{bmatrix}
\begin{bmatrix}
x \\
U_b
\end{bmatrix} ,
\]  
(6.6)

where \( A, B \) and \( C \) are the previously defined state space matrices.

It is noticeable that the system composed by equations (6.5) and (6.6) is controllable but not observable. However, since \( U_b \) is computed in software, direct measurements are available, being only necessary to estimate the state \( x \) as is currently implemented. On the other hand, the matrices \( K \) and \( Q \) have also to be expanded for working with the new augmented system.

An actuator saturation has to be considered after the integrator, since the drug effect \( U \) must respect \( U \in [0, 1] \). The actuator limits can be somehow achieved by the control variable leading the system to an open loop since the actuator is going to keep its maximum value independently of the system output. Besides that, when an integral action is used the control variable remains integrated leading to larger values. This process is called windup [104] and can cause large transients if the system is not correctly designed. In Figure 6.7 an illustrative example of integrator windup is shown.

![Figure 6.7: Illustrative example of a windup situation. Adapted from [120].](https://www.draw.io/

Figure 6.7 illustrates the process output \( y \), its reference \( R \), and the desired and true control signal, \( U_f \) and \( U_b \), respectively. It is important to notice that the \( U_f \) is the signal exactly before the integrator. After the first reference change, the signal \( U_f \) increases until it reaches the upper limit \( U_{max} \). This saturated value is not enough for eliminating the reference following error which leads \( U_f \) to keep increasing beyond the actuator limit, although \( U_b \) is stagnated. In this way, a difference between the true control input \( U_b \) and its desired value \( U_f \) is obtained [120].

When the reference \( R \) is lowered, the control signal \( U_f \) starts decreasing, but, due to the difference between the true and the desired value, this decrease is only noticed after a certain delay, causing a poor transient performance. In situations where the reference is too large, damped oscillations and large overshoots can also be obtained [120].

From the different anti-windup solutions, the scheme that is used in this work was introduced by Astrom and Wittenmark [121] and is shown in Figure 6.8. An extra feedback signal is added that measures the error \( e_s \) between the desired and the true control signal. The signal \( e_s \) is then fed back to the integrator through the gain \( \frac{1}{T_W} \), being the integrator input given by

\[
U_f = U_s - \frac{1}{T_W} e_s .
\]  
(6.7)
When there is no saturation, the error \( e_s \) is zero having no effect in the operation. However, when it is not null, the extra feedback path tries to drive the integrator input to zero, resetting the integrator so that the controller output is at the saturation limit, which prevents it from winding up.

![Figure 6.8: Architecture of the bumpless transfer scheme combined with anti-windup.](image)

The integrator is reset at a rate dependent on the time constant \( T_w \), so-called tracking-time constant that influences the way the anti-windup system works as it is represented in Figure 6.9.

![Figure 6.9: Illustration of the effect of the variable \( T_w \) in the anti-windup system.](image)

In Figure 6.9 the system is trying to follow a constant reference \( R \), what leads the input \( g(t) \) to be always maximum, when the following error \( e \) is positive, or minimum, otherwise. For the situation where the anti-windup system is not implemented – green curves – the tumor volume does not correctly follow \( R \), due to the large values of \( U_f \) that delay so much the system response that it only has the ability to act at the beginning of therapy. On the contrary, when the anti-windup scheme is considered, the system has a better response. The value used in this work is \( T_w = 10 \) that represented the best tested scenario.

In Figure 6.10 an example of the bumpless transfer and anti-windup system operation is illustrated.

As expected, the \( U_b \) curve is always between its allowed limits and does not follow \( U_s \) curve behavior during that interval because of the integral action. The integral action makes the \( U_b \) curve
smoother, preventing large bumps. Aside from that, the delay between $U_s$ and $U_b$ during the falling edges is not accentuated due to the anti-windup action that resets the integrator.

![Figure 6.10: Example of the bumpless transfer and anti-windup system operation.](image)

### 6.3.2 Mean Filter

Despite the inclusion of the bumpless transfer, there may still exist situations in which the system is not able to prevent the occurrence of peaks. Example of this situation is a switch between two models that are very distinctive. The bumpless transfer is capable of smoothing these peaks but not of removing them. In this way, a mean filtration was included.

The filter is based on a cumulative moving average that calculates for each time instant $t_n$ the mean of all the iterations between the first instant $t_0$ and the previous one $t_{n-1}$. In this way, the drug effect for the time instant $n$, $U^{(n)}$, is given by

$$U^{(n)} = \frac{U_b^{(n)} + nU^{(n-1)}}{n},$$

where $U_b^{(n)}$ is the output of the bumpless transfer and anti-windup system, and $U^{(n-1)}$ is the previous value of the drug effect $U$. In Figure 6.11 an example of this kind of filtration with a sampling time of $t_s = 0.3$ days is illustrated where the peaks are completely removed.

![Figure 6.11: Example of mean filtration for a sampling time of $t_s = 0.3$ days.](image)

It is worth noticing that the mean filtration showed better results when compared with the utilization of a median filter or a rate limiter, solutions that were also tested.
There exist some degrees of freedom for the designer in the specified MMAC architecture, for example concerning the model bank composition and whether to use fixed or adaptive models.

Adaptive models result from the use of online identification or learning methods. These methods generate models by computing at every instant the parameter vector \( \hat{p}_i \) due to an analysis of the plant input \( U \) and output \( y \). In this way, a convergence to the neighborhood of the plant parameter vector \( p \) is expected. However, when there are changes in the plant dynamics, the parameter vectors have to be initialized having impact on the system transient performance.

This problem does not occur in the fixed models and, apart from that, they are computationally more efficient, since only the models outputs \( \hat{y}_i \) are calculated. On the other hand, to achieve the same steady state asymptotic accuracy as achieved by only one single adaptive model, a large number of fixed models is usually necessary [106].

The choice of the number of models, their selection and distribution in the parameter space \( S \) are design issues crucial for achieving a good performance. With prior information, as past experience, actual measurements, and physical limitations, some knowledge about \( S \) can be obtained helping the design decisions. By having this kind of information, an ideal model bank can be obtained where at least one fixed model is closer to each hypothesis of plant dynamics. However, due to computational limitations a bounded model bank is required, which suggests alternative methods to distribute the \( N \) fixed models. The simplest way is to locate the models uniformly in the parameter space \( S \). Another solution is to distribute more models in highly sensitive zones.

In this work, it is essentially intended to use an algorithm where the controller bank is smaller than the model bank, i.e. where \( N_c \ll N \), being \( N_c \) the number of local controllers. Following the work of Oliveira et al. [122], it is expected to select a set of local controllers \( C^c_j \), with \( j = 1, ..., N_c \), that best cover all the models \( M_i \), where \( i = 1, ..., N \). For that, clustering algorithms have to be implemented in order to agglomerate similar models into a single cluster \( c_j \). The centroids of the clusters \( c_j \) form a new set of models \( M^c_j \), from which the local controllers \( C^c_j \) are going to be designed. The clustering process is illustrated in the Figure 7.1 in \( \mathbb{R}^2 \), where a set of \( N \) models \( M_i \), represented by the parameters \( \theta_1 \) and \( \theta_2 \), is partitioned into five clusters \( c_j \) with centroids \( M^c_j \), where \( j = 1, ..., 5 \).

**Figure 7.1:** Clustering illustration for a set of models \( M_i \) – blue dots – resulting in five clusters \( M^c_j \) – red crosses.
Due to clustering, the candidate models $M^c_j$ are located in highly dense zones of models. Therefore, $M^c_j$ symbolize the models that are essential for the control operation, from which the controllers $C^c_j$ are going to be designed. In this way, by using a small number of controllers, $N_c$, problems related with excessive switching does not occur. Aside from that, it is computationally more efficient to consider a small number of controllers instead of a linear proportionality between the set of models $M_i$ and its respective controllers.

In the following sections, a sensitivity analysis of the patient model parameters is going to be performed, as well as a description of the metric used for the clustering, the implemented algorithms and a comparison between them.

### 7.1 Model Sensitivity Analysis

Sensitivity analysis aims to study how the variation of a model parameter affects the system output. In other words, it evaluates quantitatively what is the influence of each model parameter on the observed variable.

If a small variation in a parameter results in a large difference in the output, the system is sensitive to that parameter. This kind of information is useful for simplifying high order models or to help the model identification process. In this work, the sensitivity analysis is going to be used to choose from the set of 11 parameters of the patient model – Subsection 2.2.3 – the 2 most sensitive parameters. Therefore, clustering is then going to be performed based on these parameters because the largest differences between the models of the model bank can be detected based on them.

Following Coito et al. work [123], the patient model can be described as

$$\dot{x} = f(x,u,\theta) ,$$  

(7.1)

where $\theta \in \mathbb{R}^{11}$ is the parameter vector, $x$ is the state vector, and $u$ is the model input.

Deriving equation (7.1) with respect to the parameter $\theta_i$, where $i = 1,\ldots, 11$, results

$$\frac{\partial}{\partial \theta_i} \dot{x}(t,\theta) = \frac{\partial f}{\partial x} \frac{\partial x}{\partial \theta_i} + \frac{\partial f}{\partial \theta_i} .$$  

(7.2)

Changing the order of derivatives, the following equation arises

$$\frac{d}{dt} \left( \frac{\partial x}{\partial \theta_i} \right) = \frac{\partial f}{\partial x} \frac{\partial x}{\partial \theta_i} + \frac{\partial f}{\partial \theta_i} ,$$  

(7.3)

that can be simplified by considering the definition of sensitivity, $S_i = \frac{\partial x}{\partial \theta_i}$, resulting in

$$\frac{d}{dt} S_i = \frac{\partial f}{\partial x} S_i + \frac{\partial f}{\partial \theta_i} .$$  

(7.4)

The differential equation (7.4) represents the state sensitivity $S_i = (S_{V_i}, S_{K_i}, S_{I_i})$ as a function that varies with time and that depends on the initial conditions $(x_0, u_0, \theta_0)$. By integrating it, simulations of the model sensitivity can be performed for different initial conditions. In Figure 7.2 an example is illustrated for the case where the initial conditions correspond to the equilibrium point in absence of therapy.
From the 11 parameters, only 3 have substantial influence – $\mu_I$, $\beta$ and $d$ – in the model, since for 8 parameters the sensibility $S_i$ is close to zero. For simulations with distinct initial conditions, the results illustrate the same sensitivity disparity between parameters. For this reason, it was chosen to use in the implemented clustering algorithm the parameters $\mu_I$ and $\beta$.

![Sensitivity graphs](image)

**Figure 7.2:** Sensitivity of the model as a function of time, for $V_0 = 28000.4 \text{ mm}^3$, $K_0 = 29528.1 \text{ mm}^3$, $I_0 = 0.013$ and $u_0 = (0, 0)$.

### 7.2 Vinnicombe Metric

An important factor regarding the classification and agglomeration of models is the choice of a good metric, *i.e.* a measurement of the closeness between linear time-invariant models [124]. If two models $M_i$ and $M_j$, with $i \neq j$, are called similar by a metric, then if a controller stabilizes $M_i$, it must do the same with $M_j$, and the inverse process must work as well.

Since the Euclidean distance does not contain the desired properties, El-Sakkary [125] developed the *gap* metric in order to study the robustness of the stability of feedback systems. Later, Vinnicombe [126] improved the *gap* metric creating the *v-gap*, or the so called Vinnicombe metric. The *v-gap* metric has the same topology as the *gap* metric, although with more desirable properties than the *gap* metric, mainly because it gives less conservative robust stability results. More precisely, if the Vinnicombe metric shows that two models are distinct, then a controller that gives satisfactory results for one model will behave poorly or even destabilize the other model. In this way, the Vinnicombe metric is more relevant than the *gap* metric for the control domain [124].

Considering two models $M_i$ and $M_j$, that are described by a transfer function with the same number of inputs and outputs, the Vinnicombe metric is then given by

$$
\delta_v(M_i, M_j) = \| (I + M_j^*M_j)^{-1/2}(M_j - M_i)(I + M_i^*M_i)^{-1/2} \|_\infty ,
$$

(7.5)
where $I$ is the identity matrix. The Vinnicombe metric can take values between $0 \leq \delta_v(M_i, M_j) \leq 1$.

If $\delta_v(M_i, M_j) = 0$ the models have the same composition. On the other hand, $\delta_v(M_i, M_j) = 1$ means that both models are very distinctive. In this way, values closer to 0 indicate that a controller designed for $M_i$ can also stabilize $M_j$, having additionally similar closed loops gains.

Since this work deals with a two-input model, two transfer functions are obtained, meaning that two Vinnicombe metrics are available, one for each input. In the Section 7.4 this topic is approached.

7.3 Clustering Methods

Clustering is the unsupervised classification of patterns in groups, in which their elements should share common characteristics. Aside from being an unsupervised method, since there is no available knowledge of past classification results, clustering is also a nonparametric class of algorithms.

Before applying the clustering methods, a model data set is created. In this way, $N$ values for the variables $\beta$ and $\mu_I$ are generated by a log-normal distribution, creating combinations of values that result in $N$ different patient models. It is worth to notice that those values are generated between the acceptable intervals $\beta \in [0, 0.05]$ and $\mu_I \in [0, 0.003]$ that were defined in accordance with the considered clinical results – Appendix A. In this way, each model can be represented in $\mathbb{R}^2$ by the referred parameters, since the remaining model parameters assume the values described in Table 2.1.

In this work, three different clustering methods are used. The first one is an intuitive partition of the model data set used as a basis for comparison with the other algorithms. The second method is a partitional clustering algorithm, known as $k$-means, in which a partition of data is obtained by optimizing a criterion function. The third technique is called complete-linkage, a hierarchical clustering in which a dendrogram is used to successfully classify and agglomerate models.

In the following subsections these algorithms are fully described.

7.3.1 Intuitive Clustering

In the intuitive clustering algorithm the data set is “intuitively” divided into $N_c$ clusters, meaning that a visual and rough division is performed in order to create $N_c$ groups with no overlap.

For each cluster $c_i$, a model is randomly chosen to be considered the centroid $M^c_i$ of that class.

To guarantee stability conditions, the controller associated with each centroid $M^c_i$ is connected to all the models belonging to the cluster $c_i$, and the respective closed-loop poles are computed [122]. If there exist unstable closed-loop poles (with negative real part) in at least one model of the cluster $c_i$ then another model is chosen to be the cluster centroid. This process is repeated until the controller associated with the centroid $M^c_i$ can stabilize all the models of $c_i$. In the last case, the clusters disposition has to be reformulated to achieve the desired results.

In the nutshell, the intuitive clustering is a three step process composed by the following steps:

1. Clusters Partition – Visual and rough partition of $N_c$ clusters;
2. Centroids Selection – Random choice of $N_c$ centroids;

3. Closed-Loop Poles Verification – It is verified if the controller $C_j^c$ associated with the centroid $M_j^c$ stabilizes all the models belonging to $c_j$.

7.3.2 K-Means

The $k$-means algorithm is a reliable clustering procedure widely used in the literature, being originally developed by Macqueen [127] to compute the optimal partition, however, in general, this only happens in special cases.

It consists of starting with $N_c$ clusters, each one composed by a single model randomly chosen. Thereafter, in each iteration all the models $M_i$ compute the distance to all the centroids $M_j^c$ and then they are added to the nearest $c_j$. After that, the centroids are updated by adjusting the mean of each cluster.

In this work, the distance evaluation is performed with the Vinnicombe metric and an additional verification at the end of each iteration is added to ensure the conditions of stability. The following topics summarize the $k$-means process:

1. Centroids Initialization – Random initialization of $N_c$ centroids;

   Loop: (exit condition: $M_j^c = M_j^c_{\text{last}}$, $\forall j$, $j = 1, ..., N_c$)

2. Classification and Clustering – The similarities between each model $M_i$ and the centroids $M_j^c$ are computed through the Vinnicombe metric and each $M_i$ is classified into the nearest cluster $c_j$, according to

   $M_i \in c_j : j = \min_j \delta_v(M_j^c, M_i) ;$

3. Centroids Update – After the clusters recomposition, each centroid $M_j^c$ is updated into

   $M_j^c = \frac{1}{|c_j|} \sum_{M_i \in c_j} M_i ;$

4. Closed-Loop Poles Verification – It is verified if the controller $C_j^c$ associated with the centroid $M_j^c$ stabilizes all the models belonging to $c_j$.

   This four-step process ends when there are no modifications in the centroids $M_j^c$ of all the clusters $c_j$ in the Step 3, meaning that the best possible solution has been achieved.

7.3.3 Complete Linkage

The complete linkage algorithm, developed by King [128], differs from the last method in the way the similarities between a pair of clusters are characterized. By considering, at the beginning, each model as a cluster and sequentially combining it in larger clusters, a dendrogram can be drawn. At each step, the two clusters separated by the smallest distance are fused into a single cluster. The notion of distance between clusters in the complete linkage is what differentiates it from the other hierarchical methods. In this algorithm, the distance between clusters is measured as the distance
between the model $M_i$ of the cluster $c_i$ and $M_j$ from cluster $c_j$, with $i \neq j$, that are farthest away from each other.

The process executed by the complete linkage method is described as follows:

1. **Distance Matrix Initialization** – A matrix $D(c_i, c_j)$ is computed in order to measure the distances between all the pairs of clusters $c_i$ and $c_j$, with $i \neq j$, through the Vinnicombe metric, since initially all the models are considered as single clusters;

   Loop: (exit condition: $\#c_i = N_c, \forall i$)

2. **Classification and Clustering** – The pairs of clusters that have the minimum distance are fused into the same cluster. In this way, all the models $M_i$ from the cluster $c_i$ are going to belong to $c_j$, following

   $$\forall M_i \in c_i, M_i \in c_j : j = \min_j D(c_i, c_j);$$

3. **Distance Matrix Update** – The distance matrix is updated measuring the maximum distances between pairs of clusters $c_i$ and $c_j$, being the notion of distance $D(c_i, c_j)$ given by

   $$D(c_i, c_j) = \max_{M_i \in c_i, M_j \in c_j} \delta_v(M_i, M_j);$$

4. **Centroids Computation** – At the end of the loop, the centroids have to be computed, using

   $$M^c_j = \frac{1}{|c_j|} \sum_{M_i \in c_j} M_i;$$

5. **Closed-Loop Poles Verification** – It is verified if the controller $C^c_j$ associated with the centroid $M^c_j$ stabilizes all the models belonging to $c_j$.

The algorithm ends when the desired value of clusters $N_c$ has been achieved in Step 2.

### 7.4 Results

The classes of models obtained for the three clustering algorithms are illustrated in the Figure 7.3 for a data set of $N = 100$ models and $N_c = 6$ clusters. In the Table 7.1, the quality of the clustering is evaluated through three criterion: number of models $M_i$ in each cluster $c_i$, mean of distances $d_c$ between $M_i$ and its clusters, and the worst case of the same distance $d_c$. It is worth to notice that in the presented results the Vinnicombe metric for the first model input $g$ was used.

When compared with the intuitive clustering, the $k$-means seems to have a greater performance in the test with 6 clusters, since the latter has almost all the values of the mean of $d_c$ lower or similar than the same values in the first method. This aspect is evidenced when the mean of the last referred measure is performed – the last row in Table 7.1 – for all the clusters, being this value $21.28 \%$ lower than in the case of the intuitive method. Aside from that, the worst cases of $d_c$ in each cluster are always smaller for the $k$-means with the exception of cluster $c_4$, whose elements are quite apart as seen in the Figure 7.3(b).
The complete linkage is the method that showed better performance, having substantial differences compared with the other methods. This algorithm tends to make partitions in areas where the models are further apart, as it is the case of the singles model clusters \(c_5\) and \(c_6\). On the other hand, it creates clusters with a large number of elements in areas where they are closer to each other. Aside from that, the complete linkage is computationally more efficient since the Vinnicombe distances only have to be computed once, and not in every iteration as in \(k\)-means due to the required comparisons between all the models and the centroids.

Figure 7.3: Clustering of 100 different models into 6 clusters using 3 different methods.
Table 7.1: Clustering results – number of models in each $c_i$, mean and worst distances of all the models to its centroid – for the three methods with $N_c = 6$ clusters. Last row shows the sum of models and the mean value of the Mean $d_c$ and Worst $d_c$.

<table>
<thead>
<tr>
<th>Intuitive</th>
<th>K-Means</th>
<th>Complete Linkage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_i$</td>
<td># M’s</td>
<td>Mean $d_c$</td>
</tr>
<tr>
<td>$c_1$</td>
<td>5</td>
<td>0.0065</td>
</tr>
<tr>
<td>$c_2$</td>
<td>6</td>
<td>0.0046</td>
</tr>
<tr>
<td>$c_3$</td>
<td>10</td>
<td>0.0038</td>
</tr>
<tr>
<td>$c_4$</td>
<td>27</td>
<td>0.0064</td>
</tr>
<tr>
<td>$c_5$</td>
<td>41</td>
<td>0.0051</td>
</tr>
<tr>
<td>$c_6$</td>
<td>11</td>
<td>0.0076</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0057</td>
</tr>
</tbody>
</table>

By looking only at the partition in Figure 7.3, one can see that the k-means algorithm agglomerates the models in a more uniformed way, possibly yielding a better representation of the sample. The complete linkage by having single clusters is not really partitioning the dense zones of models. However, only the results of the control algorithm can say which algorithm is the best for the developed control framework.

To verify the influence of the number of clusters, the same tests were performed for $N_c = 12$ clusters and the results are described in the Table 7.2 and illustrated in the Figure 7.4.

Table 7.2: Clustering results – number of models in each $c_i$, mean and worst distances of all the models to its centroid – for the three methods with $N_c = 12$ clusters. Last row shows the sum of models and the mean value of the Mean $d_c$ and Worst $d_c$.

<table>
<thead>
<tr>
<th>Intuitive</th>
<th>K-Means</th>
<th>Complete Linkage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_i$</td>
<td># M’s</td>
<td>Mean $d_c$</td>
</tr>
<tr>
<td>$c_1$</td>
<td>5</td>
<td>0.0026</td>
</tr>
<tr>
<td>$c_2$</td>
<td>5</td>
<td>0.0029</td>
</tr>
<tr>
<td>$c_3$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$c_4$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$c_5$</td>
<td>21</td>
<td>0.0038</td>
</tr>
<tr>
<td>$c_6$</td>
<td>6</td>
<td>0.0015</td>
</tr>
<tr>
<td>$c_7$</td>
<td>18</td>
<td>0.0045</td>
</tr>
<tr>
<td>$c_8$</td>
<td>23</td>
<td>0.0048</td>
</tr>
<tr>
<td>$c_9$</td>
<td>7</td>
<td>0.0089</td>
</tr>
<tr>
<td>$c_{10}$</td>
<td>4</td>
<td>0.005</td>
</tr>
<tr>
<td>$c_{11}$</td>
<td>7</td>
<td>0.0022</td>
</tr>
<tr>
<td>$c_{12}$</td>
<td>2</td>
<td>0.0012</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.0031</td>
</tr>
</tbody>
</table>

The intuitive and k-means methods improved their performance in this test. However that did not happen for the complete linkage. The mean of the worst $d_c$ for all the clusters is 17.24% smaller than the one in the 6 clusters test, which indicates that the addition of new clusters allowed to subdivide the cluster with 69 models into a set of clusters with models that are even closer to each other. However, the mean of $d_c$ is slightly bigger in the last test mainly because of the cluster $c_3$, whose models are somewhat distant from their centroid.

The same tests were performed by using the Vinnicombe metric for the second input $i$ and for the mean of the Vinnicombe with both inputs. However, the results obtained were equal in the case of the
$k$-means and 35% worse for the complete linkage. For this reason, the results are not shown and it was chosen to use the first metric in the simulations of the MMAC algorithm.

After the clustering process, the initial model data set is turned into a data set of $N_c$ models – the centroids – that represent classes of models with similar properties. This clustered data set is going to be combined with the MMAC algorithm in order to simplify the model and controller banks. The simulations are illustrated in Chapter 9.

Figure 7.4: Clustering of 100 different models into 12 clusters using 3 different methods.
Offline Bolus Therapy Design
The therapy design approach developed does not consider the use of IV bolus, since it generates a drug concentration directly and not a set of IV bolus. In this chapter, it is intended to develop an offline algorithm to design IV bolus therapies, that is, to generate a set of $N_b$ bolus based on a previous computation of a drug concentration $C_p$.

Ideally, this process would be executed in parallel with the computation of the MMAC algorithm. However, in this work it was chosen to make it in offline mode due to the available time frame.

A therapy with $N_b$ IV bolus, each one with amplitude $D_i$, with $i = 1, \ldots, N_b$, separated by equidistant intervals of $t_i$ is given by

$$d(t) = \sum_{i=0}^{N_b-1} D_i \delta(t - t_i), \quad (8.1)$$

where $\delta(t)$ is the Dirac function.

The drug concentration in the organism $C_p(t)$ resulting from the bolus administration can be calculated based on the linear PK model – Section 3.1 – as it is illustrated in Figure 8.1 for the PK state space representation $x_{PK}$.

$$x_{PK}(t_i) = e^{At_i} x_{PK}(t_{i^-}) + \int_{t_{i^-}}^{t_i} e^{A(t_i-\tau)} B d(\tau) d\tau.$$  \hspace{1cm} (8.2)

By joining equations (8.1) and (8.2), taking advantage of the Dirac properties, and considering $t_i^+ - t_i^-$ as a very small interval, equation (8.2) can be simplified into

$$x_{PK}(t_i^+) \simeq x_{PK}(t_i^-) + BD_i. \quad (8.3)$$

The drug concentration $C_p(t)$ at the instant $t_i^+$ is then given by

$$C_p(t_i^+) \simeq Cx_{PK}(t_i^-) + CBD_i. \quad (8.4)$$

With the computation of the drug concentration $C_p$ for $t_i^+$, it is possible to discover the optimal sequence of bolus $D_i$ for every instant $t_i$, where $i = 1, \ldots, N_b$. This optimal sequence leads the cumulative mean of concentration for the bolus therapy, $\hat{C}_p(t_i, D_i)$, to fit best the desired drug concentration designed by the developed algorithm $C_p^*(t)$.
This problem can be described by the following expression

\[
\min_D \sum_{j=0}^{N_b-1} \left( C_p^*(t_j) - \hat{C}_p(t_j, D_i) \right)^2,
\]

where \( D = [D_1, ..., D_{N_b}]^T \).

An algorithm was developed that chooses, for every instant \( t_i \), the best dose \( D_i \), given an administration periodicity \( d_g \) and a desired concentration \( C_p^* \). For that, it compares, for every interval between 2 consecutive bolus \([t_i, t_{i+1}]\), all the possible means of drug concentration \( \hat{C}_p(t_i, D_i) \) resulting from the administration of all possible doses \( D_i \), with the desired value of mean of concentration \( C_p^* \). In this way, a sequence of bolus \( D \) is obtained. It is worth noticing that the allowable doses intervals are those referred in Section 3.4. Aside from that, although the above description was made only for one input, it can be generalized for multiple-drug therapies as the one considered in this work.

Figure 8.2 illustrates an example of the algorithm execution, where \( C_p^* \) is a constant curve of bevacizumab with 5 mg/kg and the periodicity is \( d_g = 21 \) days.

As it is possible to see, the obtained reference tracking is quite satisfactory, having in total 24 bolus with amplitudes that vary between 8 and 16 mg/kg. In the Chapter 9 more simulations are going to be performed with concentrations \( C_p^* \) that are directly obtained through the MMAC algorithm.

As mentioned before, ideally this process would be executed in real time. Nevertheless, an approximate version to the real time can be developed. Since it has to have a desired drug concentration \( C_i^* \) available for at least \( d_g \) days, the MMAC algorithm can be executed in intervals of \( d_g \) days, after which a bolus \( D_i \) could be computed. In this way, a real time solution with a \( d_g \) days delay would be obtained.
9 Results and Simulations
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In order to test the reliability of the control system described in the previous chapters, several simulations were performed using MATLAB R2016a and Simulink. Those simulations were computed for a model data set distinct from the test set used in Chapter 7 for testing the clustering process.

The quality of the results is evaluated not only through a visual inspection of the plots but also through quantitative metrics. Those comparison metrics include the number of true and false switches, the time delay $\tau$ between the reference model and the true switch, and also information related with the reference following, described by the Mean Absolute Percentage Error (MAPE), that is given by

$$MAPE = \frac{100}{N} \sum_{i=1}^{N} \left| \frac{R_i - V_i}{R_i} \right|,$$

where $R$ is the reference and $V$ the tumor volume output of the system.

In the following sections the system is tested for different combinations of algorithms and parameters. In particular, the control system in combination with the $k$-means and the complete linkage algorithm of 6 and 12 clusters is tested. Aside from that, offline bolus therapies are computed for different periodicities $d_g$ and $d_i$, distinct values of the dwell time $\tau_D$ are tested, error $\Delta \theta_{PS}$ in the Pharmacodynamical Simulation is added, and noise $n$ and disturbance $d$ are included.

The intuitive clustering is not approached in this chapter since it was only used as a base for comparison with the other clustering methods. Aside from that, its results are quite similar with the ones from $k$-means.

9.1 Test A – Model Switch

This test simulates a case of a patient in which the dynamics, described by the equations summarized in Section 4.1, changes twice over time. The initial patient dynamics corresponds to the model $M_{14}$, but at the instants $t = 100$, and $t = 300$ days the dynamics changes instantaneously to the models $M_{82}$ and $M_{65}$, respectively.

The models $M_{14}$, $M_{82}$, and $M_{65}$ are represented with a black star in Figure 9.1, as well as the partitions of the model data set for the $k$-means with 6 and 12 clusters, and for the complete linkage also with the same number of clusters. The system simulations obtained for each of the four algorithms are illustrated by Figures 9.2, 9.3, 9.4, and 9.5 and the evaluation metrics are described in Table 9.2. It is worth pointing out that, by default, the model initially chosen is $M_1$.

All the four simulations present satisfactory results, with levels of MAPE around 3% and low toxicity levels. What directly stands out from the simulations is the large number of false switches for the 12 clusters’ algorithms with 5 and 3 false switches, respectively, for $k$-means and complete linkage. This case happens because the computed centroids are closer to each other, which means that a small variation in the plant dynamics can result in a big oscillation in the selected model, until achieving the stabilization of the control system. This situation can be visualized for both model switches in the Figures 9.4 and 9.5.

On the other hand, it was expected that the MAPE would decrease with the increase of the clusters number, since each controller was designed for a smaller neighborhood, which could positively influ-
ence the performance. However, this situation does not happen at all, being the MAPE approximately equal or slightly greater for simulations with 12 clusters, probably due to the oscillations previously described.

From the algorithms with 6 clusters, the k-means presents a slightly lower MAPE. However, what really sets them apart is the number of true and false switches and the associated time delay. The complete linkage with 6 clusters does not have false switches, presenting a rate of 2/2 true switches, and an average delay of 30.7 days. This case occurs because the models $M_{82}$ and $M_{65}$ belong to the same cluster – Figure 9.1(b) – which means that the system only has to react to one model switch. On the other hand, the k-means with 6 clusters has a rate of 3/3 true switches and 2 false switches with an average delay of 59.8 days. However, both false switches occur "halfway" through the true switch – Figure 9.2. This situation happens because the model $M_{82}$ in the Figure 9.1(a) belongs to cluster $c_3$ and the model $M_{65}$ to the cluster $c_6$, hence the transition through clusters $c_4$ and $c_5$ takes place as a "bridge" to achieve the cluster destination $c_6$.

Since the simulations for the complete linkage are not conclusive in this test, the k-means with 6 clusters was considered to be the method with the most satisfactory results, being used in the following subsections.

**Figure 9.1:** Partition of the model data set according to the four methods – Test A.
Figure 9.2: Simulation of the MMAC algorithm using the $k$-means with 6 clusters – Test A.

Figure 9.3: Simulation of the MMAC algorithm using the complete linkage with 6 clusters – Test A.
Figure 9.4: Simulation of the MMAC algorithm using the $k$-means with 12 clusters – Test A.

Figure 9.5: Simulation of the MMAC algorithm using the complete linkage with 12 clusters – Test A.
The abrupt changes in the concentration for the simulations with 6 clusters should be noted, in the Figure 9.2 at \( t = 160 \) and \( 460 \) days, and in the Figure 9.3 at \( t = 115, 185 \) and \( 275 \) days. These changes result from the variations in the controllers that were designed for the same model and that are performed directly in the Pharmacodynamical Simulation system – Section 5.2 – that is minimizing the toxicity levels. As an example, in the Figure 9.2 at \( t = 160 \) days, by performing the change from the controller 7 to 8, the LQR controller designed with the matrix \( R_1 \) is replaced by the one with the matrix \( R_2 \) – subsection 5.1.2 – which keeps the bevacizumab concentration but increases the atezolizumab input.

9.1.1 Bolus Computation

From the computed concentrations \( C_g(t) \), for anti-angiogenesis, and \( C_i(t) \), for immunotherapy, a bolus therapy can be calculated through the algorithm described in the Chapter 8. For both therapy concentrations, bolus were calculated for periodicities of 7, 21, and 42 days. The MAPE between the desired and obtained mean concentrations, and the maximum bolus dose administrated were the two factors chosen for the evaluation of the bolus therapy – Table 9.1.

<table>
<thead>
<tr>
<th>Periodicity [days]</th>
<th>( C_g(t) )</th>
<th>( C_i(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>10.14</td>
<td>7</td>
</tr>
<tr>
<td>21</td>
<td>7.93</td>
<td>21</td>
</tr>
<tr>
<td>42</td>
<td>16.42</td>
<td>42</td>
</tr>
</tbody>
</table>

Table 9.1: Evaluation metrics for the designed bolus therapies – Test A.

As expected, with the exception of the therapy \( C_g(t) \) for \( d_g = 21 \) days, the MAPE increases with the increase of the periodicity. This situation happens because with smaller periodicities one can get more accurate results. The values of MAPE for \( C_i(t) \) are very large due to the abrupt changes that happen twice over the therapy duration, being the immunotherapy modulated by a bolus therapy with a large following error. However, it is the more feasible result considering the PK restrictions.

Aside from that, the maximum bolus dose is always the maximum dose allowed for \( C_g(t) \), and for \( C_i(t) \) is higher for larger values of \( d_i \). For those reasons, the selected bolus therapy was a combination between bevacizumab with \( d_g = 21 \) days and atezolizumab with \( d_i = 7 \) days, whose simulations are illustrated in Figure 9.6.

![Figure 9.6: Designed bolus therapy for \( C_g(t) \) with \( d_g = 21 \) days and \( C_i(t) \) with \( d_i = 7 \) days – Test A.](image_url)
9.1.2 Dwell Time Variation

To study the influence of the dwell time \( \tau_D \) in the control system, simulations were performed for the values \( \tau_D = 0 \), and \( \tau_D = 75 \) days and compared with the default value used in the previous simulations, \( \tau_D = 30 \) days.

The selected models for each simulation are illustrated in Figure 9.7 and their evaluation metrics described in Table 9.2.

![Figure 9.7: Selected patient dynamics depending on the value of the dwell time \( \tau_D \) – Test A.](image)

As it is possible to see, the curves of \( \tau_D = 0 \) and \( \tau_D = 30 \) days are exactly the same, having also the same metrics. This situation means that the used dwell time in the simulation from Figure 9.2 is not influencing the way the system reacts. That is, the obtained delays are exactly the time needed for system to stabilize.

For the simulation with \( \tau_D = 75 \) days, the case is different, since an additional time is required before switching the model. However, this supplementary delay does not influence the reference following since the MAPE is almost the same for all simulations.

To conclude, the usage of the dwell time for this test has proven to be neither harmful for the control system nor beneficial, since there is no chattering in this simulation.

9.1.3 Pharmacodynamical Simulation Error Variation

In order to study the influence of the uncertainty in the parameters of Pharmacodynamical Simulation, several simulations were performed for different values of \( \Delta \theta_{PS} \). The results are illustrated in Figure 9.8 and also quantitatively described in Table 9.2.

A higher value for \( \Delta \theta_{PS} \) basically represents an increase in the parameters of the DR system, belonging to the Pharmacodynamical Simulation, namely in the parameters \( L'_r, K'_r, \) and \( C'_{50_{base}} \) – Section 5.2. Increasing \( L'_r \) means that the drug resistance threshold is higher, but the same variation in the other two parameters is a warning for the control system that the mutant cells are more drug resistant. In this way, the control system is going to react by administrating a higher concentration for both drugs in order to achieve the same desired effect, as it is visible in the Figure 9.8, where the drug concentration is higher for larger values of \( \Delta \theta_{PS} \). Consequently, the toxicity maximum levels achieve
values of $T_x = 4$, for $\Delta \theta_{PS} = 150 \%$, and $T_x = 49.6$, for $\Delta \theta_{PS} = 250 \%$, that are graded, respectively, as life-threatening and death – Section 3.4.

**Figure 9.8:** Drug concentration and toxicity level of therapies computed for different values of $\Delta \theta_{PS}$ – Test A. The dashed curves in the left plot represent $C_i(t)$ and the solid curves $C_g(t)$.

However, this higher cell resistance is not real, since it is only an error between the Pharmacodynamical Simulation parameters and the real ones from the patient. In this way, some repercussions in the system behavior are expected, more specifically, worse following errors for larger values of $\Delta \theta_{PS}$, which happens for $\Delta \theta_{PS} = 150$ and $250 \%$. However, for $\Delta \theta_{PS} = 50 \%$ the case is distinct, since its computed MAPE is smaller than the one without uncertainty.

This decrease in the MAPE for small values of $\Delta \theta_{PS}$ may be due to the existence of an offset in the system. Having a small positive value of $\Delta \theta_{PS}$ means administrating a slightly higher drug concentration in the patient, which can dissipate the offset and, consequently, improve the reference following. Nevertheless, more tests have to be performed to prove its existence.

**9.1.4 Noise and Disturbance Variation**

In a real situation, the sensors that measure the tumor volume and the actuators that administrate the drug concentration can have some associated uncertainty. In this work, this discrepancy is going to be simulated by adding disturbance $d$ and noise $n$, respectively, to the input and output of the system. The system is going to be tested for three different situations: $R_1$ with $n = 0.1$ and $d = 10^{-4}$, $R_2$ with $n = 1$ and $d = 10^{-3}$, and $R_3$ with $n = 10^3$ and $d = 1$. The results are illustrated in Figure 9.9 and described in Table 9.2.

As expected, by increasing the noise and disturbance, the quality of the control system deteriorates. That is verified with the increase in the MAPE and in the number of false switches for the disturbed situations when compared with $R_0$ (no noise or disturbance).

For the situation $R_1$, although the MAPE is slightly higher than in $R_0$, its curves for the selected model are very similar. This event indicates that the values of noise and disturbance of the situation $R_1$ are acceptable for keeping the good performance of the control system.

On the other hand, for the other two disturbed situations, this conclusion cannot be expressed. For the situation $R_2$, there is an increase in the MAPE and, in addition, the switch between the models $M_{14}$ and $M_{82}$ is not correctly handled, since only false switches happen during the period where $M_{82}$
is representing the patient. For the situation $R_3$, in addition to the achieved higher MAPE, the MMAC system does not react to any changes, except at the first instants. This is exclusively due to the hysteresis condition. With the addition of noise and disturbance of large amplitude to the system, an “offset” with large varying amplitude is added to all the signals of the filtered prediction error $\pi_i$, that had small amplitudes. In this way, a set of signals with high order amplitudes that are closer to each other is created. For this reason, once the first model is selected, it is preserved until the end of the therapy since any possible switch “stagnates” in the hysteresis condition.

![Figure 9.9: Selected patient dynamics for the three different uncertain situations – Test A.](image)

### Table 9.2: Evaluation metrics for all the simulations performed in Test A.

| Algorithm       | $N_c$ | Test | MAPE [%] | True Switch | False Switch | $\tau_{\text{min}}$ [days] | $\tau_{\text{mean}}$ [days] | $\tau_{\text{max}}$ [days] |
|-----------------|-------|------|----------|-------------|---------------|-----------------|-----------------|----------------|---|
| K-Means         | 6     | -    | 3.0115   | 3/3         | 2             | 0.4             | 59.8            | 140            |   |
|                 |       | $\tau_D = 0$ | 3.0115   | 3/3         | 2             | 0.4             | 59.5            | 139.2          |   |
|                 |       | $\tau_D = 75$ | 3.0116   | 3/3         | 2             | 0.4             | 69.4            | 168            |   |
|                 |       | $\Delta \theta_{PS} = 50\%$ | 2.9799   | 3/3         | 2             | 0.4             | 56.6            | 139            |   |
|                 |       | $\Delta \theta_{PS} = 150\%$ | 3.1136   | 3/3         | 2             | 0.4             | 59.57           | 139.4          |   |
|                 |       | $\Delta \theta_{PS} = 250\%$ | 5.1612   | 3/3         | 2             | 0.4             | 59.43           | 139.4          |   |
|                 |       | $n = 0.1, d = 10^{-4}$ | 3.0362   | 3/3         | 2             | 0.4             | 54.93           | 118.5          |   |
|                 |       | $n = 1, d = 10^{-3}$ | 3.0323   | 2/3         | 4             | 28.8            | 37.05           | 45.3           |   |
|                 |       | $n = 10^4, d = 1$ | 25.0911  | 1/3         | 0             | 0.4             | 71.93           | 102.8          |   |
| Complete        | 6     | -    | 3.0203   | 3/3         | 5             | 30.4            | 71.93           | 102.8          |   |
| Linkage         | 12    | -    | 3.0205   | 2/2         | 0             | 0.4             | 30.7            | 61             |   |

#### 9.2 Test B – Model Linear Time Varying

The test considered in this section simulates a patient dynamics with the same changes over time as the Test A, but instead of an instantaneous switch between two models, the models are time varying. In this way, the parameters $\beta$ and $\mu_I$ vary approximately linearly over time, as it is represented in Figure 9.10 by the solid black line. Between 0 and 100 days, a variation from the model $M_{14}$ to the $M_{28}$ is performed, followed by another variation of 200 days until the model $M_{65}$. In the last 100 days of the simulation, this last model is kept. The simulations obtained for each of the four algorithms are illustrated in Figures 9.11, 9.12, 9.13 and 9.14 and the evaluation metrics are described in Table 9.4.
As in Test A, all the four simulations are satisfactory with MAPE around 3% and low toxicity levels. Comparing the algorithm with 6 and 12 clusters, the same conclusions can be drawn: larger variations in the selected dynamics of the 12 clusters’ algorithms, particularly in the k-means that has 8 false switches and a rate of 2/8 true switches. However, if a more detailed analysis is conducted, from Figure 9.13, one can see that 6 in 8 false switches are delayed true switches, i.e., the right switches are performed but not in the correct time due to their delay. This situation indicates that the variations occur too fast, and since the system as to dwell 30 days after a switch, the performance is deteriorated. In the complete linkage with 12 clusters, the variations are not so fast, leading to only 1 false switch and a rate of 5/6 true switches, which is an improvement in the performance regarding Test A. The MAPE for the 12 clusters’ algorithms are closer from values of Test A and are slightly higher comparing with the 6 clusters’ algorithms, possibly for the same reasons expressed in the previous section.

A performance improvement was obtained for both of the 6 clusters’ algorithms, regarding the same simulations in Test A. The MAPE levels for the k-means and complete linkage are somewhat smaller for this last test, as well as the time delay, whose means for both methods are significantly lower than the ones from Table 9.2.
Figure 9.11: Simulation of the MMAC algorithm using the k-means with 6 clusters – Test B.

Figure 9.12: Simulation of the MMAC algorithm using the complete linkage with 6 clusters – Test B.
Figure 9.13: Simulation of the MMAC algorithm using the $k$-means with 12 clusters – Test B.

Figure 9.14: Simulation of the MMAC algorithm using the complete linkage with 12 clusters – Test B.
Aside from that, both algorithms have full accuracy, with no false switches and 5/5 or 2/2 rates of true switches, respectively, for \( k \)-means and complete linkage.

For the same reasons expressed in the last section, the \( k \)-means with 6 clusters was chosen to be the method with the most satisfactory results, being used in the following tests.

### 9.2.1 Bolus Computation

For the considered drug concentrations, the MAPE between the desired and obtained mean concentration and the maximum bolus dose administrated are described in the Table 9.3.

<table>
<thead>
<tr>
<th>Periodicity [days]</th>
<th>( C_g(t) )</th>
<th>( C_i(t) )</th>
<th>MAPE [%]</th>
<th>Max Bolus [mg/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>21</td>
<td>42</td>
<td>10.3</td>
<td>15</td>
</tr>
<tr>
<td>21</td>
<td>16.43</td>
<td>4.41</td>
<td>7</td>
<td>0.0067</td>
</tr>
<tr>
<td>42</td>
<td>19.84</td>
<td>13.7</td>
<td>21</td>
<td>0.018</td>
</tr>
<tr>
<td>7</td>
<td>15.41</td>
<td>4.13</td>
<td>21</td>
<td>0.022</td>
</tr>
</tbody>
</table>

As expected, and as in the Test A, for small periodicities one gets more accurate results, with lower MAPE having also the same exception for \( d_g = 21 \) days. The maximum bolus dose follows the same behavior as in the last section, being the maximum dose allowed for \( C_g(t) \) and growing with the increase of the periodicity. In this way, a therapy of bevacizumab with \( d_g = 21 \) days and atezolizumab with \( d_i = 7 \) days was chosen, as illustrated in Figure 9.15.

![Figure 9.15: Designed bolus therapy for \( C_g(t) \) with \( d_g = 21 \) days and \( C_i(t) \) with \( d_i = 7 \) days.](image)

It is noticeable that, in this test, unlike the previous one, the MAPE values for \( C_i(t) \) are not so large since there are no abrupt changes in the concentration.

### 9.2.2 Dwell Time Variation

The simulations performed for the three different values of dwell time \( \tau_D \) are illustrated in Figure 9.16 and its evaluation metrics in Table 9.4.

The obtained results allow to draw the same conclusions as the ones taken in Test A. That is, since both curves for \( \tau_D = 0 \) and 30 days are equal, their delays are exactly the time needed for the system to stabilize. In this case, only a minor difference around \( t = 250 \) days is obtained for the curve for \( \tau_D = 75 \) days, which also almost does not influence the following error, since the MAPE values are identical. In this way, more tests are needed to prove the influence of the dwell time.
9.2.3 Pharmacodynamical Simulation Error Variation

The simulations performed in this test for different values of $\Delta \theta_{PS}$ – Figure 9.17 and Table 9.4 – show the same conclusions previously drawn for Test A. The drug concentrations increase for higher value of $\Delta \theta_{PS}$, as well as the toxicity levels, that follow the same behavior achieving values of $T_x = 3.7$ (life-threatening) for $\Delta \theta_{PS} = 150\%$ and $T_x = 49.9$ (death) for $\Delta \theta_{PS} = 250\%$.

The same repercussions as in Test A were found, with an increase in the MAPE for larger values of $\Delta \theta_{PS}$, with the exception of $\Delta \theta_{PS} = 50\%$ with a decrease of 1.15 % in the following error. This situation indicates, once more, the possible existence of a small offset in the system, that is being dissipated by this small increase in the drug concentration.

9.2.4 Noise and Disturbance Variation

The simulations computed for the three different situations $R_1$, $R_2$, and $R_3$ are represented in Figure 9.18 and its evaluation metrics in Table 9.4.

The theory from Test A is proved, having higher MAPE more false switches, and fewer true switches for situations with more noise and disturbance.

Contrary to the last section, there are no equivalence between the curves of the selected model for $R_0$ and $R_1$. Aside from that, in the last test the number of true and false switches are the same.
for $R_0$ and $R_1$, which does not happen in this case, since $R_0$ has a rate of 5/5 true switches and 0 false switches, and $R_1$ a rate of 3/5 true switches and 5 false switches. This control system degradation indicates that the model time varying test is more sensitive in terms of noise and disturbance comparing with the model switch test.

For the situation $R_3$, the MMAC system also does not react to any changes, except at the first instants, keeping the model $M_2$ during practically all the therapy period. This case happens again due to the situation of switch "stagnation" in the hysteresis condition.

![Figure 9.18: Selected patient dynamics for the three different uncertain situations – Test B.](image)

### Table 9.4: Evaluation metrics for all the simulations performed in Test B.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$N_c$</th>
<th>Test</th>
<th>MAPE [%]</th>
<th>True Switch</th>
<th>False Switch</th>
<th>$\tau_{\text{min}}$ [days]</th>
<th>$\tau_{\text{mean}}$ [days]</th>
<th>$\tau_{\text{max}}$ [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>6</td>
<td>-</td>
<td>3.0113</td>
<td>5/5</td>
<td>0</td>
<td>0.4</td>
<td>42.75</td>
<td>80.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau_D = 0$</td>
<td>3.0113</td>
<td>5/5</td>
<td>0</td>
<td>0.4</td>
<td>42.47</td>
<td>80.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau_D = 75$</td>
<td>3.0119</td>
<td>5/5</td>
<td>0</td>
<td>0.4</td>
<td>44.24</td>
<td>80.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta \theta_{PS} = 50%$</td>
<td>2.9767</td>
<td>5/5</td>
<td>0</td>
<td>0.4</td>
<td>42.85</td>
<td>80.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta \theta_{PS} = 150%$</td>
<td>3.1112</td>
<td>5/5</td>
<td>0</td>
<td>0.4</td>
<td>42.83</td>
<td>80.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta \theta_{PS} = 250%$</td>
<td>5.1847</td>
<td>5/5</td>
<td>0</td>
<td>0.4</td>
<td>43.44</td>
<td>81.4</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>$n = 0.1, d = 10^{-5}$</td>
<td>3.0336</td>
<td>3/6</td>
<td>5</td>
<td>13.4</td>
<td>27.22</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n = 1, d = 10^{-3}$</td>
<td>3.0481</td>
<td>2/5</td>
<td>7</td>
<td>0.4</td>
<td>78.8</td>
<td>157.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n = 10^2, d = 1$</td>
<td>16.4417</td>
<td>1/5</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
<td>35</td>
</tr>
<tr>
<td>Complete Linkage</td>
<td>6</td>
<td>-</td>
<td>3.0178</td>
<td>2/2</td>
<td>0</td>
<td>0.4</td>
<td>12.9</td>
<td>25.4</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>-</td>
<td>3.0231</td>
<td>5/6</td>
<td>1</td>
<td>11.4</td>
<td>35.4</td>
<td>59</td>
</tr>
</tbody>
</table>

### 9.3 Test C – Model Non-Linear Time Varying

This last test is executed for a non-linear time variation of the model parameters, being the "true" models completely different from Test A and B, as well as, the chosen trajectory in the parameter space.

This variation, represented in the Figure 9.19 occurs in the following way: it takes 100 days from the model $M_A$ to $M_B$, 50 days from the model $M_B$ to $M_C$, and finally 350 days from $M_C$ to $M_D$.

The simulations performed for the four methods are represented in Figures 9.20, 9.21, 9.22, and 9.23 and its evaluation metrics are described in Table 9.6.
Although the parameter trajectory, illustrated as a solid black curve in Figure 9.19, happens in sparse area in terms of models, all the simulations are satisfactory with values of MAPE around 3% and low toxicity levels, as occurred in the previous sections.

The biggest difference is the non-existence of a full accuracy rate of true switches for the complete linkage with 6 clusters, having also false switches that are not a “bridge” to the cluster destination, as happened in the Test A. Those switch errors deteriorate the performance, causing the MAPE to be closer to the values of the 12 clusters’ algorithms, which continue to have poor rates of true switches and a large number false switches.

The situation described in Test B also happened in this test for the 12 clusters’ algorithms, being most of the false switches delayed true switches, since the changes in the patient dynamics are too fast for the system to stabilize.

The $k$-means algorithm with 6 clusters was, once more, the method that showed the best results, with 100% accuracy of true switches, 0 false switches and the lowest MAPE. For these reasons, this method is used in the following subsections.

Figure 9.19: Partition of the model data set according to the four methods – Test C.
Figure 9.20: Simulation of the MMAC algorithm using the $k$-means with 6 clusters – Test C.

Figure 9.21: Simulation of the MMAC algorithm using the complete linkage with 6 clusters – Test C.
**Figure 9.22:** Simulation of the MMAC algorithm using the k-means with 12 clusters – Test C.

**Figure 9.23:** Simulation of the MMAC algorithm using the complete linkage with 12 clusters – Test C.
9.3.1 Bolus Computation

As before, a bolus therapy was computed for distinct values of the periodicity, being the results shown in Table 9.5.

Table 9.5: Evaluation metrics for the designed bolus therapies – Test C.

<table>
<thead>
<tr>
<th>Periodicity [days]</th>
<th>( C_g(t) )</th>
<th>( C_i(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>21</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>42</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>MAPE [%]</td>
<td>10.06</td>
<td>7.23</td>
</tr>
<tr>
<td>16.39</td>
<td>3.56</td>
<td>6.54</td>
</tr>
<tr>
<td>13.55</td>
<td>0.0227</td>
<td>0.063</td>
</tr>
<tr>
<td>Max Bolus [mg/kg]</td>
<td>0.0993</td>
<td></td>
</tr>
</tbody>
</table>

Once more, the same conclusions can be drawn: an increase in the MAPE for larger values of the periodicity, except in \( C_g(t) \) for \( d_g = 21 \) days. Aside from that, the maximum bolus dose is always maximum for \( C_g(t) \) and increases with the growth in the periodicity.

For those reasons, a combined therapy of \( C_g(t) \) with \( d_g = 21 \) days and \( C_i(t) \) with \( d_i = 7 \) days was selected as the one with the best performance, as happened in the two previous tests.

9.3.2 Dwell Time Variation

The simulations performed for a varying dwell time \( \tau_D \) are illustrated in Figure 9.25, as well as described in Table 9.6.

Figure 9.25: Selected patient dynamics depending on the value of the dwell time \( \tau_D \) – Test C.
observed. All the three different curves are identical for \( t \geq 75 \text{ days} \), but different at the beginning of therapy. For \( \tau_D = 30 \) and \( 75 \text{ days} \), there is a switch from the model \( M_1^c \) to \( M_2^c \), which is kept during their respective dwell times. However, for the case where \( \tau_D = 0 \text{ days} \), i.e. where no dwell time system is involved, there is a bump at \( t = 0.4 \text{ days} \), since after the last switch, the system returns to the initial model.

This was exactly what was intended to prevent with the dwell time method, since this bumps can strongly deteriorate the control system stability. Furthermore, the current situation represents a set of cases in which the initial switch is not an error, since the reference model is exactly \( M_2 \). Therefore, dwelling in the model \( M_2 \) for \( \tau_D \) contributes positively to the performance. This fact can be evidenced if the MAPE values for the three dwell time tests are compared. Without the dwell time method, i.e. for \( \tau_D = 0 \text{ days} \), the system presents the largest MAPE, since the model \( M_2^c \) was not kept during the first instants. The smallest MAPE was obtained for \( \tau_D = 30 \text{ days} \), having thus the best performance.

### 9.3.3 Pharmacodynamical Simulation Error Variation

The results obtained for the three different simulations are described in the Table 9.6 and illustrated in Figure 9.26.

As in the previous sections, the drug concentrations increase with the grow of \( \Delta \theta_{PS} \) and the toxicity level follows the same behavior, achieving values of \( T_x = 4.5 \) (life-threatening), for \( \Delta \theta_{PS} = 150\% \), and \( T_x = 51.1 \) (death), for \( \Delta \theta_{PS} = 250\% \).

![Figure 9.26](https://via.placeholder.com/150)

**Figure 9.26:** Drug concentration and toxicity level of therapies computed for different values of \( \Delta \theta_{PS} \) – Test C. The dashed curves in the left plot represent \( C_i(t) \) and the solid curves \( C_g(t) \).

Regarding the MAPE levels, the same exception was found for \( \Delta \theta_{PS} = 50\% \), being its error lower than in the test without uncertainty in the Pharmacodynamical Simulation parameters. In this way, the theory of the existence of an offset in the system is, once more, maintained.

### 9.3.4 Noise and Disturbance Variation

The results obtained for the three different situation \( R_1 \), \( R_2 \), and \( R_3 \) are described in Table 9.6 and illustrated in Figure 9.27.
The outcomes are similar to those of the last sections: the system deteriorates with the increase of noise, having larger values of MAPE and false switches and decreasing the number of true switches.

Once more, the situation $R_1$ presents acceptable metrics, having only 2 false switches since there is no switch from model $M_1$ to $M_2$ at the beginning. Aside from that, its curve is quite similar with the curve of $R_0$. This case also happened for Test A, which indicates that the values of noise and disturbance of $R_1$ are acceptable for a good performance of the control system.

For situation $R_3$, as previously, the switches "stagnates" in the hysteresis condition.

### Table 9.6: Evaluation metrics for all the simulations performed in Test C.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$N_c$</th>
<th>Test</th>
<th>MAPE [%]</th>
<th>True Switch</th>
<th>False Switch</th>
<th>$\tau_{\text{min}}$ [days]</th>
<th>$\tau_{\text{mean}}$ [days]</th>
<th>$\tau_{\text{max}}$ [days]</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Means</td>
<td>6</td>
<td>-</td>
<td>3.0119</td>
<td>4/4</td>
<td>0</td>
<td>0.4</td>
<td>38.58</td>
<td>119.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau_D = 0$</td>
<td>3.0151</td>
<td>4/4</td>
<td>0</td>
<td>0.4</td>
<td>38.58</td>
<td>119.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\tau_D = 75$</td>
<td>3.0124</td>
<td>4/4</td>
<td>0</td>
<td>0.4</td>
<td>49.69</td>
<td>119.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta\theta_{PS} = 50%$</td>
<td>2.0748</td>
<td>4/4</td>
<td>0</td>
<td>0.4</td>
<td>38.7</td>
<td>119.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta\theta_{PS} = 150%$</td>
<td>3.1118</td>
<td>4/4</td>
<td>0</td>
<td>0.4</td>
<td>37.7</td>
<td>115.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta\theta_{PS} = 250%$</td>
<td>5.2044</td>
<td>4/4</td>
<td>0</td>
<td>0.4</td>
<td>39.85</td>
<td>121.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n = 0.1, d = 10^{-4}$</td>
<td>3.0386</td>
<td>2/4</td>
<td>1</td>
<td>27</td>
<td>76.11</td>
<td>125.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n = 1, d = 10^{-3}$</td>
<td>3.0474</td>
<td>3/4</td>
<td>3</td>
<td>0.4</td>
<td>20.45</td>
<td>33.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n = 10^3, d = 1$</td>
<td>21.6715</td>
<td>1/4</td>
<td>0</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Complete Linkage</td>
<td>12</td>
<td>-</td>
<td>3.0253</td>
<td>3/7</td>
<td>5</td>
<td>0.4</td>
<td>14.3</td>
<td>28.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.0179</td>
<td>4/5</td>
<td>2</td>
<td>0.4</td>
<td>44.4</td>
<td>92.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.0192</td>
<td>2/10</td>
<td>8</td>
<td>28.8</td>
<td>29.6</td>
<td>30.4</td>
<td></td>
</tr>
</tbody>
</table>
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The aim of this dissertation was to develop a tool for clinical decision-making in mRCC cancer therapy design, using adaptive control techniques combined with unsupervised learning. Having accomplished this goal, some conclusions on the results are drawn in this chapter, as well as an overview of possible future work.

10.1 Work and results analysis

First of all, at the beginning of this master thesis a review of two promising therapies, anti-angiogenesis and immunotherapy, was performed. Aside from that, a new mathematical model of tumor growth was developed, having in consideration mRCC clinical results and the therapies previously mentioned. Subsequently, a patient model was built incorporating organism pharmacological aspects, as Pharmacokinetics (PK), Pharmacodynamics (PD), Drug Resistance (DR) and toxicity, into the developed tumor growth model.

The studies performed on the patient model allowed an analysis of the minimum values of dose, periodicity, and therapy duration for the tumor to be eradicated. It was found that the immunotherapy, when administered alone, cannot eradicate the tumor, on the contrary of anti-angiogenesis. However, the best results were obtained for a combination of both treatments, which indicates a possible synergy.

A feedback system was developed in order to control the patient by analyzing the tumor volume and intervening in the drug rates. This system has the ability of designing three distinct combinations of drugs. These three different therapies result from the tuning of the matrix $R$ of the LQR control algorithm. In this way, at each time instant, the therapy with the least toxicity is chosen, as was intended in this work. This therapy selection is made through a decision software, Pharmacodynamical Simulation, that simulates the patient pharmacological features.

This control framework was adapted to work in environments where the patient characteristics are unknown, that is, where uncertainty in the system to control exists. A MMAC algorithm is then used that joins a controller bank, consisting of several controllers designed for different operating points, with a supervisor that decides instantaneously the best controller to use.

The controllers belonging to the controller bank are chosen through clustering techniques that select, from a data set of $N$ models, $N_c$ key models, each one describing an important class of patient features.

Finally, three distinct tests were performed in order to illustrate the system operation and to analyze its performance. All the tests showed very satisfactory results, not only in terms of treatment efficacy, but also due to the low toxicity levels achieved. In the three situations, without the addition of error in the system, the tumor is eradicated in less than a year and a half, and the toxicity levels are graded between mild and moderate.

The clustering algorithms have impact on the behavior of the control system, since the positioning and the number considered for the key models, i.e. the centroids, influence the way the system performs. In particular, with more clusters, and consequently more controllers, the system performance
tends to degrade, since the system does not have the capacity of reacting with the necessary speed. Therefore, one can conclude that the addition of the model clustering to the MMAC brought performance improvements. This conclusion is drawn because clustering main goal was exactly to reduce the numbers of controllers to operate.

Aside from that, the algorithm that showed the best results – \( k \)-means with 6 clusters – does not create clusters with a single model, which indicates that the centroids should be positioned in dense areas of models. This situation does not happen for the other method, viz. complete linkage, that have clusters in sparse areas of models.

The influence of the immunotherapy on the results is another question to be undertaken, since its concentration is always 150 to 1000 times lower than the anti-angiogenesis concentration. However, as mentioned before, it is believed that the combined therapy can achieve better results.

It was concluded that the dwell time is important in some situations of chattering that can occur but, at the same time, can harm the system when a fast reaction is necessary. Aside from that, what was described regarding the three different scenarios enumerated in Section 6.2.3 was demonstrated in Chapter 9 since Test A is an example of the Scenario 1, Test A (with noise and disturbance) is an example of the Scenario 2, and, lastly, Tests B and C (both with noise and disturbance) are cases of Scenario 3. All the mentioned tests showed great performance, except, as expected, when large values of noise and disturbance were applied, which indicates that the inclusion of the dwell time condition can result in additional stability conditions.

Finally, by adding error, noise and disturbance, the system limits were tested, having thus a good operating margin.

10.2 Future Work

As mentioned before, this work consists of a simulation of a CDSS. Although all the goals were accomplished, additional improvements can be made, ideally, rendering it possible to be applied in experimental or clinical studies.

The utilization of control techniques that allow the use of the non-linear tumor growth model or, the adaptation of the system to use the linear model in different operating points, are two solutions that can be implemented to better describe the patient behavior. Aside from that, this behavior can be also better characterized if more clinical results are used, not only to mRCC, but also to another kinds of cancer. In this way, additional tests could be made as, for example, the influence of the tumor initial conditions, or the patients characteristics on the therapy. Therefore, a direct collaboration with clinical institutions can possibly extend the scope of this work.

The evaluation of the toxicity involved in a therapy can be more precise if mathematical models are used. Since these kind of models were not found in the literature, they were not used. However, their development is suggested since the toxicity is a vital aspect in the therapy design.

The control system developed can be adapted in order to choose the most convenient therapy or mode of administration. For example, the system of offline bolus calculation developed can be
adapted to work in an online mode. Another hypothesis is also the consideration of the use of the CIT or PO that can also achieve great results. Aside from that, the system can also be adjusted to work with tumor volume readings with fixed periodicities, that better simulate a real scenario.

In terms of the control system, several techniques can be tested in order to obtain the best performance. One of the possible solutions is the use of a bank of fixed models combined with an adaptive one. That is, a model that can adapt its parameters in accordance with the plant input and output, for example, through an identification system or a neuronal network, as proposed in [108]. On the other hand, since the results with the complete clustering were not the best, after the clustering process, the clusters with a single model may be considered as outliers and not as an important class of patients.

With those improvements, the use of the developed system in experimental trials can be closer to becoming a reality.
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Approximation of Patient Model to Metastatic Renal Cell Carcinoma
In order to approximate the patient model to clinical values, some clinical results of mRCC were used - Tables A.1 and A.2. This information include: tumor’s initial volume, growth rate of 30 patients with mRCC [129], and the variation of the sum of the tumor largest diameters, for 10 patients in 9 different time instants [79].

First of all, the model was adapted taking into consideration the initial conditions of the clinical results. According to the values in [129], tumor’s initial volume were between 0.3 cm$^3$ and 494.7 cm$^3$, with mean 28.7 cm$^3$ and median 5.2 cm$^3$. Since 70 % of the initial volumes belong to the range [0.3; 10] cm$^3$, this interval was considered as acceptable for being the tumor’s initial volume in the patient model. Aside from that, the average growth rate for the 30 patients was 19.1 cm$^3$/year.

Using the previous information, the parameters of the general tumor growth model composed by equations (2.7), (2.8) and (2.9) were adjusted, except the sensibilities $\eta$ and $\kappa$. In this way, in absence of therapy, the model can behave as the referred clinical results.

The tumor’s diameter variation obtained from [79] allows to adapt the model response to treatment. However, it is intended to calculate the volume variations from the diameter variation, which implies the consideration of the shape of the tumor as a sphere.

By having the information of the reaction of all the patients to treatment, a behavior window can be established if one consider the best and the worst therapy response from the sample. It needs to be pointed out that this sample does not include an outlier patient, whose treatment was discontinued after less than 3 months due to his death.

Using the information of the 9 distinct time instants, two fitted 4th order curves were calculated, as illustrated in Figure A.1.

![Figure A.1: Tumor behavior window according to [79] for $V_0 = 5000$ mm$^3$. Maximum curve with a fit.](image)

In the circumstance of the clinical results being considered in this work, a therapy of 15 mg/kg of bevacizumab and 20 mg/kg of atezolizumab with periodicities $d_y = d_i = 21$ days, was administered to patients. This means that, by considering exactly the same therapy and varying the tumor’s initial volume in the interval previously defined, the therapy sensibilities $\eta$ and $\kappa$ can be adjusted. In this way, using the fitted curves as the minimum and the maximum allowed volume, results $\eta \in [1.35, 11.25]$ and $\kappa \in [0.1, 0.5]$. 

A-2
Table A.1: Values of tumor’s initial volume and volume growth described in [129].

<table>
<thead>
<tr>
<th>Tumor Initial Volume [cm$^3$]</th>
<th>Volume Growth Rate [cm$^3$/year]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.6</td>
</tr>
<tr>
<td>2.2</td>
<td>0.61</td>
</tr>
<tr>
<td>2.3</td>
<td>3.1</td>
</tr>
<tr>
<td>4.5</td>
<td>3.2</td>
</tr>
<tr>
<td>2.6</td>
<td>2.9</td>
</tr>
<tr>
<td>8.6</td>
<td>2.7</td>
</tr>
<tr>
<td>99.1</td>
<td>89.1</td>
</tr>
<tr>
<td>1.3</td>
<td>2.2</td>
</tr>
<tr>
<td>74.5</td>
<td>36.0</td>
</tr>
<tr>
<td>5.2</td>
<td>15.9</td>
</tr>
<tr>
<td>6.7</td>
<td>6.9</td>
</tr>
<tr>
<td>11.1</td>
<td>15.2</td>
</tr>
<tr>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>17.9</td>
<td>9.1</td>
</tr>
<tr>
<td>2.2</td>
<td>0.6</td>
</tr>
<tr>
<td>2.4</td>
<td>0.8</td>
</tr>
<tr>
<td>2.2</td>
<td>1.3</td>
</tr>
<tr>
<td>5.2</td>
<td>1.8</td>
</tr>
<tr>
<td>25.7</td>
<td>17.7</td>
</tr>
<tr>
<td>1.6</td>
<td>2.6</td>
</tr>
<tr>
<td>11.8</td>
<td>3.4</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
</tr>
<tr>
<td>7.1</td>
<td>1.6</td>
</tr>
<tr>
<td>9.9</td>
<td>15.6</td>
</tr>
<tr>
<td>7.4</td>
<td>5.8</td>
</tr>
<tr>
<td>16.8</td>
<td>65.3</td>
</tr>
<tr>
<td>30.9</td>
<td>56.8</td>
</tr>
<tr>
<td>494.7</td>
<td>203.8</td>
</tr>
<tr>
<td>1.0</td>
<td>1.1</td>
</tr>
<tr>
<td>2.0</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Table A.2: Values of the diameter variation for patients with the best and the worst tumor response with the respective time instants. Information described in [79].

<table>
<thead>
<tr>
<th>Time Instant [days]</th>
<th>Best Scenario Variations [%]</th>
<th>Worst Scenario Variations [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>42</td>
<td>−20</td>
<td>5</td>
</tr>
<tr>
<td>84</td>
<td>−35</td>
<td>4</td>
</tr>
<tr>
<td>126</td>
<td>−50</td>
<td>4</td>
</tr>
<tr>
<td>168</td>
<td>−60</td>
<td>4</td>
</tr>
<tr>
<td>252</td>
<td>−60</td>
<td>5</td>
</tr>
<tr>
<td>336</td>
<td>−60</td>
<td>6</td>
</tr>
<tr>
<td>420</td>
<td>−75</td>
<td>1</td>
</tr>
<tr>
<td>500</td>
<td>−75</td>
<td>1</td>
</tr>
</tbody>
</table>