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Abstract

Pre-trained contextual language models based on Transformers have been successful in a number
of applications in natural language processing, and more recently also on information retrieval prob-

lems.

In this paper, we propose the use of sentence-level representations, built through this type of

models, for ad-hoc document ranking problems. We predict relevance scores for long documents by
aggregating sentence-level scores from a pool of candidate sentences, determined by a RoBERTa-
based model. Experiments on the TREC GOV collection show that the proposed approach produces
better results than using simpler well known ranking function based on sparse representations, like BM25.

Keywords: Information Retrieval, Ad-Hoc Document Ranking, Pre-Trained Language Models

1. Introduction

The use of neural networks in Information Retrieval
(IR), and particularly for document ranking, has
been expanding in recent years [Lin et al., |2020].
Pre-trained language models (PLMs), like BERT
[Devlin et al.,|2019] and RoBERTa [Liu et al.,|2019],
are achieving state-of-the-art results on retrieval
benchmarks and in a number of related natural lan-
guage processing (NLP) tasks, such as question
answering and text summarization. These models
are being particularly successful because, unlike
traditional word embedding models like word2vec
[Mikolov et al) 2013] or unidirectional language
models like ELMo [Peters et al.,|2018], BERT cre-
ates deep bidirectional representations. BERT and
RoBERTa rely on a Transformer encoder [Vaswani
et al., 2017] to generate a fixed sized length out-
put representation which has a quadratic compu-
tational complexity to the input sequence, so the
input sequence length is usually limited to 512 to-
kens. Therefore, when applying PLMs to the task
of document ranking, these models often fall short
to encode the entirety of most document contents,
since their size usually surpasses the model limit.
To avoid this problem, several previous studies pre-
dict relevance scores over sentences or passages,
to be then aggregated into a document relevance
score [Yilmaz et al.,[2019, |Dai and Callan, [2019].

An issue with passage-level approaches is that
the majority of ad-hoc collections only have rel-
evance judgments for the whole document, mak-
ing it difficult to fine-tune a passage-based rank-
ing model in the same domain. Given this prob-
lem, models based on BERT are mostly fine-tuned
on MSMARCQO, i.e. a passage ranking dataset
[Nguyen et al.l 2016], and to our knowledge no
one has yet tried to modify relevance judgements
in an ad-hoc collection into a sentence-level weak

labeled dataset. Given this problem, one of our
motivations is to initially explore an unsupervised
approach based on a RoBERTa model, previously
trained for the task of semantic similarity between
sentences. This way, our model can take ad-
vantage of datasets with sentence-labeled pairs
for document retrieval. Additionally, we consider
the findings from Yang et al.|[2019], that demon-
strated the increased effectiveness of BERT when
fined-tuned on the same task, to further fine-tune
RoBERTa with a weak signaled dataset.

In this paper, we analyse how a RoBERTa model
can be utilized in the task of document ranking,
based on a sentence-level approach. We in-
fer a document’s relevance score by aggregating
RoBERTa’s scores of the document’s best sen-
tences. These candidate sentences are chosen
based on their position and query term similarity.
Furthermore, we adapt document-level relevance
judgments into a weak supervised sentence-level
dataset, in order to create an environment where
RoBERTa can be fine-tuned and tested on the
same domain and task. We evaluate the efficiency
of our proposal on a TREC ad-hoc collection, con-
cluding that our approach has promising results,
outperforming the baseline ranking function BM25.
In brief, our work has the following contributions:

e The proposal of a document ranking method
based on a sentence-level approach, where
only the best sentences are processed by a
RoBERTa model, trained for sentence similar-
ity, and aggregated into a final document-level
relevance score.

e The creation of a weak-labeled dataset,
where the document labels are adapted into
sentence-level weak signals, in order to anal-
yse how RoBERTa benefits from being fine-
tuned on the same domain and task.



e An evaluation of our proposal on a standard
ad-hoc TREC collection, showing the effec-
tiveness of our approaches.

2. Related Work

In this section, we review the most relevant re-
search done in connection to sentence-level doc-
ument ranking.

2.1. Passage-Level Relevance Ranking

In document ranking benchmarks, relevance judg-
ments are almost always associated to the whole
document, and hence traditional retrieval models
calculate relevance scores based on document-
level signals. However, of all the sentences that
compose a document, only a select few are per-
haps relevant for a given query. Given the in-
crease of document lengths in full-text collections,
Callan| [1994] first proposed to consider passage
relevance for retrieval tasks. He defined pas-
sages by splitting a document into three different
ways: paragraph passages, bounded-paragraph
passages, and window passages. After a docu-
ment is split into passages, we can obtain passage
relevance signals that can be used to calculate a
document-level relevance score, e.g. by averaging
or taking the maximum score [Liu and Croft, [2002].

More recently, Wu et al.| [2019] studied the
relation between passage-level relevance and
document-level relevance judgments. They
showed that position and query similarity of pas-
sages play a significant role in the determination
of document-level relevance. These authors also
demonstrated that on the THUCNewd'] dataset, in
average, a relevant document only has 23% of
highly relevant passages. In subsequent work,
Wu et al.| [2020] proposed a model that uses a
passage-level representation based on a cumula-
tive gain, where the last passage cumulative gain
represents the document-level cumulative gain.
Unlike our work, they deal with a dataset with a
passage-level ground truth.

In our work, we take into account the aforemen-
tioned findings in order to select a pool of candidate
sentences to build a document relevance score.
With this approach, we differ from most passage-
level representation models, as we only aggregate
the relevance scores of the most relevant sen-
tences. This reduction of sentences processed
drastically decreases the computational costs.

2.2. Neural Ranking Models for IR

There is a large variety of ranking models, in-
cluding vector space models (e.g., classic TF-
IDF), probabilistic models (e.g., BM25 [Robertson
et al., [1996]), feature-based learning to rank mod-
els (e.g., LambdaMART [Burges,2010]) and neural
ranking models (e.g., DSSM [Huang et al., [2013]
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or DRMM [Guo et al., |2016]). However, the con-
textual capacity of the aforementioned models is
much more limited than a BERT-based model, pre-
trained on a large-scale corpus. Recent work has
shown that PLMs achieve state-of-the-art results in
many NLP tasks, and also in IR problems [Lin et al.,
2020]. |Nogueira and Chol|[2019] first utilized BERT
as a passage reranker, using the MSMARCO pas-
sage ranking dataset for fine-tuning the model. The
authors use BERT’s [CLS] vector as input to a sin-
gle layer neural network, to obtain a final proba-
bility score. In subsequent work [Nogueira et al.
[2019] developed a multi-stage document ranking
architecture with BERT. In the first stage, the top-
ko documents retrieved by a standard ranking func-
tion are reranked by a first BERT model. After
that, the top-k; documents are then reranked by
duoBERT, a second BERT model trained through
a pair-wise classification approach. This design
has the ability to trade off quality against latency
by controlling the number of documents that en-
ter each stage. Previous studies have also shown
that ensembles of BERT models can be used to
improve results on passage re-ranking, e.g. ag-
gregating the scores of several snapshots taken
during model training through approaches such as
MAPFuse [Borges et al., [2021].

Birch [Yilmaz et al.l 2019] is another recent ap-
proach which started to utilize sentence-level la-
bels, using BERT to create a document reranker.
The authors estimate a document relevance score
from the combination of the document’s original
score (e.g., obtained through a model like BM25)
with the aggregation of the top-n most relevant
sentences according to BERT. BERT-MaxP [Dai
and Callan, [2019] is also a document reranker that
instead explores passage-level signals. The au-
thors adopt a simple passage-level approach by
splitting the document into overlapping passages.
BERT is then used to predict the relevance of each
passage independently, and the final score is ob-
tained with the best passage.

CEDR [MacAvaney et al., [2019] corresponds to
a joint approach that incorporates BERT’s vector
representation into existing neural models, such
as DRMM. The paper’s method is to use BERT’s
[CLS] vector, benefiting from deep semantic in-
formation, as well as individual contextualized to-
ken matches. PARADE |[Li et al) [2020] is an
end-to-end document reranking model that aggre-
gates passage-level representations, overcoming
the problem of performing inference over passages
independently. The first step of PARADE is to rep-
resent a document as passages. To do so, a slid-
ing window of 150 words is applied to the docu-
ment with a stride of 100 words. In the next step,
each passage is represented by BERT’s [CLS]
token, built from the concatenation between the
query and the passage. In the passage aggrega-
tion phase, all passage representations are con-
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Figure 1: lllustration of our general document ranking architecture.

catenated and the resulting vector is given as input
to Transformer [Vaswani et al., |2017] layers, en-
abling interaction between passages and exploiting
the ordering and dependencies between them. Fi-
nally, the [CLS] vector of the last Transformer out-
put layer is given as input to a single-layer feed-
forward network to generate the final document rel-
evance score. BERT-QE [Zheng et al., [2020] out-
performs standard BERT-based models by adding
a phase of contextualized query expansion in their
three phased approach. In phase one, a BERT
model is used to re-rank a list of documents based
on an unsupervised ranking model. In phase two,
the top-k4 documents from the previous phase are
selected to return the most relevant chunks of text,
to serve as feedback information. In phase three,
the selected chunks are used in combination with
the query and the document to compute a final rel-
evance score. For a deeper understanding about
the evolution of text ranking, |Lin et al.|[2020] pre-
sented an overview on modern techniques.

3. Methodology

In this section, we present the proposed method
for document ranking using a sentence-level ap-
proach. For a given query ¢ and a document D,
we calculate a relevance score rel(q, D) that de-
termines the importance of document D for the
query ¢. This relevance is performed by aggregat-
ing the top-n best sentence-level scores, obtained
by a neural model such as RoBERTa trained on
sentence similarity tasks, [Reimers and Gurevych,
2019] into a document-level score. Figure [{]illus-
trates the general architecture of our proposal.

3.1. Choosing Candidate Sentences
We do not aim to use the neural ranking model to
encode every single sentence in a document. In-
stead, we calculate a document relevance score
based on a specific pool of candidate sentences,
formally expressed as Dp = {S51,...,5,}, where
n is the number of sentences. This approach
will lead to a significant reduction of computational
costs, since each document can have a very large
number of sentences.

We tested three different approaches to choose
a pool of candidate sentences, based on two crite-

ria: (i) the position of a sentence in the document;
or (ii) the number of shared terms between a query
and a sentence.

The approach named FIRST picks the first sen-
tences of a document, exploring the fact that the
most relevant information of a document tends to
be near the beginning.

The approach named TERMF contains the sen-
tences that have the highest raw term frequency
score, denoted as follows:

t(¢.8) = Y fis (1)

ti€q

In the previous expression, f; ¢ is the raw count of
query term t; in sentence S. In the experiments,
we ignored all terms that were either stop words or
punctuation.

Finally, the approach named FIRST+TERMF
corresponds to an aggregation of both sets. If the
same sentence is in both groups, that sentence is
not repeated and another is chosen from TERMF.

3.2. Creating Sentence Scores

For query ¢ and sentence S;, we use a RoBERTa
model to generate a fixed sized vector represen-
tation for both query and sentence. This output
is computed by calculating the mean of all vectors
produced for the individual word pieces generated
during tokenization, having ¢“*9 and s;", denoted
as follows:

(2)
(3)

Note that we do not use the traditional inference
method of selecting the output token [CLS], given
the concatenation of the two strings as input to
a RoBERTa cross-encoder. In our experiments,
this setup becomes too expensive because we are
dealing with too many possible combination pairs.
Since our focus is to efficiently find the most simi-
lar sentences given a query, it can be more bene-
ficial to build a model properly trained to find se-
mantic similarity between sentences. We follow
the work done by |Reimers and Gurevych| [2019],
which adds a mean-pooling operation to the output

q*’Y = RoBERTa(q)
57”9 = RoBERTa(S;)



of RoBERTa (i.e., computing the mean of all output
token vectors), in order to derive a fixed sized sen-
tence embedding. With this approach, the authors
designed a bi-encoder that maps each input inde-
pendently, and then determines matching scores
with the cosine similarity between the two vectors.
In our experiments, we use as base model their
version of RoBERTa fine-tuned on the combination
of the SNLI [Bowman et al., [2015] and Multi-Genre
NLI [Williams et al., |2018] datasets, and then on
the Semantic Textual Search benchmark (STS-b)
[Cer et al., 2017], since this model achieved state-
of-the-art results for sentence similarity tasks.

The relevance score is then obtained by calculat-
ing the cosine similarity between the two vectors.
qavg . S;“’.‘]

rel(q, SL) = COS(G) = W

(4)
In the previous equation, ¢**9 - s{"? corresponds to
the dot product between the vectors and || « || is the
vector norm.

3.3. Aggregating Sentence Relevance Scores
Given the pool of sentence relevance scores
Dp,,, = {reli,...,rel,}, we can obtain a docu-
ment relevance score in three different ways.

Max calculates a document relevance score by
choosing the sentence with the highest score.

()

Sum assumes that all candidate sentences must
contribute equally in scoring a document, thus
summing all relevance scores.

rel(q, D) = max(rely, ... ,rely,)

rel(q, D) = Z rel; (6)
i=1
Weighted Mean considers that sentences with
a higher query term frequency must have a higher
weight on a document relevance score.

rel(g, D) — iz 0 X Tl

In the previous equation, w; is the raw count of
query g terms in the correspondent sentence S;.

3.4. Combining Ranking Systems

Similarly to the work done by |Yilmaz et al. [2019],
we decided to combine the scores of two rank-
ing systems (i.e., the initial ranking function and
RoBERTa), in order to take advantage of both ap-
proaches. To do so, we used the fusion algorithm
named MAPFuse [Lillis et al., [2010} [Borges et al.,
2021] to create a new ranking system, by com-
bining the document scores given by the baseline
ranking function and RoBERTa, with the help of
their correspondent MAP scores over a held-out
set of queries. The MAPFuse formula is denoted
as follows; where S is the set of input systems that

returned document D, M AP; is the MAP score as-
sociated with system s, and p,(D) is the position of
document D ranked by system s.

I'el(q7D) _ Z MAPS

= ps(D) (®)

4. Experiments

In this section, we explain the experiments that
were made to in order to test our methodology.

4.1. Dataset

We analysed our method with the ad-hoc retrieval
collection named GOVA This is a TREC Web col-
lection crawled from government websites, with ap-
proximately 1.25 million documents. We used the
TREC Web Topic Distillation topics from the years
2002, 2003, and 2004 for our unsupervised ap-
proaches. In our supervised experiment, we used
the TREC 2002 Web Topic Distillation topics as
test data, and both TREC 2003 and 2004 Web
Track topics as training data. Since we have some
queries with only a title and others with title and de-
scription, we have chosen to uniformly use the title
only for all queries, having a total of 775 queries. In
average, each document has a much higher num-
ber of tokens than RoBERTa can handle, making
GOV a reliable collection to test our hypothesis.

4.2. Experimental Setup

To store and index our collection of documents we
used Apache Solff] which is a well known text
search platform. Considering that the majority of
the GOV documents are in the HTML format, we
created a parser to eliminate all document’s un-
wanted content, like tags and Javascript code.

To split a document into sentences we used
an English parser from the Spacyﬂ library. When
choosing the candidate sentences, we set to 10
the total number of sentences for the approaches
named FIRST and TERMF, and 20 for the ap-
proach named FIRST+TERMF. These values were
tuned based on a trade-off between sentence pool
size and performance. In Section [5) we further in-
vestigate the variation of performance, given the
different number of sentences processed by a
RoBERTa-based approach.

4.3. Baselines
We compare our RoBERTa models against two tra-
ditional baselines, both implemented within Solr.
BM25 is an unsupervised ranking function that
scores a document based on the term frequency
and the inverse document frequency, consider-
ing the document length as a normalization factor
[Robertson et al.,|1996]. We set BM25 parameters
as default, with k; = 1.2 and b = 0.75.

2http://ir.dcs.gla.ac.uk/test_collections/
govinfo.html

Shttps://lucene.apache.org/solr

“https://spacy.io
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2002 Topics 2003 Topics 2004 Topics
Model MAP@1K P@10 MAP@1K P@10 MAP@1K P@10
BM25 0.1617 0.1980 0.0892 0.0680 0.2321 0.0693
BM25+Porter 0.1915 0.2460 0.0858 0.0720 0.2478 0.0707
BM25+Porter [Bennett et al., [2008] 0.1888 0.2420 - - - -

Table 1: Results of the different baselines, considering the TREC Web Topics Distillation topics from 2002, 2003, and 2004.

BM25+Porter combines BM25 with a stemming
algorithm that reduces inflected or derived words
to their root form [Porter, [1980]. This baseline also
removes stop words with a Solr predefined list.

To check the performance of our baselines, we
validate them against the method implemented by
Bennett et al.| [2008]. These authors reported
to have used BM25 tuned with the same param-
eter values, also having the text pre-processed
with Porter’s algorithm and a stop words list. As
shown in Table [1} for all the topic’s years con-
sidered, we can see a substantial improvement
from pre-processing the documents with a stem-
ming algorithm and a list of stop words. There is
also a slight improvement from our implementation
of BM25+Porter compared with the one made by
Bennett et al.[[2008] for the year 2002, which vali-
dates our reranking baseline. Given these results,
we decided to use the top 1000 documents re-
trieved by the method BM25+Porter in our rerank-
ing methods, for having the best performance.

4.4. Model Training

As mentioned previously in Section 3, we use a
publicly available RoBERTa-Basef’| model, already
fine-tuned for sentence similarity. In order to further
fine-tune RoBERTa for the GOV dataset, we need
to adapt the relevance judgments from documents
to sentences. To do so, for each document, we
choose the most relevant sentence from the pool of
candidate sentences given by FIRST+TERMF and
use that sentence as an instance. With this ap-
proach, we assume that all instances taken from
relevant documents are relevant (i.e., similar to
the query title) and all instances taken from non-
relevant documents are non-relevant.

Training is performed on a single GPU GeForce
GTX 1080, using a triplet loss where the anchor
input s, is compared to a positive input s, and a
negative input s, (i.e., a query is compared to a
relevant and a non-relevant sentence) denoted as:

£= 5" max(|lse, = sp, ]l = 0, = $n,ll +€,0) (9)
i€b

In the previous equation, b is the batch of training
instances, || - || is the Euclidean distance metric,
and € is a margin. Thus, the model is tuned so
that the distance between the query and a relevant

Shttps://github.com/UKPLab/sentence-transformers

sentence is lower than the distance between the
query and a non-relevant sentence.

The training data was constructed by pairing a
relevant sentence with a non-relevant one from a
random document that is picked from the top-50
non-relevant documents retrieved by BM25. We
also use data augmentation by repeating each rel-
evant document a total of five times, pairing it with
different negative sentences. We fine-tune the
model for 2 epochs with batches of 8 training in-
stances, with a 10% random split between train-
ing and development data, having a total of 25200
training instances. We use the Adam optimizer with
a learning rate of 3e-5 and with 10% of training data
for warm-up.

4.5. Evaluation

The evaluation is made with the Mean Average
Precision (MAP), the Normalized Discounted Cu-
mulative Gain (hDCG), P@10 and nDCG@10 met-
rics. The MAP formula is denoted as follows:

>&  AP(q)

Q

In the previous equation, |Q| is the total number
of queries and AP(q) is the average precision for
query ¢, which is calculated as follows:

_ 21 P(R) xrel(k)
~ #RelevantDocuments

MAP(Q) = (10)

AP(q)

(11)

In the previous equation, P(k) corresponds to the
precision at cutoff £ documents and rel(k) is 1 or
0 depending if the document is relevant or non-
relevant, respectively.

In turn, the nDCG formula is denoted as follows:

~ DCG,
~ IDCG,

nDCG, (12)
In the previous equation, p is a rank position and
IDCG, is the value of DCG, sorted by relevance.
DCG, can be obtained by the following formula:

p
DCG, =
i=1

The reranking threshold was set to 30 for opti-
mal performance. In Section |5, we validate this
choice by studying how the variation of the number
of documents that are reranked affects the overall
performance of our method.

rel(i)

log,(i+ 1) (13)
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Single System MAPFuse
Model MAP@1K nDCG@1K P@10 nDCG@10 MAP@1K nDCG@1K P@10 nDCG@10
BM25 0.1617 0.4129 0.1980 0.2440
BM25+Porter 0.1915 0.4648 0.2460 0.3049
BM25 |Bennett et al.||2008]  0.1888 - 0.2420 -
RoBERTa (Full Text) 0.1533 0.4322 0.2400 0.2713 0.1911 0.4646 0.2480 0.3074
1. RoBERTawax 0.1512 0.4286 0.2400 0.2616 0.1887 0.4624 0.2620 0.3124
1. RoBERTagym 0.1556 0.4354 0.2540 0.2791 0.1857 0.4603 0.2600 0.3094
1. RoBERTaw.mean 0.1365 0.4182 0.2120 0.2397 0.1827 0.4559 0.2320 0.2884
2. RoBERTapax 0.1488 0.4333 0.2100 0.2515 0.1838 0.4613 0.2540 0.3062
2. RoBERTagym 0.1592 0.4337 0.2120 0.2504 0.1815 0.4580 0.2340 0.2888
2. RoBERTaw.mean 0.1417 0.4181 0.2020 0.2256 0.1815 0.4574 0.2340 0.2867
3. RoBERTapax 0.1527 0.4299 0.2360 0.2578 0.1891 0.4632 0.2620 0.3120
3. RoBERTagym 0.1655 0.4418 0.2200 0.2664 0.1898 0.4657 0.2500 0.3117
3. RoBERTaw mean 0.1504 0.4285 0.2060 0.2383 0.1840 0.4584 0.2300 0.2872
3. RoBERTayax (fine-tuned) 0.1516 0.4394 0.2240 0.2732 0.1884 0.4663 0.2660 0.3234

Table 2: Results of different models on the GOV dataset, considering the TREC 2002 Web Topic Distillation topics. The rows
labeled with 1. 2. or 3. correspond to the FIRST, TERMF, and FIRST+TERMF approaches, respectively. Best results are in bold.

4.6. Results

The ranking performance of our methods is shown
in Tables and [4] corresponding to the 2002,
2003, and 2004 topic distillation years, respec-
tively. We can see that when RoBERTa uses
the document’s full content, cut to the maximum
number of word pieces that are allowed, it under-
performs over some sentence-level versions for
all the different topic distillation years. This con-
firms that for long-sized documents, RoBERTa
benefits from a sentence-level representation ap-
proach. We can also conclude that almost all the
MAPFuse results, given by the fusion between a
RoBERTa reranking system and the BM25+Porter
baseline ranking system, perform better than it's
systems evaluated separately. In Table we
can observe that the best approach of the 2003
set, 3. RoBERTap.y, already surpasses the results
given by BM25+Porter, suggesting that, in some
cases, our RoBERTa approach can outperform the
baseline ranking function without the need of a fu-
sion algorithm.

When analysing the different methods for choos-
ing the candidate sentences, FIRST+TERMF
yields the best results for the 2002 and 2003 sets,
while FIRST is the most efficient approach for the
2004 set. This shows that the first sentences are
essential to consider in a sentence-level approach,
confirming that relevant information tends to be
near the top of a document. On the other hand, the
approach TERMF gave the worst results in all three
experiments, reinforcing the importance of consid-
ering the document’s first sentences, even if they
have a low number of terms in common with the
correspondent query.

As for the score aggregation methods, we can
see that the most effective relevance score aggre-
gation method is Sum for the 2002 set and Max
for the 2003 and 2004 sets. This suggests that
in particular topics it is more advantageous to pre-
dict a relevance score based equally on multiple

sentences and in others to use the single most
relevant sentence. Weighted Mean had always
lower results than the other two methods, which
is perhaps due to the fact that the first sentences
in a document tend to be somewhat equally rele-
vant. Also, BERT based models rely on contextual
semantic information to predict it's embeddings,
meaning that a high term frequency between query
and sentence does not necessarily translate on a
high similarity. In terms of the improvements of
the nDCG@10 metric, the 2002 set had a maxi-
mum improvement of 2.5% over the initial baseline
ranker BM25+Porter, while the 2003 set had an in-
crease of 22.4% and the 2004 set improved 11.8%.

The best results regarding the RoBERTa’s model
fine-tuned on the GOV weak labeled dataset can
be seen in the last row of Table We can
verify that this model achieved the best value of
nDCG@10, improving 6.1% over BM25+Porter,
while the other metrics are in line with the previous
best RoBERTa method. We only reported the most
effective approach, which was the FIRST+TERMF
sentence pool together with Max aggregation. This
was because, when building the dataset, we chose
only the best sentence from the document’s pool of
sentences given by FIRST+TERMF.

5. Analysis

In this section, we research the impact of the fol-
lowing questions in our work:

e How does the number of sentences that is
considered affect the performance of our rank-
ing method?

e Can a different version of RoBERTa improve
effectiveness without losing efficiency?

e How does the number of documents that are
reranked by RoBERTa affect the performance
of our ranking method?



Single System MAPFuse

Model MAP@1K nDCG@1K P@10 nDCG@10 MAP@1K nDCG@1K P@10 nDCG@10
BM25 0.0892 0.2897 0.0680 0.1161 - - - -
BM25+Porter 0.0858 0.2935 0.0720 0.1123 - - - -
RoBERTa (Full Text) 0.0889 0.3014 0.0800 0.1194 0.0945 0.3028 0.0880 0.1292
1. RoBERTamax 0.0998 0.3056 0.0840 0.1316 0.0866 0.2957 0.0800 0.1158
1. RoBERTagm 0.0855 0.2968 0.0880 0.1242 0.0924 0.3018 0.0900 0.1286
1. RoBERTaw mean 0.0854 0.2934 0.0700 0.1105 0.0930 0.2980 0.0820 0.1198
2. RoBERTamax 0.0708 0.2801 0.0640 0.0896 0.0754 0.2842 0.0840 0.1075
2. RoBERTagym 0.0910 0.3008 0.0740 0.1205 0.0818 0.2916 0.0760 0.1124
2. RoBERTaw.mean 0.0827 0.2931 0.0700 0.1092 0.0846 0.2935 0.0860 0.1201
3. RoBERTamax 0.1092 0.3115 0.0900 0.1374 0.1019 0.3073 0.0840 0.1300
3. RoBERTagym 0.0975 0.3021 0.0700 0.1151 0.0880 0.2963 0.0760 0.1142
3. RoBERTaw.mean 0.0936 0.3056 0.0720 0.1261 0.0918 0.3012 0.0800 0.1247

Table 3: Results of different models on the GOV dataset, considering the TREC 2003 Web Topic Distillation topics. The rows
labeled with 1. 2. or 3. correspond to the FIRST, TERMF, and FIRST+TERMF approaches, respectively. Best results are in bold.

Single System MAPFuse

Model MAP@1K nDCG@1K P@10 nDCG@10 MAP@1K nDCG@1K P@10 nDCG@10
BM25 0.2321 0.3943 0.0693 0.2746 - - - -
BM25.+Porter 0.2478 0.4057 0.0707 0.2914 - - - -
RoBERTa (Full Text) 0.2079 0.3741 0.0702 0.2532 0.2498 0.4091 0.0782 0.3035
1. RoBERTapax 0.2375 0.4011 0.0716  0.2837 0.2736 0.4286 0.0800 0.3257
1. RoBERTasym 0.2134 0.3785 0.0707 0.2592 0.2662 0.4226 0.0769 0.3162
1. RoBERTawmean 0.2037 0.3705 0.0618 0.2429 0.2640 0.4196 0.0724 0.3059
2. RoBERTapmax 0.1898 0.3637 0.0627 0.2329 0.2591 0.4152 0.0738 0.3026
2. RoBERTasym 0.1914 0.3568 0.0551 0.2217 0.2567 0.4123 0.0680 0.2931
2. RoBERTaw mean 0.2047 0.3699 0.0591 0.2419 0.2574 0.4129 0.0724 0.2993
3. RoBERTamax 0.2271 0.3953 0.0764 0.2827 0.2590 0.4173 0.0787 0.3145
3. RoBERTasym 0.1765 0.3475 0.0609 0.2179 0.2455 0.4044 0.0724 0.2892
3. RoBERTawmean 0.1669 0.3410 0.0631 0.2131 0.2505 0.4090 0.0724 0.2967

Table 4: Results of different models on the GOV dataset, considering the TREC 2004 Web Topic Distillation topics. The rows
labeled with 1. 2. or 3. correspond to the FIRST, TERMF, and FIRST+TERMF approaches, respectively. Best results are in bold.

5.1. Number of Considered Sentences

One important hyper-parameter is the number of
sentences considered when choosing the docu-
ment’s candidate sentences. In this section, we
analyse how the variation of sentences processed
by RoBERTa influences the reranking effective-
ness of our approaches.

Figure shows the results in terms of
nDCG@10, with the number of sentences vary-
ing from 8 to 64. It would be expected for our
ranking approaches to increase their performance
with a larger amount of document data preserved.
However, we can see that for RoBERTag,» and
RoBERTawmean, the more sentences are consid-
ered, the less effective the model becomes. On the
other hand, for RoBERTayx whose score aggrega-
tion method only considers the single most relevant
sentence, we havestable results with the increase
in the number of sentences. These results validate
our hypothesis that it is beneficial, not only in terms
of computational costs but also performance-wise,
to select a pool of the document’s most relevant
sentences to be processed by RoBERTa.

5.2. Effectiveness and Efficiency of ROBERTa

In this section, we analyse the effectiveness and
efficiency of our model compared with RoBERTa-
Large, a more robust version of RoBERTa, as well
as against a DistilRoBERTa model trained on the
MSMARCO dataset. Although approaches based
on Transformer models such as RoBERTa have
achieved state-of-the-art results, they are compu-
tationally expensive. In the task of document rank-
ing, we need to consider that the ranking system
will be applied in real time and thus it is necessary
to have an efficient architecture.

In Table we have the sizes of the consid-
ered models, as well as the corresponding infer-
ence time over a document. The inference time, in
seconds, includes the encoding of the query and
each sentence within a document, plus the com-
putation of the cosine similarity between the repre-
sentations. RoBERTa-Large takes approximately
119% more computational time than RoBERTa-
Base, while the distilled version of RoBERTa-Base
is 36% more time efficient.

Table [6] shows the results achieved by the best
methods for the three different models. Regard-
ing the results of RoBERTa-Large, we can see



Model # Layers

# Layer Size

Inference Time
# Parameters

(s / doc)
RoBERTa-Large 24 1024 355M 0.10
RoBERTa-Base 12 768 125M 0.05
DistiiRoBERTa-Base 6 768 82M 0.03

Table 5: Different versions of RoBERTa, compared in terms of size and computational time. Inference time over a document is

estimated considering the use of the first 10 sentences.

Single System MAPFuse
Model MAP@1K nDCG@1K P@10 nDCG@10 MAP@1K nDCG@1K P@10 nDCG@10
1. RoBERTa-Largey,,, 0.1550 0.4327 0.2500 0.2723 0.1871 0.4646 0.2660 0.3197
1. RoBERTa-Basepax 0.1512 0.4286 0.2400 0.2616 0.1800 0.4565 0.2660 0.3130
1. DistiiRoBERTa-Basey.x  0.1546 0.4368 0.2400 0.2808 0.1784 0.4617 0.2580 0.3187
1. RoBERTa-Largeg,, 0.1563 0.4355 0.2520 0.2815 0.1844 0.4718 0.2620 0.3308
1. RoBERTa-Basesyn 0.1556 0.4354 0.2540 0.2791 0.1879 0.4736 0.2660 0.3322
1. DistiiRoBERTa-Baseg,m, 0.1602 0.4421 0.2320 0.2829 0.1870 0.4619 0.2640 0.3181
3. RoBERTa-Largey,, 0.1554 0.4322 0.2600 0.2742 0.1738 0.4647 0.2660 0.3202
3. RoBERTa-Basewax 0.1527 0.4299 0.2360 0.2578 0.1803 0.4610 0.2560 0.3086
3. DistiiRoBERTa-Basemax 0.1615 0.4512 0.2420 0.2997 0.1927 0.4710 0.2600 0.3317
3. RoBERTa-Largeg,, 0.1582 0.4375 0.2320 0.2704 0.1798 0.4671 0.2580 0.3198
3. RoBERTa-Basegym 0.1655 0.4418 0.2200 0.2664 0.1938 0.4702 0.2620 0.3243
3. DistiiRoBERTa-Basesyn 0.1733 0.4474 0.2320 0.2826 0.1924 0.4670 0.2680 0.3276

Table 6: Comparison between the results of different RoBERTa versions. The rows labeled with 1. or 3. correspond to the FIRST
and FIRST+TERMF approaches, respectively. Best results are in bold.
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Figure 2: Results using 1. RoBERTa for different numbers of
candidate sentences. nDCG@10 is reported.

that with no system fusion there is an increase of
performance for all it's methods. This fact sug-
gests that when we only consider the scores of
RoBERTa, the model with the biggest size tends
to perform better. For the MAPFuse results,
RoBERTa-Large has better results than RoBERTa-
Base when using the Max aggregation method,
but performs worse regarding the Sum aggrega-
tion method. Overall, we can conclude that for a
bigger RoBERTa version, a loss in efficiency does
not necessarily translate in a significant improve-
ment of effectiveness.

As for DistiiRoBERTa-Base, we wanted to in-
vestigate if a distilled version of RoBERTa-Base,
fine-tuned on the MSMARCO dataset could bring
performance improvements. With this experiment,
we are trying to see if there are significant differ-
ences when RoBERTa is trained on a similar rank-
ing task instead of a semantic task. We can see in
Table [6] that DistilRoBERTa has promising results

given a single system, beating the other two mod-
els. However, it does not achieve considerable im-
provements over the best methods. Overall, Distil-
RoBERTa gives a sense that it can be a possible
option to explore the model’s training phase on a
passage-level dataset, given the advantage of de-
creasing the computational costs.

5.3. Number of Reranked Documents

The majority of neural ranking methods apply their
model to the top-n documents retrieved by an initial
ranking function. In our case, RoBERTa reranks
the top documents retrieved by the baseline named
BM25+Porter, which is described in Section [4 In
this section, we investigate the impact in perfor-
mance of varying the number of documents that
are reranked by our method.

Figure[3|shows the performance of RoBERTasym
with the FIRST method, with the number of docu-
ments reranked by RoBERTa varying from 10 to
100. We can see that nDCG@10 has its highest
value at 20 reranked documents, and then slowly
decreases with the increase of documents. P@10
reaches its maximum value at 20, 30, and 50 doc-
uments and then falls when considering 100 doc-
uments. We can conclude that from 50 reranked
documents the model is not capable of increasing
its performance. Considering these values and the
trade-off between effectiveness and computational
cost, we decided to fix the reranking threshold to
30 documents in our experiments.

6. Conclusions

We proposed a sentence-level approach based
on RoBERTa for the task of document ranking,
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Figure 3: Results using 1. RoBERTag,, for different numbers
of reranked documents. nDCG@10 and P@10 are reported.

analysing its performance on the TREC ad-hoc col-
lection named GOV. First, we pick a pool of candi-
date sentences to be processed by RoBERTa so
as to generate relevance scores, and then aggre-
gate the scores a final document-level relevance
score. We studied different ways of choosing the
best candidate sentences, as well as different ag-
gregation methods. Additionally, we investigated
the importance of creating an environment where
the model is fine-tuned on the same domain and
task, by converting the document-level labels into
weak sentence-based signals. Experimental re-
sults show that our approach beats the baseline
ranking function BM25 and has better results than
using a document-level model architecture.

For future work, we believe it would be inter-
esting to test this method with different test col-
lections, that have already been used with re-
cent state-of-the-art models, so that we have a
more clear comparison between methods. Since
our method is fully based on a sentence-level ap-
proach, from the training phase to the inference
phase, we can consider experimenting with differ-
ent Tranformer-based methods for producing sen-
tence representations [Yang et al., 2020], or we
can consider making comparisons against simi-
lar methods based on processing larger text pas-
sages. Also, we only tested a select few rele-
vance score aggregation methods. More advanced
functions can be implemented to further improve
the results, including the use of rank aggregation
methods such as MAPFuse to combine the scores
from the candidate sentences [Borges et al.,[2021].
As for the model training phase, more elaborate
strategies to choose the representative sentences
for each document is also a promising path for fu-
ture work.
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