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Abstract

Museums have knowledge to share, they are places to learn, that can teach us, about the past,
present and make us think about the future. However, despite being increasingly interactive, museums
are not making the most of the interactive potential they could have. These days, there is an opportunity
to make the most of it, benefiting from new technologies such as Augmented Reality. Using Faraday
museum, as an example, we try to solve this problem, by developing an Mobile Augmented Reality
application, that captive and augment the museum artifacts. Following a User Centered Design approach,
and a user experience methodology, the experience will be based on a try to learn approach, creating a
interactive learning environment. The object chosen to augment is the Cathode Ray Object, that allows
to control a electron beam (e-bean) by changing the electric and magnetic field. It will also be possible to
interact with the object by the application, as well as to receive hints and explanations. This application
is the continuation of the work of two IST students and has been successful not only within the heritage
community of Lisbon University but between the potential users. We tested the application in terms of
user experience, to evaluate its interface and game play, having very positive results.
Keywords: Augmented Reality, mobile application, interactive learning environment, User Experience

1. Introduction
Museums have knowledge to provide, they are
places to learn, with immense potential to capti-
vate people who want to know more. Unfortunately,
There is a long way to go to introduce interactivity
in museums, but this is a path that has to be taken
as it brings value to them. Usually, it is forbidden
to touch the pieces, even those that were created
to be used, but today they are considered historical
pieces, and the museum curators cannot let them
be damage by the curiosity of the visitors. That’s
why visitors base themselves on walking around
the museum, looking at the exhibits and reading
the informative signs. To try to solve this problem
at the Faraday museum1, one of Instituto Supe-
rior Técnico (IST) museums, the “Extended Play
at Faraday” thesis come up. This work was done
by my colleague: João Barreto and a demo can
be viewed in2. Luı́s Nunes, another IST student,
took the work already done and continued its de-
velopment, always aiming to improve the museum
experience.

1https://tecnico.ulisboa.pt/pt/tag/museu-faraday/, Last ac-
cessed in 12/12/2019

2https://www.facebook.com/LabJogosIST/videos/80900649
9491089/, Last accessed in 12/12/2019

The general idea is to animate and allow the ma-
nipulation of Faraday museum objects, following an
augmented reality (AR) approach with the objects
as model target tracking systems. The final product
is an AR mobile application. The game offers a set
of challenges about museum artifacts, such as try-
ing to fix them and understanding how they work.
It also offers an enhanced view of the artifacts in
operation, for example, showing the electricity or
sound / radio waves.

The project has the collaboration of the Lisbon
University Faculty of Fine Arts, one student from
the Faculty designed and modeled the 3D object.

Most objects in the Faraday museum can be
damaged to the touch, many of them are made of
old wood and contain small, easily-breakable elec-
tronic parts. Although many museum objects are
replicas, they are fragile and difficult to replace.
The objects that are possible to interact, lack infor-
mation on how to interact with them, and what they
are for. Nevertheless, it is a museum where visi-
tors learn a lot more by being able to interact and
seeing how things happen, so it was necessary to
find a way to improve the learning experience from
the visitor’s point of view.

This work was developed on top of my col-
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leagues’ work, with the help of Professor Moisés
Piedade and Professor Carlos Ferreira Fernandes,
the two directors and curators of the Faraday Mu-
seum. With their help we selected the Cathode
Ray artifact. To augment the artifact, we added the
new object in the already existing app and we con-
tinued the development. The application creates a
learning environment, where the users can enjoy
and learn while exploring the museum by explain-
ing facts about the electromagnetism field. The
application follows a responsive design, allowing
to match several screen resolutions and orienta-
tions (Portrait or Landscape). We did several user
tests to assure that the application developed ac-
complish our objectives. At the end of our work we
hope to have improved the experience of this mu-
seum and helped other museums to follow in our
footsteps and improve their experience.

1.1. Objectives
The main objective of this thesis is to improve the
visitor experience by making it more interactive and
fun, allowing a better learning experience. To ac-
complish these objectives, we continue the devel-
opment of the AR Android app “Extended Play at
Faraday Museum” which aims to improve the ex-
perience of the museum visitors.

To improve this app we have two goals:

• Augmented the Cathode Ray artifact from the
Faraday Museum.

• Evaluate the work done so far by testing
with users, changing any interaction problems
found.

Furthermore, we intended that this work will be
used as the basis of other possible works, in this
museum or in others alike.

2. Related Work
Museums are learning places,, however there are
some inherent problems that may not let them
reach their full potential. Exhibition space, venues,
schedules, inaccessibility and lack of interaction
with the artifacts, that need to be protected, are
some of the problems [14]. In addition, most of the
information about the exhibited artifacts is usually
passed to visitors by text on information panels, or
by prerecorded audio tours [18].

2.1. AR in Museums
Augmented Reality (AR) has been explored as a
solution to address the above-mentioned limita-
tions. Altinpulluk et al. [2] conclude that AR can be
used in Cultural Heritage (CH) applications, both
in indoor and outdoor, and in different application
areas, such as, exhibition, exploration and recon-
struction of CH (as is illustrated in Figure 1).

Figure 1: Different application areas of AR in CH, and the tech-
nical requirements of AR systems in indoor and outdoor set-
tings, according to Bekele M. [7].

Altinpulluk et al. [2] also conclude in their study
that most of the AR museum applications are used
in indoor exhibitions, using mobile devices as dis-
play and, typically, with three types of tracking sys-
tems:

• Marker-based: that use 2D special visual sym-
bols like images (image target) or QR codes,
to track the camera position [7]. As an alterna-
tive a 3D model of a real object (model target)
can be used as well. [2];

• Markerless: using geometric features in the
real environment by detecting and recognizing
them, to track the camera position [7];

• Sensor-based: that use sensor data for track-
ing. these can be divided in different types of
tracking depending of which sensors are used.
Being the most common the Inertial Tracking,
that uses Gyroscopes and Accelerometers [7].

From the point of view of Altinpulluk et al.:“...what
emerges in the main is the need for curators to pro-
vide users with a new perspective on their collec-
tions. Museums, for example, can increase their
appeal by augmenting their artifacts or paintings
with digital media”. They pointed out further that
besides the AR capabilities, there are still some
hurdles that prevent the acceptance of immersive
technologies in museums. These are due mainly to
technological limitations, the complexity of content,
and human factors of the experience.

Xueai Li et al. [17], developed a serious game
based on AR, using Tsingtao Beer Museum as
a case study. The game aimed at improving is-
sues with visitors of the museum that got easily
lost, and had a hard time understanding how the
machines displayed work. The user studies per-
formed showed that the AR game added joy to the
visits and improved the immersion and experience
of visitors. These authors conclude that the use of
AR games may bring great benefits to museums,
attracting more visitors and increasing the sales of
souvenirs.
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Kyriakou et al. [14] combined AR with natural in-
teraction, using model target tracking, to grant the
ability to visitors of interact virtually with inaccessi-
ble cultural heritage artifacts in the displays. Their
user experience tests, showed that to explore dig-
ital 3D replicas of the artifacts in the museum was
well accepted by the visitors.

Similar benefits were found by the Heinz Nixdor
museums Forum at Paderborn that used a AR app
using a tracking system based on markers [9].

Ryffel et al. in [26], developed an AR mobile ap-
plication using image target tracking, and explored
the use of simple touch interaction, for museums
and art exhibitions. Highlighting the potential of
natural interactions combined with AR.

The ARtLens [24] AR app, for the Microsoft
HoloLens, that also uses model target tracking, en-
ables museum visitors to actively interact with the
artifacts as well and facilitating learning about the
artifacts through this interaction. The application
was successful, but the authors discuss the impor-
tance of not distracting the visitors from seeing the
original artifacts.

The AR-Muse project [19] also show potential
benefits of AR in retention and transfer for learn-
ing in art museums.

2.2. Extended Play at Faraday Museum
As explained in Introduction, this thesis will con-
tinue the work done by João Barreto and Luı́s
Nunes. João Barreto [5] [6], developed the first ver-
sion of the application “Extended Play at Faraday
Museum”, a serious game application for people
with twelve years old or more. He decided to use
Unity with Vuforia, and model target with 3D CAD
model as tracking system. Model target, in a sim-
plified way is a tracking system, that compares the
3D model with the objects that device camera cap-
tures. When there is a match, triggers the applica-
tion to show the AR object in the device. From the
tests done by João, this is the most precise system,
however needs a good device, since this compari-
son happen multiple times by second. The object
animated was a Gower-Bell Telephone, this object
was chosen because it is an iconic artifact of the
museum, and visitors don’t really understand how
it works. From the user’s test made he concluded
that on average, there was an increase of 49% of
the right answers about the object, compared to
people who did not use the application. Figure 2
shows a image of the Gower-Bell Telephone in the
AR application.

The experience of using the application is en-
tirely done in the device, i.e., there is no interac-
tion between the user and the artifact. Yet the
users found it interesting and helped them to un-
derstand the object better. Luı́s Nunes improved

Figure 2: Gower-Bell Telephone in AR.

Figure 3: Dynamo\Engine in AR.

the work done by João and developed a new inter-
action with a different object. The object chosen
was Dynamo\Engine that allows interaction with
the parts of the object, and with the app. The app
also give hints, explains the concepts and allows
to visualize the electric field direction and the mag-
netic field. The thesis of Luı́s is still in progress.
Figure 3 shows a previsualization in Unity, of the
Dynamo\Engine in the AR application.

2.3. AR for Education
Museums have the goal to educate their visitors.
But the exhibitions tend to explain the objects with
a text panel beside the object or in prerecorded
audio tours. These types of explanations create
some distance between the object and the visitor,
besides that, they are not the best way to educate
the user [18]. Since AR can fill the gap of muse-
ums that do not offer enough interactive content
[18], and according to Wu et al. [2] [28], AR in ed-
ucational settings has the potential to provide con-
tent in a three-dimensional perspective, to create
simultaneous and collaborative learning opportuni-
ties, to make the invisible to visible, and to bridge
formal/informal learning [2] [28]. So, it is important
to understand how, and if we can use AR for learn-
ing purposes.

According to our research, it is possible to con-
clude that one of the best ways to learn is learning
by experience. A practical based learning takes
advantage of trail and error to build knowledge from
previous mistakes [1] [16] [20] [22]. Stewart 2014
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[22] also says that to be an effective learner it is
necessary to be involved, focused, spend time and
work, and be mindful of challenging activities. Ac-
cording to his studies [15] [16] digital technologies,
and mobile in particular, can help students in learn-
ing due to the fact that they enable the learning
process to be done at any time and place, and
in a continuous way. Andre et al. [3], focus their
work on how museums can help children learn,
and says that museums that integrate technology
and activities in their exhibitions, can positively in-
fluence children’s’ behaviour in discussion and ex-
ploration of the exhibits, as well as influence the
critical thinking, create curiosity, excitement and
memorable moments. Andre et al. also argue that
experiential learning experiences can benefit from
using AR technology.

Morentin et al. in [21] remind us to the fact that
many primary schools try to make field trips to mu-
seums because they are considered a powerful
learning resource given their recreational and edu-
cational potential. Thee authors also say that mu-
seums are ideal environments for facilitating chil-
dren’s experiential learning.

Museums will benefit with the AR experience
from a educational point of view as well, since AR
can create interactive learning environments, that
will captivate, motivate and provide learning expe-
riences, while the user is engaged and willing to
make an effort to learn. AR is a great tool to use in
experiential learning.

2.4. User Experience in AR
To create this study was important to research how
Mobile Augmented Reality (MAR) application are
tested. In this section we will review the methods
used for test MAR applications.

Although User Experience (UX) is widely ac-
cepted in web design, there is still some reluctance
to use UX in MAR, Arifin et al. [4] attributes this
problem due to the ease of developing AR by non-
professionals.

The International Organization for Standardiza-
tion (ISO) defines UX as “a person’s perceptions
and responses resulting from the use and/or an-
ticipated use of a product, system or service”[12].
UX is fundamentally subjective, it changes accord-
ing to users and their experiences, as well as the
time they experience the product [11]. UX is gen-
erally described as an umbrella term for planning,
assessing and examining the encounters that user
feel while utilizing any item, system or service in a
specific setting [25].

UX can measure, in a qualitative or quantitative
way, different aspects of an application, such as
functionality, reliability, usability, efficiency, main-
tainability, portability and aesthetics [11] [29]. The

metrics used to evaluate these aspects, depends
on which aspect you want to measure, the type of
application and the context. According to Zaid et
al. [29], the most used methods to evaluate usabil-
ity are heuristic evaluation, cognitive walkthroughs
evaluation, conventional user test, laboratory test-
ing, and field testing. For the techniques Zaid et al.
suggests: Observation, Think-aloud, Audio / Video
recorder and semi-structured interview, or a com-
bination of them.

In terms of user tests, they can be divided in
two groups: Laboratory Tests and Field Tests. The
Laboratory Tests, usually, are tests where the user
is in a peaceful environment, where the develop-
ing team is next to the user taking notes of what
is happening and helping if needed. The envi-
ronment, and the methods used can depended of
what is being tested, i.e., an app, game, website,
etc. But usually tries to imitate the real environ-
ment where the product will be used. The Field
tests, as the name implies, are tests that occurs in
the location where the product is going to be used,
this tests normally don’t have a team helping next
to the users, but the developing team is accessing
the data in real-time and improving the product as
the users use it [8] [13] [23].

Altınpulluk et al. in[2], concluded that surveys,
Tests, interviews and observation are the most
common tools to collect data from the users. We
also concluded that we can test different things
from our application, with different methods and
techniques. There is not a “fit all” solution. One im-
portant thing to retain is, before test with users, we
should define our research questions (RQ), serv-
ing as a basis for everything else, i.e., we should
choose the methods and techniques to test, based
on our RQ [10] [19] [29] [30].

2.5. Mobile Applications in Museums
According to Henry Tsain [27], museums are at the
forefront of adopting mobile technology to enhance
visitors’ experience. From this point of view, is im-
portant to allow a customized visit, for that Tsain
suggest four ways: customized tours, wayfinding,
bookmarking and social media technology.

In addition to that, there are several ways to
enhance the interaction and learning: Multimedia
tour, Augmented reality and Casual Games.

The author also highlighted the importance of
that communication and social interaction between
visitors, as well as interaction with the exhibits, are
key to building a successful museum learning ex-
perience.

The above arguments reinforce our approach of
using a playful AR mobile application to improve
the experience of visiting a museum. We can also
withdraw some additional features that our applica-
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tion may have, like, bookmarking and social media
technology.

3. Implementation
During the development of this thesis, we partic-
ipated in different activities and performed differ-
ent works with the objective of improving the visit-
ing experience of the Faraday Museum. We can
highlight the Technical Report3, where we docu-
ment our work and guide the next developer in
add/maintain important features of the app. Fara-
day Museum dissemination’s where we could un-
derstand better how the visitor walks and interacts
in the museum, as well validate the conceptual
idea of the project and the actual development of
the Faraday Museum app. That we will explain on
this section.

3.1. The psychics behind the Cathode Ray
To allow the user to change the e-bean, we need
to be able to calculate the shape of the e-bean with
values given by the user.

There are three values the user can change, that
are: intensity, tension and the rotation.

To implement this, we used the formulas calcu-
lated by Professor Carlos Fernandes, that allows
to calculate the magnetic field and what shape is
taking form by the given the given values. It also
allows to draw the format of the shape.

3.2. The e-bean draw
In our Cathode Ray we can make 3 shapes: Lines,
Circumferences and Spirals. To draw these shapes
in our game, we researched in what ways we could
draw them. Since, in programming is always pos-
sible to accomplish the same objective by different
paths. We decided that the best two ways were:
the Line Render component or the Particle System.

We decided to use the Line Render, since this
is more efficient, it’s able to draw the entire shape
in a frame, and if the values don’t change we don’t
need to redraw. The line render also allow us to
better control what we are drawing.

The Line Render in a simple way, is a component
where you define the points by coordinates, and
by itself calculates the interpolation between them,
connecting the points by a line. So, with two point
we get a line between them, with 360 points in a
circle path, we get a circumference.

To modulate the e-bean we created a basic blue
material, since this is the color of the e-bean in our
Cathode Ray.

The e-bean in the Cathode Ray, has a “limita-
tion”, when the e-bean touches the glass, it loses
its strength, and disappears. So, we can’t see the

3https://github.com/Toscan0/IST-Thesis-
FaradayMuseum/blob/main/Project/Technical%20Report.pdf,
Last accessed in 27/11/2020

whole spiral, or the whole circumference if this has
a radius bigger than the ampule. So, we “aug-
mented” the e-bean, i.e., instead of stop drawing
the e-bean when it touches the glass, we draw,
with a different color. To find the perfect color, we
did different tests by sending the same shape with
different colors to some friends, through social net-
works. In the end the color chosen was the same
color as the e-bean but more transparent.

Figure 4, shows a spiral with a fade blue e-bean,
representing the part that is not visible in real life.

Figure 4: Spiral, Intensity = 1.5 A, Rotation = 100º, Tension =
100 V.

To create this fade line, we had to implement a
shader. Because, in AR the position where we start
drawing is relative, and constantly changing, since
it’s complicated to keep your hands 100% in the
same place. And, Unity doesn’t support collisions
between visual effects (the line render component)
and 3D elements (the ampule). Also, shaders are
a really strong way to make powerful visual effects
in a very efficient way, since it runs in the Graphics
Processing Unit (GPU).

To make the shader work, we pass the radius of
the ampule, the two colors, and the position of the
ampule. After that we calculate for each point of
the e-bean if it’s inside the ampule or not. If not
we change the color to the fade color. In a simple
way, this shader works as a force field, everything
inside the force field, has one color, everything out-
side the force field has another color. But, as this
shader is only added to the e-bean material, it only
affects the e-bean, i.e., when we added the Cath-
ode Ray 3D model, it will not be affected.

However, this shader has a problem, in the case
of the circumference there are always two parts of
the e-bean inside of the ampule. Contrary to what
should happen, that if the e-bean touches the glass
never comes back in the ampule, that is, the sec-

5



ond part of the circumference should be all with
fade blue color. For that, we calculate the point
where the circumference touches the glass, and
start to draw it with the fade blue color.

3.3. Android User Interface
Taking into consideration, that at this time, the app
will not be available to the users to download. So,
we can specifically aim the museum’ tablets, that
has resolution: 2560x1600. However, we did a
responsive interface, that resizes with the screen
resolution, and position: landscape or portrait. The
only constrain is if the user uses a bigger screen
the will have a lot of empty space, or if uses a
smaller screen everything will be clustered.

Taking into consideration that people need to
use at least one hand to hold the tablet in posi-
tion and the other hand to play. We need to put
anything that is interactable near the left and right
edges. So, according to this, we made the but-
tons on the left side, and the control panel on the
right side. The pop-ups occupying the entire bot-
tom side, which allows the users to have the ar-
rows to change between pop-up on each respec-
tive side. The hint appears on the top side, since it
is in a more difficult position to be closed, it closed
by itself after a while. These changes are possible
to see in the Figure 5.

Figure 5: Second version of Android UI.

In Figure 5, the background is black, because
we are simulating the AR, i.e., in our case, we are
simulating the scan of the Cathode Ray image tar-
get. When used in the Android environment, it will
show what the camera’s device captures. The but-
tons from top to bottom allows the user to: view
the achievements, the instruction, close or open
the pop-ups, disable / enable the static parts of
the object, disable / enable the electric and mag-
netic augmentations as well as the augmented part
of the e-bean. The augmentation of electricity it’s
basically an yellow circle rotating around the coils,
than increase / decrease the thickness according
to the intensity. Giving a visual representation of
the direction and strength of the electric field. For
the magnetic field, we use an already existing rep-
resentation on the app, for consistency reasons.

It is also, possible to close the pop-ups just by
clicking on them. A technique used by many mobile
games, such as Archero.

Since an abnormal use of our app, may be
the user constantly touch the intensity values very
quickly, causing a large variation of the blue light
beam, we add a warning Photosensitive epilepsy4.
To create the warning we follow some examples
such as the PlayStation health warning5. This
warning was also added to the WebGL version.

3.4. Bluetooth

To be able to receive data from the artifact, we are
going to use a BLE device (hm-10 module, cc2541
chip Texas Instruments6).

We decided to use BLE instead of Bluetooth
since BLE doesn’t require to connect the mobile
device to the Bluetooth device. This makes possi-
ble to use several BLE devices in the application
without the need for the user to connect to each
Bluetooth device when needed. With the BLE the
connection and disconnection is handled by our
application.

In the Cathode Ray artifact, we receive 3 things
from the BLE device: the tension, the intensity and
the rotation of the ampule. After this we process
the information, and we calculate the necessary in-
formation to draw the respective figure.

Our idea was also to be able to send the data
through Bluetooth to the Cathode Ray and to have
a mechanism that changes it. However due to
COVID-19, the necessary changes in the artifact
to make this happen, and the Bluetooth device are
still in progress, so we didn’t implemented this.

So, since we can’t change the Cathode Ray by
Bluetooth, we can’t allow the user to use our inter-
face to change the values when connected to the
object. Since, it would not make sense, to have
different values in the app and in the artifact. So,
for this reason, if the user is connected to the Blue-
tooth device the buttons to change the value are
hidden, however we still show the values to the
user, so we can see what values is he changing
in the Cathode Ray artifact. The user can choose
if is connected or not to the Bluetooth by pressing
the respective button.

However, we couldn’t test this in the museum
with their BLE device, we tested with an home-
made Arduino and it worked fine.

4https://www.epilepsysociety.org.uk/photosensitive-epilepsy,
Last accessed in 12/10/2020

5https://www.playstation.com/en-us/network/legal/health-
warnings/, Last accessed in 12/10/2020

6http://www.ti.com/product/CC2541, Last accessed
14/04/2020
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3.5. User interaction recording System
To be able to store information about user interac-
tions with the game, like clicks, drags, objectives
completed, timestamps, etc. We had to create a
User interaction recording System. We created the
system, using UnityWebRequest and the IST web
server, which is located on our personal page.

This server it’s public access and should be used
only for interaction data, no personal information is
should be kept. To kept the user anonymous, the
name file is given by the time stamp and 14 random
numbers.

4. Results
These user tests were done in the IST’ Faraday
Museum, with the objective of evaluating our appli-
cation, in terms of interface design, ease of use, ef-
ficiency, stimulation and understanding, and iden-
tify possible stress points of our application. The
test also had the objective to see how the user uses
our application, in terms of body posture, how they
hold and interact with the tablet.

Anyone can be a potential user, the only require-
ment to participate in the test is understanding En-
glish.

To create awareness of the test and contact po-
tential users, we posted in several IST Groups, a
short text explaining the concept of the app, and
asked them to test our app. Due to COVID-19 lim-
itations, we asked them to send an email to us,
to reserve an hour for the test. The test was only
advertised within the IST community, as it is nec-
essary for users to go to the museum.

The users need to go through all of the objec-
tives in the app to be able to answer the ques-
tionnaire, and at the end a button appears asking
them to answer the questionnaire with the following
structure:

• The first section had a text explaining the form,
and saying that the data will be treated anony-
mously, and had the ID placeholder;

• The second section had demographic ques-
tions (Genre, Age, Academic Qualifications);

• The third section had questions from the User
Experience Questionnaire (UEQ);

• The fourth section asked was the worst and
the best part of using our application;

• The fifth section thanked users and allowed
them to leave extra feedback if they felt it was
necessary.

The test followed the Think-aloud methodology,
that is, the users talk about what they are thinking
and trying to do while we listen and watch them

using the application, taking notes. Without helping
the user.

The results of this text, are presented in the fol-
lowing Subsection 4.1

4.1. Discussion or Android Evaluation Results
We tried to gather people to test our app, during
two weeks. We were able to gather 20 users, of
which 50% were male. 80% of the users are aged
between 19-25 and 20% between 26-40 years
old. In terms of Academic qualifications, 45% has
Bachelor’s degree, 35% Master’s degree and with
both 10% PhD and 12th grade / High School.

From the UEQ section in our questionnaire, we
obtain the following results. Regarding each point,
the results were very good, the lower value, with
a mean on 0.6 was the “predictability” of the app,
however, it’s normal the user can calculate what is
going to happen next, since this is an AR app of a
physics experience. In the most important points
for us: enjoyable, understandable, valuable, sup-
portive, good, easy, efficient, friendly. We had ex-
tremely good results.

In the 6 scales rated by the UEQ we also had
very good results, regarding Pragmatic Qualities
and Hedonic Qualities the results were good, it is
possible to see in Figure 6 and Figure 7 respec-
tively.

Figure 6: Android UEQ results relative to the scales Attractive-
ness, Perspicuity, Efficiency, Dependability, Stimulation, Nov-
elty. (Red- bad, Yellow- Average, Green- Good).

Figure 7: Android UEQ results relative to Attractiveness, prag-
matic quality and hedonic quality.

Regarding how much we can trust on this values,
the Table 1, show us the confidence intervals, were
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all of them are lower than 0.5%, meaning that all of
them are very small and trustful.

Table 1: Android confidence intervals (p=0.05) per scale.

Scale Conf. Conf. interval
Attractiveness 0,344 1,723 2,410
Perspicuity 0,497 1,078 2,072
Efficiency 0,361 1,601 2,324
Dependability 0,363 1,475 2,200
Stimulation 0,373 1,552 2,298
Novelty 0,354 1,608 2,317

In the open-ended questions, 13 users answered
the question relative to identify the worst part of us-
ing the app. The majority, answered relative to the
necessity to holding the tablet in place to scan the
object, and that sometimes the 3D model of the ob-
ject was shaking, and not in the correct position. A
couple of users referred that at first they couldn’t
understand what to do, and that the explanations
were not clear enough. 17 users answered the
question relative to identify the best part of using
the app, the majority answered regarding the fact
that it is an AR app, that is funny and innovative,
and that made it possible to view the object and
augmented representations of reality. A few users
commented the fact that were able to learn some-
thing new, and that the UI was well accomplished,
and that the hints help when the user is stucked.

In relation to the UI, one user said: “The interface
is well designed, uniform and with all the necessary
functionalities to work correctly”.

From what we were able to see from the user be-
haviour, the users prefer to use the tablet in land-
scape orientation. All users, had no problem in re-
alizing that it was to point at the object to scan,
but some thought that after the scan they hadn’t
to keep pointing, but quickly realized that they had.
Regarding of interaction gestures, some users hold
in both hands and interact with the thumbs, others
hold in one hand and interact with the index finger
of the other hand, and few of them hold with the
left hand and only interact with right hand, even if
the interaction is in the left side. To rotate the am-
pule a few users tried to rotate by gesture, i.e., to
rotate the glass of the 3D model. A few of them,
also tried to increase and decrease faster by hold-
ing the button. Only a couple of users understood
that they could move around and get closer or fur-
ther to see the object from different points-of-view,
however there was an explanation alerting them to
this fact.

In our opinion, this results are extremely good,
they go according to what we wanted. Users have
shown that they can learn and have fun at the same
time, using our app. They shown great interest in
trying an AR app and trying to take full advantage

of that. However, a few users didn’t try to move
around, we think this is because AR is not a ma-
ture technology in the market, and a lot of peo-
ple are not yet used to it. The users also gave a
lot of positive feedback to our UI, and mechanism
implemented in the game, to help the user going
through. However, a few users had problems in the
initial phase of the game, and didn’t understand the
explanation, showing that this can be a stress point
as it was also detected in the WebgGl test, that
were not changed before to gather more feedback
about this problem. According to the feedback re-
ceived, we are going to change the explanations to
improve even more the usability of our app. Hold-
ing the button to increase or decrease the values
are also a great feature they will be taken in con-
sideration in the development phase.

Regarding the users that pointed out that hold-
ing the device in place for being able to play is not a
good thing we can’t do much, this is how AR is sup-
posed to work. Without the constant scan it would
be only a normal app, where the users could inter-
act with the mobile but not with the world, and the
world would not have impact in our app. The only
options to lessen this problem, are to deploy the
app in the app store, so the users can use their
mobile phone that are more used to it or to ar-
range some physical support that hold the tablet,
but allows the user to explore the museum with the
tablet. The shaking image can be deviated from
different reasons, among them, the person’s hands
shaking, little light in the room, an angle or distance
from the object that the 3D model cannot orient it-
self, poor quality of the tablet camera or a bad 3D
model. We will address more time in future to try
to find the origin of this problem.

Nevertheless, all the users seemed to enjoy our
application, and that was the principal objective,
that now is completed.

For scientific transparency reasons, all the data
collected in this study can be accessed here7.

5. Conclusions
This Thesis had the objective of improving the vis-
itor experience by making it more interactive and
fun, allowing a better learning experience. For that
we improved the AR Android App- “Extended Play
at Faraday Museum” by adding an augmentation of
the Cathode Ray artifact and improving the orga-
nization and readability of the work already done.
We also created easy ways of implementing sev-
eral things. These improvements will facilitate the
work of the next developers. Due to, COVID-19 we
had some difficulties in testing and developing our

7https://github.com/Toscan0/IST-Thesis-
FaradayMuseum/tree/main/UserTests%20Data/AndroidTests/,
Last accessed in 25/11/2020
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application around the user opinion, however we
were able to overcame them by creating an We-
bGL app.

In the tests done, we had extremely good results,
were the users showed a lot of interest in our app
and understand our UI. From the tests we can con-
cluded that our app is fun, interesting and helps the
user enjoying the museum. Thus, we can state that
we complete the objectives defined for this thesis.

At the end of this work, we delivered, in addition
to this document, an WebGL version that can be
used as a base to an online or Virtual Reality Mu-
seum, an Image target and Model Target version of
our app, both in English and Portuguese. We also
delivery a Technical Report with documentation of
the work and a Wiki&How section and a GitHub
Repository8 with all the work done.

We hope we have improved severely the visit-
ing experience of the museum, and that when it
will be possible to visit museums again, visitors will
appreciate our work and motivate them to visit the
museum. We also hope that our work, motivate
others to do the same, since our tests proved that
is a value asset.

6. Limitations and Future Work
We are very proud of the work accomplished, but
the work contains a few limitations:

• The Cathode Ray artifact is supposed to work
on a dark room, however this was not covered
in our development, due to the fact that the
artifact was not working;

• However our UI is very responsive, may not
work very well in very small our large screens.

In the next list we present the future steps of this
work:

• Calculate the thickness of the e-bean;

• Test the BLE connection with the museum
module;

• For user customization reasons: allow the
user to select the level of expertise in the
electromagnetic field, and change the expla-
nations according to that;

• However, the UI is friendly enough, it is possi-
ble to foresee some problems for older users
to hold the tablets in the right place during the
whole experience;

• 2D ArtWork documentation: For a better con-
sistency between the user interfaces of each
developer, is necessary to create a documen-
tation of the ArtWork present on the thesis,

8https://github.com/Toscan0/IST-Thesis-FaradayMuseum/,
Last accessed in 25/11/2020

with the fonts, images and textures used and
a description when and how to use them.
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