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ABSTRACT

Antibiotic resistance traits appear when bacteria are still able to grow in the presence of therapeutic con

centration of antibiotic drugs. The continuous misuse of these drugs coupled with the lack of incentives for

the development of new drugs by pharmaceutical industry urge the need for alternatives to counter the current

antibiotic crisis. The development of biomimetic polymer based upon host defense peptides characteristics is

a field with a lot of potential.

In this work, a coarsegrain Martini model of a therapeutic nanoparticle, consistent of a polyurea dendrimer

core with oligo(ethylenimine) chains coupled to it, was built and tested against models of phospholipids bilayer

membranes in search of understanding what are the possible mechanisms that provide its antimicrobial activity.

Furthermore, from these analysis, three modifications to this nanoparticle were tested with the objective of

improving the previous outcome.

The results showed that when the nanoparticle has a positive net charge, it presents the desired selectivity

towards anionic membrane model, causing negative curvatures that can induce further permeabilization and/or

disruption. The insertion of one of the modifications increased the hydrophobic content of the nanoparticle

and improved the distance between the nanoparticle and the center of the membrane, without losing the desired

selectivity. The ability to modified the ions distribution of the system can be an indicative of a different mode

of action.

Keywords: Antibiotics, Poly(ethylenimine), Polyurea dendrimer, Molecular Dynamics, Lipid membrane,

Martini Coarsegrain Model.
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RESUMO

Os traços de resistência aos antibióticos aparecem quando as bactérias são capazes de crescer na presença

de concentrações terapêuticas de medicamentos antibióticos. O contínuo uso indevido desses medicamentos

em conjunto com a falta de incentivos para o desenvolvimento de novos medicamentos pela indústria farma

cêutica, impõe a necessidade de alternativas para conter a atual crise de antibióticos. O desenvolvimento de

polímeros biomiméticos com base nas características de peptídeos de defesa do hospedeiro é um campo com

muito potencial.

Neste trabalho, um modelo coarsegrain Martini de uma nanopartícula terapêutica, que consiste de um

núcleo de dendrímero de poliureia com cadeias acopladas de oligo(etilenimina), foi construído e testado contra

modelos de membrana fosfolipídica para compreender quais os possíveis mecanismos que proporcionam a

sua actividade antimicrobiana. Além disso, a partir de análises, três modificações nessa nanopartícula foram

testadas com o objetivo de melhorar os resultados anteriores.

Os resultados mostraram que quando a nanopartícula tem uma carga líquida positiva, ela apresenta a se

letividade desejada em relação ao modelo de membrana aniônica, causando curvaturas negativas que podem

induzir uma maior permeabilização e/ou rompimento. A inserção de uma das modificações aumentou o con

teúdo hidrofóbico da nanopartícula e melhorou a distância entre a nanopartícula e o centro da membrana, sem

perder a seletividade desejada. A capacidade de modificar a distribuição de íons do sistema pode ser um in

dicativo de um modo de ação diferente.

Palavraschave: Antibióticos, Poli(etilenimina), Dendrímero de poliureia, Dinâmica Molecular, Membrana

lipídica, Modelo CoarseGrain Martini.
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CHAPTER 1  INTRODUCTION

1.1 Antibiotics crisis

Antibiotics can be defined as substances that are used to treat or prevent infections by killing or inhibiting

the growth of bacteria. These molecules can be obtained by isolates from cultures of certain microorganisms

(such as fungi) or by semisynthetic or synthetic origin [1]. Theymight act by inhibiting the microbial synthesis

of the cell wall, protein or nucleic acids (DNA or RNA); by acting as a membrane disorganizing agent or

through other specific actions [2]. Antibiotics may also enter the cell wall of bacteria by binding to them and

then use energy dependent transport mechanisms in ribosomal sites, which subsequently leads to the inhibition

of protein synthesis [3]. The use of these substances to combat infections, caused by different types ofmicrobes,

has saved millions of lives along history, and allowed the development of human society as it is.

Contrary to the common belief that the exposure to antibiotics is confined to the modern “antibiotic era”,

research has revealed that this is not the case [4]. Traces of tetracycline have been found in human skeletal

remains from ancient Sudanese Nubia dating back to 350 – 550 BC [5] and from histological study of samples

from late Roman period of Dakhleh Oasis in Egypt [6].

For decades, multiple varieties of antibiotics have not only been used for therapeutic purposes but also as

prophylactic practice across other industries such as agriculture and animal husbandry. This is possible due to

theirs ability to target the microorganism responsible for the infection without having effects to the host [7].

In the past decades the production of new classes of antibiotics has increased exponentially due to the demand

across many sectors and allowed for less expensive and offlabel drugs. As a side effect, the wide availability of

different compounds that possess antimicrobial properties and increased irresponsible use of these drugs have

contributed significantly to the advent of resistant strains of microbes [8] and the reduction of their capability

to fight infections caused by those microorganisms [8].

Antibiotic resistance traits appear when bacteria are still able to grow in the presence of therapeutic con

centration of antibiotic drugs [7]. This feature is developed by the natural evolutive selection process, where a

stress environment pressures and selects the microbes with mutations [9] that lead to antibiotic resistance [3].

The more frequent the use of these types of drugs, the higher will be the probability for natural selection to act

and select the mutant variants with antibiotic resistance traits [10]. It is important to highlight that since this is

an evolutive process, the same species of microbe can evolve in different directions. While one study shows

that medicines like sulfamethoxazole, trimethoprim, ampicillin and tetracycline no longer have the capability

to fight noncholera diarrhea disease in Thailand [11], the same drugs are still effective in the treatment of the
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same disease in Bangladesh [12].

In the last century, with the development and introduction of new antibiotics, new types of resistance have

emerged. Introduction of sulfonamides in 1937 led to the development of resistance mechanisms that are

still present nowadays [8]. Within six years of the first production of the aminoglycosides, aminoglycoside

resistant strains of Staphylococcus aureus appeared [13]. Introduced in 1960s, Methicillin was the first of

the semisynthetic penicillinaseresistant antibiotic to target strains of penicillinaseproducing Staphylococcus

aureus. However, resistance to methicillin was reported soon after its initiation [14]. In recent years, clinical

isolates of Vancomycinresistant Staphylococcus aureus were found in 2002, after 44 years of its introduction

to the market [15]. A detail timeline of antibiotic discovery and resistance events can be seen in Figure 1.1.

Figure 1.1: Antibiotic discovery and resistance timeline. Left side shows discovery of a specific antibiotic and
right side points when the resistance was detected. Adapted from [16].

As depicted in Figure 1.1 is possible to observe a discovery void of novel antibiotics. This impaired pipeline

of development has different causes, the most pertinent being the lack of incentive for pharmaceutical com

panies over economic obstacles [17]. The fact that these drugs present themselves as fast acting, limits the

patients need to a short period of usage, which as consequence brings a low return on the investments made.
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Thereby, the usage of novel antibiotics becomes reserved and their longtime efficiency becomes unpredictable

as resistance evolves [18].

The development of resistant strains by the use of antibiotics is potentialized when its therapeutic usage is

not done correctly, and patients fail to take their full course of prescribed antibiotic treatment. With that, the

microbe responsible for the infection in question is put in a stress condition that is not enough to promotes its

death but serves the purpose of applying selective pressure favoring antibiotics resistance [19]. Another way

for the emergence of drug resistance is the over usage of those substance in agriculture, since antibiotics used

in this area are the same or very similar to the ones prescribed for clinical treatment [20]. Recent evidence

suggests that poultry or pork might be a possible source of quinoloneresistant Escherichia coli in the rural

villages of Barcelona, where one fourth of children were found to be fecal carriers of these organisms, despite

never having been exposed to quinolones [21].

Another problem regarding resistant bacteria is the fact that they may collect multiple resistance traits over

time and can become resistant to multiple classes of antibiotics [22]. Moreover the fact that a single antibiotic

can help to select resistance against other structurally related compounds of the same class, is a clear evidence

of the problem being faced. Table 1.1 shows some of the common mechanisms for drug resistance.

Table 1.1: Examples of resistance modes of different classes of antibiotics. Adapted from [7].

Antibiotic class Examples Resistance mode
PLactams Penicillins, Cephalosporins, Penems, Monobactams Hydrolysis, efflux, altered target
Aminoglycosides Gentamicin, Streptomycin, Spectinomycin Phosphorylation, acetylation, nucleotidylation, efflux, altered target
Glycopeptides Vancomycin, Teicoplanin Reprogramming peptidoglycan biosynthesis
Tetracyclines Minocycline, Tigecycline Monooxygenation, efflux, altered target
Macrolides Erythromycin, azithromycin Hydrolysis, glycosylation, phosphorylation, efflux, altered target
Lincosamides Clindamycin Nucleotidylation, efflux, altered target
Streptogramins Synercid CarbonOxygen lyase, acetylation, efflux, altered target
Oxazolidinones Linezolid Efflux, altered target
Phenicols Chloramphenicol Acetylation, efflux, altered target
Quinolones Ciprofloxacin Acetylation, efflux, altered target
Pyrimidines Trimethoprim Efflux, altered target
Sulfonamides Sulfamethoxazole Efflux, altered target
Rifamycins Rifampin ADPribosylation, efflux, altered target
Lipopeptides Daptomycin Altered target
Cationic peptides Colistin Altered target, efflux

The lack of a global management guideline for daily antibiotics usage practices is also another point that

has been contributing to the emergence of resistance on a global scale [7]. While some countries have acted to

provide guidance for those practices, most still haven’t taken any action toward interventions [7].

The consequence of antibiotic resistance has already shown its impacts around the world. The World

Economic Forum has identified antibiotic resistance as a global risk beyond the capacity of any organization

or nation to manage or mitigate alone [23]. In developed economies, the impact of this issue is reflected

in the higher healthcare costs and decreases in labor supply, productivity, household incomes, and national

income and tax revenues [24]. The Europe Union has reported that, annually, around 25000 deaths are due to

a subset of drug resistant bacteria, with the extra health care costs and lost productivity due to antimicrobial

resistance amounting to at least 1500€ million. Similar impacts should also be present in low and middle

income countries [24].
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1.2 Alternatives for antibiotics

From the rising challenge of fighting the insurgence of antibiotics resistant microbes, it became necessary

to develop new alternatives different from the traditional ones being used until current days [25]. Host defense

peptides (HDPs) are defined as a class of innate immunity components expressed by multicellular organisms

[26]. As far as it is known, one part of their functions is to kill invasive cells without damage to the host and

without presenting themselves as a stress agent for the development of resistance traits [26]. This is due to

their mechanism of action, which is thought to involve membrane permeabilization [26]. Since this is not a

”lock and key” type of mechanism, the pathway to membrane disruption is not as straight forward and thus

more demanding for the microbe to bypass [26].

Since the discovery of HDPs, thousands of those substances have been encountered and catalogued in an

online antimicrobial peptide (AMP) database curated by Wang and Wang, containing, to date, more than 3200

entries from six different kingdoms [22, 27, 28]. Among those substances, different amino acids sequencing

and secondary structures are presented, and physiochemical properties seems to be the common factor in respect

to their antimicrobial effectiveness [26]. The presence of a cationic net charge at neutral pH, coupled with a

significant fraction of hydrophobic residues and relative short chain size are frequent attributes for this class of

compounds (Fig. 1.2). Of these three main attributes, the hydrophobicity of the molecule is integral for their

interaction with phospholipids (PLs) bilayers [29], and the presence of positive net charge is central for their

electrostatic attraction to anionic components of the bacterial cell surface [30].

Figure 1.2: Distribution of AMPs entries in respect to percentage of hydrophobic amino acids, net charge and
chain size, respectively. Adapted from [26]

While HDPs were being discovered, the field of disinfectant polymers begun its development [31]. It

started with the introduction of benzalkonium chlorides (BAC) polymer (a benzyl quaternary ammonium as a

side chain of a long alkyl chain) and styrene derivatives containing BAC [32] and in the late 90s developed to

the creation of polymers that mimics HDPs, such as βpeptides [29, 33], α/βpeptides [34] and peptoids [35].

Although HDPs are excellent potential substitutes for antibiotics, due to their antimicrobial and nontoxic

characteristics, the bioprocesses involved in the manufacture of cheap and scalable volumes are still not devel

oped enough [28]. At the same time, while chemical processes are well known and developed for production
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in large scale, the potential toxicity of these compounds is something that cannot be neglected [28]. With these

points, in the early 2000s, the fields of HDPs and biocidal polymers started to merge seeking the development

of HDP mimetic polymers (Fig. 1.3). The rationale behind this merge is to combine the advantages of peptide

activity with the cost effectiveness and scalability of synthetic polymer chemistry, without the need for precise

sequence, unimolecular chain length, or defined secondary structure. [26].

Figure 1.3: Evolution of antimicrobial polymers. The main difference between HDP and polymeric disinfec
tants are highlighted in the first two boxes. Evolution of both fields lead to the development of HDPinspired
antimicrobial polymers. Adapted from [26]

1.2.1 Biomimetic polymers

The relationship between the structure and activity of the HDPmimetic polymers lays upon two funda

mental design principles: 1) the hydrophobic/hydrophilic component ratio; and 2) the presence of a structured

cationic group [18]. In 2009, Kuroda, Caputo, and DeGrado [36] showed that a poly(methacrylate) random

copolymer with 40% methyl side chains (hydrophobic group) and 60% aminoethyl side chains (hydrophilic

and charge group) is at the same time a potent antibacterial compound and has minimum hemolytic activity.

They also reported that a fully cationic homopolymer shows no effect against E. coli, while fully hydrophobic

homopolymers have high hemolytic activity and poor solubility. The study reported that excess of hydropho

bicity has the potential to generate polymers with high toxicity and poor solubility whereas polycation polymers

with very low hydrophobicity were not potent antibacterial candidates and also show the tendency to aggre

gate red blood cells (RBCs). Similar results were obtained when amphiphilic balance was optimized with
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poly(norbornene) [37] and nylon3 copolymers [38, 39].

While the amphiphilic balance of the polymer dictates, mostly, cell type selectivity of the compound, the

cationic net charge of the polymer will dictate the electrostatic attraction to the bacterial cell surface. That

happens because positive net charge will have a stronger interaction with the negatively charged PL headgroups

of the lipid bilayers [40]. For example, HDPs are normally rich in Lysine and/or Arginine. Both amino acids

contain amine groups (Fig. 1.4), which, at physiological pH, have cationic charge [41].

Figure 1.4: Butylamine and guanidine groups from Lysine (left) and Arginine (right) amino acids.

The difference from building a polymer possessing primary amine groups instead of the traditional qua

ternary ammonium salt (QAS) was investigated by Palermo and Kuroda in 2009 [42]. For the same polymer

type, the one with primary amine groups outperformed the ones with tertiary or quaternary in terms of antimi

crobial activity and toxicity. Following this study, the role of cationic functionality was investigated and it was

observed that primary ammonium groups can form a stronger complex with PL headgroups when compared

to QAS analogues [40]. Also, the effect of the density of amine groups was investigated, with AlBadri et al.

[43] showing that the increase at amine density in each monomer unit enhances the efficacy of the polymers

by highly decreasing its hemolytic toxicity.

On the other hand, the functionality of guanidinium can be explained by its ability to complex anionic PLs

by a combination of Coulombic attraction and precisely orientated bidentate hydrogen bonding interactions.

This led to the development, by several groups, of cationic amphiphilic polymers containing the guanidinium

functional group as the source of cationic charge, instead of primary ammonium cations [26]. Polymethacry

lates with guanidinium cations were more active against S. epidermidis and C. albicans relative to primary

ammonium containing analogues [44], with similar results being presented for guanidinium functionalized

poly(methacrylamide)s [45].

1.2.2 Poly(ethylenimine)

By understanding the design principles that will provide the desired antimicrobial activity, characteristic

of HDP mimetic polymers, one can propose structural modifications that allow increased efficiency and a

straightforward synthesis. As one of the many polymers present in the market, poly(ethylenimine) (PEI) has

been shown to be a potent alternative to combat antibiotic resistant organism, due to its intrinsic features.

PEI is a synthetic, nonbiodegradable, cationic polymer that can contain primary, secondary and/or tertiary

amino functional groups. It is found in both branched and linear forms (Fig. 1.5) and can be synthesized by
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acid catalyzed polymerization of aziridine and ring opening polymerization of 2ethyl2oxazoline followed

by hydrolysis, respectively [46, 47]. Due to the abundance of reactive amino groups, PEI can be modified to

display the necessary hydrophobicity and positive charge densities that are primary requirements for antimi

crobial activity [48]. Also, the ammonium groups of PEI, which are cationic, coupled with the ethylene spacer

of its structure, which serves as hydrophobic moiety, create a repeating cationic amphiphilic motif along the

polymer backbone at neutral pH without any further chemical modification by hydrophobic groups [25].

(a) Ethylene imine monomer. (b) Fragment of linear PEI chain.

(c) Fragment of branched PEI chain.
(d) PEI dendrimer of second
generation.

Figure 1.5: a) Ethylene imine monomer, b) linear PEI fragment, c) Branched PEI fragment and d) Second
generation PEI dendrimer.

In 1997, Helander et al. [49] investigated the effect of the polycation PEI on the permeability effects on

Gramnegative bacterial outer membrane using E. coli, P. aeruginosa and S. typhimurium as target organ

isms. The results showed that in concentrations inferior to 20 μg/ml, PEI increased the bacterial hydrophobic

permeation of the outer membrane. It showed an increase in the susceptibility of the tested species to the

hydrophobic antibiotics Clindamycin, Erythromycin, Fucidin, Novobiocin and Rifampicin. Without being di

rectly bactericidal, polycation PEI was been shown to be in fact a potent permeabilizer of the outer membrane

of Gramnegative bacteria.

Lin et al. [48] assessed if PEI could be used as functionalized antimicrobial coating material in glass and

plastic slides. Their study pointed that alkylated PEIs attached to flat macroscopic surfaces and/or to nanopar

ticles make these materials highly bactericidal toward both Grampositive and Gramnegative pathogenic bac

teria [48]. These systematic chemical modifications of the immobilized PEI shed some light on the relationship

between the structure of the polymer and the antibacterial efficiency of the resulting coating. Later, Nhexyl

Nmethylpoly(ethylenimine) covalently bound to amino glass slides resulted in almost 100% inactivation of

both water borne and airborne bacteria, and fungi, including pathogenic and antibioticresistant strains with
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out any report of emergence of resistance while being nontoxic to mammalian cells (COS7, African green

monkey) [50]. In addition, several studies have investigated the antibacterial activity of watersoluble PEI

derivatives containing quaternary ammonium salt groups with long alkyl or aromatic groups and applications

for waterinsoluble hydrophobic PEIs including nanoparticles and antibacterial coatings, as promising materi

als for coating of medical devices [25].

Although the properties of PEI derivatives have been extensively studied and presented as good alternative

antimicrobials, conventional unmodified PEI also possesses antimicrobial activity and low cytotoxicity. In

2012, Gibney et al. [25] investigated a series of branched and linear PEIs (bPEI and lPEI, respectively) with

relatively low molecular weight to understand the effect of molecule’s architecture and size on antibacterial

activity. The activity was tested against E. coli and S. aureus and results showed that it is intrinsically depen

dent on both parameters. The membrane permeabilization assays performed indicate that PEI may exert their

antibacterial activity by mechanisms other than membrane disruption [25]. The polymer is also selective to

bacteria over RBCs, and cytotoxic assays indicate that bPEI is less toxic to human Hep2 cells than their linear

counterparts, although still significantly reduced cell viability after a 24h exposure. The study results can help

refine the design of this polymers towards optimal activity and cell selectivity. Most recently, Venkatesh et al.

[51] investigated the antimicrobial and cytotoxic properties of cationic polymers with peptide/isopeptide and

polyethylene/PEI backbones. The study was conducted with different strains of S. aureus, P. aeruginosa andC.

albicans and biocompatibility for primary human dermal fibroblasts. The results showed that lPEI displayed

superior antimicrobial activity against bacterial pathogens over poly(allylamine), with and cytotoxicity only at

concentrations above 500 µg/ml.

PEI and other synthetic analogs, are easy to produce and lowcost polymer, and well established methods

enables the tuning of chemical and physical properties via simple structural modifications. These features

facilitate further development and turn them attractive alternatives as novel antibacterial agents [25].

1.3 Molecular Dynamics

By having the possibility to change and tune synthetic polymers to present the desired functionality, a

huge variety of options can be manufactured. These possibilities demonstrate the wide range of potential

novel therapeutic polymer that can be developed. However, creating and testing each one of these alternatives

presents itself as a challenge. It is necessary to have a guide that allows the understanding of the direction

taken prior initiating costly and timeconsuming experimental works in vitro.

In recent years, computational experiments have become crucial for the progress of science. The rise of

highperformance computing has enabled experimentation in silico as a powerful tool that bridges the gap

between theory and laboratory experiments [52]. Taking into consideration that biomimetic antimicrobial

polymers demonstrate to have some type of interaction with microbial membranes, it is important to have a

tool that shows if the molecule being tested presents promising interactions and effects. With that, Molecular
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Dynamics (MD) appears as an important computational tool for understanding the physical basis of structure,

dynamic evolution of systems, and the function of biological macromolecules [53] and is a tool that aids the

development of new drugs.

Molecular Dynamics is based on Newtonian physical models governing interatomic interactions, to pre

dict how every atom in a molecular system moves over time [53]. These simulations can capture a wide variety

of important biomolecular processes, describing the positions of every atom with femtosecond temporal res

olution. MD has its origin in the late 1950s, with the simulations of simple gases by Alder and Wainwright

[54] and was first used to simulate protein in the late 1970s, by SalomonFerrer et al. [55]. It is important to

remark the groundwork performed by Martin Karplus, Michael Levitt and Arieh Warshel that enabled these

simulations, for which they were awarded the 2013 Nobel Prize in Chemistry [54]. MD simulations have,

however, become substantially more popular and visible in recent years, particularly from the perspective of

experimental molecular biologists. Simulations have begun to appear frequently in experimental structural bi

ology papers, where they are used both to interpret experimental results and to guide experimental work (Fig.

1.6) [56].

Figure 1.6: Evolution of MD publications related to Structural Biology. Adapted from [56].

The increase in use of MD simulations is possible, mainly, due to two underlaying drivers. First, the

advance of techniques, such as crystallography and cryogenic electron microscopy, allows for a much bet

ter resolution of structures, providing a better starting point for MD simulations [56]. Second, the evolution

of computing power and MD simulations themselves, make possible to run MD simulations outside super

computers [56]. That can be exemplified by the introduction of graphics processing units, that allows powerful

simulations to be run locally and at a modest cost [55, 57], the evolution of software packages, that became

easier, more userfriendly and with better user support and also by the constant work done in improving the

accuracy of the physicals models behind the simulations [56].

To calculate how a given systemwill evolve over time, MD uses Newton’s equations of motion to determine

the net force and acceleration experienced by each atom in the system (allatomMD—AAMD) and with that
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simulates the time evolution of each atom considering the interactions generated by each net force from each

time step [52]. To apply the motion’s equation, each atom i is treated as a single point and must have an

associated position ri, mass mi and fixed charge qi. The relationship between the force on each one of the

system’s atoms and its acceleration is described byNewton’s second law ofmotion whereFi is the force exerted

on the mass and ai is the respective acceleration (eq. 1.1):

Fi = miai (1.1)

This force can also be interpreted as a gradient of the potential energy of the system, V , as the acceleration

is taken as the second derivative in time of the position, so (eq. 1.2):

−∇iV = mi
d2ri(t)

dt2
(1.2)

The time step used in MD calculations is approximately one order of magnitude smaller than the fastest

motion  hydrogen molecule’s bond vibration  which oscillates roughly about every 10 fs. The MD simulation

will follow the algorithm describe in Figure 1.7 until desired conditions are achieved:

Since the starting point of any MD simulations requires the potential energy of the system, it is crucial to

have it well defined. The potential is defined in terms of a force field (FF); that describe the different particle

interactions that may happen during simulation. It can be divided into interactions between atoms chemically

bonded and into interactions between atoms that are nonbonded. A general description of the potential energy

of a system modeled by a FF can be seen in the Figure 1.8:

The determination of the parameters for a specific FF is done taking into account physiochemical experi

ments and/or electronic structure calculations, using quantum mechanics (QM) methods (e.g., ab initio molec

ular orbital or density functional theory calculations) [52]. QM methods, in a simple way, perform nuclear

and/or electronic interactions between particles by solving the time independent Schrödinger’s equation and its

approximated forms (e.g., BornOppenheimer) [59]. A set of parameters should be defined for different types

of atoms and for each one of the potentials that define a FF. This means that a FF will have discrete parameters

for an oxygen atom in a carbonyl functional group and in a hydroxyl group [52]. An example of FF parameter

set is: atomic masses, van der Waals radii, partial charges for individual atoms, equilibrium values of bond

lengths, bond angles, dihedral angles and values corresponding to the effective spring constants for each po

tential. Some popular FFs used in classical MD atomistic simulations are Amber, CHARMM, and GROMOS

[52].
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Figure 1.7: Global MD Algorithm. The sequence of steps consist in: 1) input of initial conditions (potential
interactions, positions and velocities); 2) computation of forces from bonded and nonbonded interactions be
tween atoms; 3) derivation of new positions and velocities for each atom; 4) storing of desired output. Adapted
from [58].

Figure 1.8: Example of a FF model. The potential energy will be the sum of the energies related to: A) stretch
ing or compressing of bonded pair of atoms (modeled by a simple spring), B) Increasing or decreasing bond
angle formed between three consecutive atoms (modeled by a simple harmonic), C) dihedral angle rotations de
fined by four consecutive atoms (also modeled by a simple harmonic), D) van der Waals interactions (modeled
by Lennard–Jones potential) and E) Electrostatic interactions (modeled by Coulomb’s law). The interactions
fromA) to C) represent the ones from chemically bonded atoms, while D) and E) are the ones from nonbonded
atoms. Adapted from [52]
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1.3.1 Coarsegrained models

Despite the advantages of MD simulations, large systems and longtime scales  beyond the 101 nm size

and the µs timescale  are still computationally demanding for atomistic systems. This is because atomistic

MD simulations generate force calculations for each time step of the process, which by itself already requires

considerable computation effort, and those calculations must be repeated several times for each atom of the

system [52]. However, since some biological processes such as protein folding, aggregation and biological

assembly occur at longer time scales, it became necessary the use of a different approach than AA MD [60].

One of the alternatives used to circumvent the limitations of AA MD is the use of coarsegrained (CG)

models. These models present a platform to bridge the gap between AA based simulation studies and the

macroscopic behavior of biological mechanisms [60], being well suited to study large scale biological com

plexes, since they can probe the time and size scales of systems beyond what is feasible with AA models

[59].

The idea behind CG models is to make a reduced representation of the AA model of the system of interest

without losing the main molecular characteristics that dictate its behavior [60], by representing groups of atoms

as a single CG pseudo atom. From this reduced version comes faster computation sampling due to the decrease

in the degrees of freedom and with that the possibility to run simulations for a longer period of time [60].

Additionally, bonded interactions tend to have much lower force constants — hence, longer periods of motion

— allowing for the use of significantly larger MD timesteps.

To develop a CG models it is necessary to define the pseudo atoms that will represent the group of multiple

atoms; derive the energy function (potential energy of the system) which defines the interaction between those

pseudo atoms and also define the dynamical equations to study the timebased evolution of the CG system

[60]. That can be done considering structural information of the system (obtained experimentally) or through

the derivation of statistical data acquired from AA MD simulations [61].

The most popular CG model in use is the Martini force field, being first proposed for lipids and later

extended for protein, carbohydrates and other type of systems [59]. The Martini force field is parameterized in

a systematic way, combining topdown and bottomup strategies, where nonbonded interactions are based on

the reproduction of experimental partitioning free energies between polar and apolar phases of a large number

of chemical compounds and bonded interactions are derived from reference AA MD simulations [59]. The

model uses a fourtoone mapping (Fig. 1.9), meaning that every four heavy atoms group (and its associated

hydrogens) are replaced by a unique single interaction center, also called “bead”. In order to keep the model

simple, only four main types of interaction sites are defined: polar, nonpolar, apolar, and charged. Each bead

type has a number of subtypes (for a total of 18 types), which allow for an accurate representation of the

chemical nature of the underlying atomistic structure [59].

Some of the recent works done involving the use ofMartini in the protein field are the study of protein ligand

binding processes (2014) [63], mechanisms of allostery (2015) [64], predicting the binding mode of peptides
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Figure 1.9: Martini mapping examples of selected molecules: (A) Standard water particle representing four
water molecules, (B) Polarizable water molecule with embedded charges, (C) DMPC lipid, (D) Polysaccharide
fragment, (E) Peptide, (F) DNA fragment, (G) Polystyrene fragment, (H) Fullerene molecule. In all cases
Martini CG beads are shown as cyan transparent beads overlaying the atomistic structure. Taken from [62]

to GProtein coupled receptors (2017) [65] and determining the role of hydrophilicity and hydrophobicity in

the selfassembly of (AF) 6H5K15 peptide derivatives (2014) [66].

Due to the complex nature of the structural dynamics of biological macromolecules and their working

mechanism, that range from atomic to molecular level, the use of multiscale simulations has emerged as an

important approach. This consists in the integration of CG models within AA ones to define different com

ponents of the system which allows for an in depth understanding of the macromolecular dynamics with an

insight on the atomic picture [60]. The study of rotary motor proteins through free energy landscapes and CG

based simulation is a good example of multiscale simulations [67].

CG force fields a powerful alternative to AA ones, but also have their own set of limitations. First, they

represent a simplified version of the system under investigation, which, by elimination of atomic details, may

impact the determination of precise properties under study [60]. They are also sometimes tailored for spe

cific features of systems or phenomena of interest, so it is harder to transfer properties between varied sys

tems. As an example, the Martini FF is based upon the calibration of nonbonded interactions against the

oil/water partitioning coefficients [59], which happens to be highly correlated with membrane–peptide binding

and protein–protein recognition. Consequently, the Martini model has found dominant applications in study

ing the membrane protein systems and their interaction with lipids, while others CG force fields will be better

suited to predict other types of systems and interactions [59].

The increase modeling demand of new and challenging systems, coupled with reported insufficiencies in

the representation of some biomolecular interactions, led to a recent ongoing improvement effort of the Martini

FF. A beta version of the upcoming version 3 of Martini has been released and some of the new features of the

new version consist in: new specific parameterization of beads corresponding to twotoone or threetoone
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mappings; improvements in the interaction matrix between the multiple possible types of particles, including

more interaction levels and reformulation of charged beads.[68]

1.4 Objectives

This project’s main goal was to apply computational tools to power the development of biomimetic an

timicrobial nanoparticles. This was done by exploring and trying to gain insights on the killing mechanism of

an already existing nanoparticle by means of MD simulations. For this, it was necessary to develop and build

the corresponding CG model of the nanoparticle being investigated and run simulations against CG membrane

models that can capture the difference between bacteria and mammalian PL membranes. The results from

theses simulations enabled the proposal of modifications to synthesize novel nanoparticles with the desired

functionality and biophysical properties. These novel compounds were tested in silico, against those same PL

membranemodels. All the results helped to point the necessary characteristic that must be involved in enhanced

design of antimicrobial nanoparticles, and how to improve the synergy among them. The used methodology,

as well as the order of the work done, is described below:

i The studied nanoparticle  PUREG4OEI48  is a fourthgeneration polyurea dendrimer (PUREG4) core

with 48 linear oligo(ethylenimine) chains (OEI48) connected to its surface [69];

ii The development of the suitable CG topology for this nanoparticle was splitted into two parts:

(a) Development the Martini 3 topology for linear OEI. This was done through QM and atomistic

MD simulations that will be used to derive the necessary set of parameters for the Martini 3 force

field model. The validation of the model built in Martini 3 was carried by comparing some of

its properties (e.g. endtoend distance and radius of gyration) against the ones from atomistic

topology and also from data in the literature.

(b) Develop the Martini 3 topology for the polyurea dendrimer. This was done in a similar fashion

to what was done for OEI, but in this case an already existing atomistic topology will serve as a

starting point for the parameters’ derivation. Again, the validation of the topology was done by the

comparison of properties between atomistic and CG models.

iii To simulate the difference between mammalian and bacterial membrane bilayer, two different mod

els was used. The first one is composed of anionic 1palmitoyl2oleoylsnglycero3phosphocholine

(POPC) while the second has a composition of POPC/1Palmitoyl2oleoylsnglycero3(phosphorac

(1glycerol)) (POPG) at a 1:3 ratio [70].

The results from the simulation of the nanoparticle against both membrane models were analyzed, and the

results helped understand the killing mechanism of the nanoparticle. From the acquired insight we aimed to

propose specific modifications to improve selectivity and toxicity. These novel molecules model were also

tested in silico.
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2.1 Poly(ethylenimine) parameterization within the Amber and Mar

tini FF

Although there are already parameters for CHARMMFF and aMartini model for PEI in the semi and non

protonated states [71], the lack of parameters for the fullyprotonated form along with the objective of using the

new Martini 3 version of this CG FF justify the work to create a full set of parameters for the Amber FF, until

now absent. Also, the building process of the CGmodel for PEI will take into consideration numerical stability

enough to allow running simulation with the standard Martini time step of 20 fs, which does not happen for

the previously mentioned model [71].

The CG parameters of this model will follow the recommended strategy to assign the bead type for each

building block of the polymer by chemical similarity to alreadyparameterized models; bonded parameters will

be taken from Amber AA reference data, generated using amber99sbildn [72]. Since the chosen AA FF does

not have specific parameters for partial charges and torsions involving protonated secondary amines, those

were derived using a comprehensive body of ab initio calculations.

The term Amber is used to refer to the family of empirical force fields implemented by a collective of suite

programs that allow users to carry out molecular dynamics simulations, particularly on biomolecules [73]. The

simplest implementation form of this family of FF is described by the Hamiltonian equation below:

Etotal =
∑
bonds

kb(r − r0)
2

+
∑

angles

kθ(θ − θ0)
2

+
∑

dihedrals

Vn[1 + cos(nϕ− γ)]

+

N−1∑
i=1

N∑
j=i+1

[
Aij

R12
ij

− Bij

R6
ij

+
qiqj
ϵRij

]

(2.1)

where

A = ϵR12
min and B = 2ϵR6

min (2.2)

The first three lines of equation 2.1 correspond, respectively, to the harmonic term for bond stretching
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(where kb is the force constant and r0 is the equilibrium distance), the harmonic angle bending terms (force

constant kθ and an equilibrium angle of θ0) and the Fourierseries expansion for torsional terms (torsion barrier

term Vn, the angle phase γ and periodicity n). The last term of the equation encompasses the nonbonded

interactions: the standard formulation of the 612 LennardJones (LJ) potential and the electrostatic interaction,

where ϵ is the depth of the potential well for the interaction of atoms i and j,Rij is the distance separating atoms

i and j, Rmin is the sum of the van der Waals radii and qi and qj are the atomic partial charges.

In a bottomup approach to develop an AA description of PEI, we resorted to QM calculations to derive

the necessary parameters of the molecular mechanics (MM) FF. To build PEI Amber models for different

protonation states we perform the adjustment of the AA FF relative to QM data for three minimal PEI tetramers.

Tetrameric length was chosen to include characteristic central repetition units, less influenced by terminal

behavior, while keeping an acceptable computational QM cost. Figure 2.1 demonstrates the structure of each

one of the models. PEI with all nitrogen atoms protonated will be referred to as pei+ (Fig. 2.1 a)), semi

protonated PEI, with protonation of alternating nitrogens (Fig. 2.1 b)) as peis, and nonprotonated PEI as pein

(Fig. 2.1 c)).

Figure 2.1: PEImodels used in the parameterization of theAmber FF.Dark blue represents nitrogen atoms, cyan
represents carbons and white represents hydrogens. a) fullyprotonated tetramer b) semiprotonated tetramer
and c) nonprotonated tetramer.

Taking into account the further parameterization of Martini 3 model, all the tetramers above can be de

scribed by five different types of residues:

• PEIQ – protonated polymer monomer (CH2−NH +
2 −CH2);

• PEI – nonprotonated polymer monomer (CH2−NH−CH2);

• TPEIQ – protonated terminal residue for pei+ (NH +
3 −CH2−CH2−NH +

2 −CH2);

• TPEIS – protonated terminal residue for peis (NH +
3 −CH2−CH2−NH−CH2);

• TPEI – terminal residue for pein (NH2−CH2−CH2−NH−CH2)
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The choice of these residue divisions takes into consideration a symmetry around the N atom of each residue

(excluding terminals) and of the overall molecule, which simplifies further work with the Martini FF. Terminal

residues encompass 1.5 units each, that we consider to not have central behavior.

The first step in the development of an Amber PEI model is to derive the partial atomic charges that each

atom will have. The Amber force field is built around the concept of accurate pairwise charges, with con

straints typically imposing integer charges to the entirety of a residue (or a monomer unit). In Amber, the

method used for pointcharge calculation is the Restrained Electrostatic Potential (RESP) method [74]. It is

employed on a QM geometryoptimized structure of the molecule of interest, for which the spatial distribution

of the electrostatic potential (ESP) has also been computed. RESP collapses this potential into single point

charges by optimizing atomic charge assignment while restraining the resulting ESP to that computed by QM.

QM geometry optimizations were done at HartreeFock (HF) level of theory with a 631G(d) basis set. Final

electronic probabilities were computed on the optimized structure, usingMøller–Plesset perturbation of second

order (MP2) theory and a 631+G(d,p) basis set. All QM calculation were performed using the Gaussian 09

program.

With the partial charges derived (better explained in the subsection 2.1.1), torsionswere probed by geometry

optimizing molecular structures at both MM and QM levels while restraining or constraining the torsion of

interest to a range of values. Dihedral torsion potentials were obtained by linearly decomposing the difference

between the resulting MM and QM potential energies into combinations of cosinusoids of different periods.

The optimization procedure for the dihedrals consist in a scan of torsion coordinates with the objective of

minimizing the torsion dihedral potential energy difference between QM and MM by fitting the force constant,

phase and multiplicity of the dihedral potential function (eq. 2.1). Both dihedrals of interest for each tetramer

were rotated a full 360◦ in steps of 5◦. For each angle the configuration with the minimum energy between all

possible arrangement of H atoms was chosen as the input for the QM calculation.

2.1.1 Optimization of partial atomic charges of PEI tetramers

The charge fitting procedure for all the tetramers has the objective to make each one of the residue type

described above to have fully integer charges. The RESP was performed in two stages with different charge

constraints to minimize the relative root mean square (RMS) difference to the precomputed QM ESP.

The first RESP stage for pei+ imposes a total charge of +1 for both TPEIQ residues and for the central

PEIQ residue. All symmetric heavy atoms were set to have the same derived partial charge and the H atoms of

each symmetric heavy atom were also set to have the same charge. Second stage received as input the charges

from stage one. Now, the partial charges of each N atom and its respective H atoms were frozen (will not be

changed in this new stage) making the new derivation to affect allow the C atoms and its H atoms. Again, this

stage was performed respecting the symmetry of each atom and the same constraints as the prior stage.

For peis and pein a similar two stage RESP were also performed, but with slight differences at the con
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straints. The first stage RESP of peis used constraints for all the 5 residues present in the tetramers with TPEIQ

residues and PEIQ residue having total charge of +1 and the PEI residues with total charge of zero. Second

stage kept the partial charges of heavy atoms and allow for all the H atoms to have a new partial charge. Both

stage respect the symmetry of all the atoms involved. For pein the first stage used constraints of total zero

charge for TPEI and PEI and symmetry of heavy atoms, while the second stage kept the constraints but now

allow for new partial charges for H atoms with respect to them symmetry to the whole tetramer.

2.2 Polyurea dendrimer parameterization within Martini 3 FF

The setup of the Martini 3 topology for a fourthgeneration polyurea dendrimer was based on AA simula

tions performed by N. Martinho (unpublished work). This simulation was performed with NAMD v.2.9.[75]

and parameterized with CGenFF [76, 77, 78] for a duration of 20 ns at explicit solvent and kept at constant

temperature and pressure of 310k and 1 bar, respectively.

The AAtoCG mapping was done following the Martini philosophy, where each bead represents a specific

set of atoms (with up to 5 nonhydrogen atoms per bead) and their type is determined by the properties of the

chemical moieties that they represent. The symmetry of the dendrimer was considered when the substructure

representation of each bead was elected. The step by step and rationale behind this stage is reported at the

results section.

The target bonded parameters for the dendrimer topology were generated by converting the AA MD tra

jectory into a CG trajectory, following the mapping chosen. Distributions were plotted for the relevant bond

distances, angle bendings and dihedral torsions. The choice of all bonded parameters was made so that CG

simulations reproduced as close as possible these distributions. The fitting procedure was done in a trial and

error manner, where each of the bonded parameters of a new simulation was refined based upon the fit from

the previous run.

2.3 PUREG4OEI48 building process

Two different strategies were used during the process of building the nanoparticle topology. The first

one, consisted in represent the dendrimer structure of PUREG4OEI48 as a hollow sphere with a “dummy”

particle (without nonbonded interaction with others beads from the system) at its center; all 48 OEI chains

were restricted at a distance of 1.725 nm from this center, thus lying on the sphere’s surface. This simplified

first approach was used in the hope that the high density of OEI chains was able to “hide” the dendrimeric core

from interacting with the rest of the system and thus avoid the need for its explicit modeling.

After initial simulations were ran, we found that the OEI chains were not able to efficiently shield the

nanoparticle’s core: solvent and ion beads were able to access the hollow core. A second approach was imple
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mented, which consisted in explicitly representing the polyurea dendrimer core of the nanoparticle coupled to

all OEI chains as a single topology. All parameters were taken from the parameterization process of both OEI

and PURE. The connection between each OEI chain and its respective NH +
3 anchoring terminal is described

in section 3.6.

2.4 Allatom Molecular Dynamics simulations

To perform all AAMD simulations, Gromacs version 2018.3 [58] or higher were used implementing a leap

frog algorithm for integrating Newton’s equations of motion with a time step of 2 fs. The neighbor searching

as set with Verlet cutoff scheme with grid type and a cutoff distance of 14 Å for both Van der Waals and

Coulombic interactions. Periodic boundary conditions were applied in all directions, while the system was

solvated with TIP3P water model and the longrange electrostatic interactions were treated with the Particle

Mesh Ewald method of order 4 and using a grid spacing of 1.6 Å. The temperature was fixed at 300 K using a

temperature coupling using velocity rescaling with a stochastic term with time constant of 1 ps. Pressure was

treated using an isotropic ParrinelloRahman coupling with a time constant of 5 ps and reference pressure of 1

bar.

2.5 Coarsegrained Molecular Dynamics simulations

All CG MD simulations were carried out using Gromacs version 2018.3 or higher employing leapfrog

propagation with a time step of 20 fs, a Verlet cutoff scheme of type grid and periodic boundary conditions in

all directions using a 11 Å cutoff for the shortrange interactions (Van der Waals and Coulombic interactions).

Long range electrostatics were treated with the reactionfield method with a relative dielectric constant ϵr

= 15 in conjunction with with standard water beads, and infinite screening beyond the cutoff distance. The

temperature was kept fixed at 300 K using stochastic velocity rescaling with a (weak) coupling constant of

1 ps, while pressure was treated with an isotropic ParrinelloRahman coupling, a time constant of 12 ps and

reference pressure of 1 bar. For equilibration purposes the berendsen thermo and barostats were used instead.

2.6 Molecular Dynamics simulations with membrane models

The initial configuration for the POPC:POPG (1:3) bilayer was built using Martini’s bilayer building tool

– ”insane.py” [79]. This tool randomly distributes both lipids in the corresponding ratio into a planar bilayer

centered around the midpoint of a specific box’s height. In this case a hexagonal box of dimensions 70.0 nm

X 60.6 nm X 20.0 nm was used. For the simulations with only POPC a bilayer of the same size was created

using only this type of lipid.
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The nanoparticle was added into the lipid bilayer boxwith the aid of VMD [80]; water beads that overlapped

with it were removed for initial numerical stability. Enough Na+ and Cl– ions were added to neutralize the

overall charge and have a salt concentration of 150 mM.

The two membrane systems were minimized and equilibrated as the PUREG4OEI48 nanoparticle, with the

difference that semiisotropic pressure coupling was used, to decouple solvent pressure in z from membrane

tension in xy. Both minimization an equilibration were performed with a restraint at the central bead of the

nanoparticle to avoid displacement towards the membrane during these steps. All production simulations were

run for at least 3 µs. As a strategy to confirm the lack of interaction between the nanoparticle and the POPC

membrane, after the system was equilibrated a small simulation with an acceleration of 1.0 nm∙ps−2 was

performed to produce a initial positionwere the nanoparticle is in close contact withmembrane. After achieving

this, the simulation ran freely, the same way as the POPC:POPG system.

2.7 Endtoend distance, Dee

The endtoend distance,Dee correspond to the norm of the vector that points from one end of the polymer

chain to the other. This property helps indicate how extended a polymer chain is and is given by the equation

2.3:

Dee =
∑
i

r⃗i (2.3)

Where r⃗i represents the translation vectors that connects the polymer chains joints.

2.8 Radius of Gyration, Rg

The Radius of Gyration (Rg) was used to determine if the topology generated could reproduce the same

behavior as the one measured from the atomistic model. Rg corresponds to the RMS of distance from all beads

to the particle center of mass, and was calculated with equation 2.4:

Rg =

√√√√ 1

M

N∑
i=1

mi(ri −R)2 (2.4)

Where, mi is the mass of each bead i and M =
∑N

i=1 mi, N is the number of beads that compose the

particle, ri is the position of bead i and R is the position of the particle center of mass.
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2.9 Shape Parameter, S and Asphericity, ∆

To evaluate the general shape that the nanoparticle assumes along the entire trajectory, two properties were

investigated: the shape parameter (S), that evaluates the shape itself, and asphericity (∆) that is an indication

of the extent of the shape’s anisotropy [81]. Both properties are calculated using the moment of inertia tensors,

Tαβ :

Tαβ =
1

2N2

N∑
i,j=1

(riα − rjα)(riβ − rjβ) (2.5)

Where α and β represent the components x, y, z of ri. From T , its eigenvalues, λi are defined as the

squares of the three principal radii of gyration, thus:

R2
g = trT =

3∑
i=1

λi (2.6)

With inertia tensors and their eigenvalues defined, the overall shape can be characterized as:

S = 27

∏3
i=1(λi − λ)

(trT )3
(2.7)

S can assume values from (1/4) up to 2. The negatives values indicate an oblate shape, whereas positive

values indicate a prolate shape; a perfect sphere yields S = 0. Asphericity is determined as:

∆ =
3

2

∑3
i=1(λi − λ)2

(trT )2
(2.8)

In the same fashion as S, ∆ will take values from 0 up to 1, where zero indicates the perfect isotropy of a

sphere, and 1 maximal anisotropy.

21



CHAPTER 2. METHODS

2.10 Distancetocore and contacts analysis

Two quantitative assays were performed where the distancetocore and the percentage of contacts were

investigated. The distance to the core of the membrane was defined as the minimum distance between each

external bead of the nanoparticle’s dendrimer layer (the beads that anchor the polymer chains) and the last

beads of the phospholipids tails (C4A and C4B) of each membrane’s inner leaflet. This metric is being used as

a proxy for particle–membrane indepth interaction but without the requirement to define a membrane normal

— which can be troublesome where there is membrane curvature. Membrane contacts were defined as the

percentage of a nanoparticle’s beads been within 5 Å of any phospholipid bead. Distancetocore results were

expressed in the form of histograms. The percentage of contacts indicates how much of the whole particle

indeed interacts with the membrane.

2.11 Radial distribution function, g(r)

The radial distribution function (g(r) or RDF) describes how the density of a certain system component,

relative to the bulk, varies as a function of the distance to a reference. An interparticle RDF is calculated by

histogramming the distances between all particles pairs from a test and a reference groups, a and b. It can be

calculated by the following expression:

g(r) =
1

NaNb

Na∑
i=i

Nb∑
j=i

< δ(|ri − rj | − r) > (2.9)

This equation is normalized to the bulk density of the test group, so that for large distances in a macroscop

ically homogeneous system the RDF tends to 1 (indicating no influence from one particle on another’s position

at large distances).

All numerical analysis were performed using theMDAnalysis package for Python 3 [82, 83], either directly

or in tools developed inhouse.
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3.1 Poly(ethylenimine) parameterization within the Amber FF

3.1.1 Optimization of partial atomic charges

The optimization of the partial charges was done following the RESP method. After finishing the charge

assignment all the results were assessed to make sure that the two main conditions imposed were followed:

same atomic charge for symmetric atoms and resulting integer charge of +1 or zero for each one of the residues

of each tetramer. For pein the geometryoptimized structure is not absolutely symmetric due to the asymmetry

of the single N–H bonds; final atomic charges of the H atoms in groups CH2 were taken as the average of each

pair. The final atomic charge for all the tetramers can be found in tables A.1, A.2 and A.3

3.1.2 Atom type designation and LennardJones parameters by similarity

The atom type and LJ parameters were assigned based on analogy from existing atom type provided by

amber99sbildn. Table 3.1 display the full list of all the atoms present in this work.

Table 3.1: Atom type and LennardJones parameters

Atom type ϵ (kJ/mol) σ (nm) Description

CT 0.4577300 0.339967 sp3 aliphatic C

H 0.0656888 0.106908 H bonded to nitrogen atoms

H1 0.0656888 0.247135 H aliphatic bonded to C with 1 electrwd. group

HP 0.0656888 0.195998 H bonded to C next to positively charged gr

N3 0.7112800 0.325000 sp3 N for amino groups

3.1.3 Optimization of dihedral parameters

As described above, the optimization procedure for the dihedrals consist in a scan of torsion coordinates

with the objective of minimizing the torsion dihedral potential energy difference between QM and MM by

fitting the force constant, phase and multiplicity of the dihedral potential function (eq. 2.1).
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Both dihedrals of interest for each tetramer were rotated a full 360◦ in steps of 5◦. For each angle the

configuration with the minimum energy between all possible arrangement of H atoms was chosen as the input

for the QM calculation.

After addition of the fit potentials to the MM energy, the agreement between the MM torsion profiles and

the QM references for all dihedrals can be seen in figures 3.1, 3.2 and 3.3 . The parameters obtained for each

one of the fits can be seen in table A.1.

Figure 3.1: QM and MM potential torsion energy fit for tetramer pei+.

Figure 3.2: QM and MM potential torsion energy fit for tetramer peis.
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Figure 3.3: QM and MM potential torsion energy fit for tetramer pein.

For the dihedrals from pei+, the RMS error (RMSE) of 0.164 and 0.231, respectively, are quite minimal

and the superposition of profiles are almost perfect (Fig. 3.1). The fit for the dihedrals from peis also present a

good superposition of profiles (Fig. 3.2) and RMSE values (0.924 and 0.184, respectively) not far from those

for pei+. Of all the fits, the results for peinwere the ones that presented the largest deviation and RMSE values,

but still with a good overall fit (1.926 and 0.675, respectively). Discrepancies may stem from the multitude of

asymmetric states in pein and the abovementioned need to average charges after RESP.

The results are in agreement with the observation by others [84, 71] that a higher degree of protonation

implies higher rotational barriers. This is a result of the repulsion between the positively charged amines

pushing towards a fully trans configuration.

3.2 Poly(ethylenimine) allatom Molecular Dynamics

The newly parameterized Amber model was used for systematically study the dynamic behavior of linear

PEI of different lengths and degrees of protonation. Also, to understand how ionic strength impacts the structure

of the polymer, simulations was also performed in a solvated system with 150 mM NaCl for each one of

the length and protonation states. This is important since most biological systems of relevance have similar

salt concentrations [85]. To performed the necessary analysis, three different sizes were chosen, to enable a

comparative analysis with the literature. These sizes are of 25, 37 and 49 repeating units.

The neutrality of all the simulated systems was ensured by adding a number of Cl– counterions matching

the number of protonated PEI monomers. For the system with salt, the amount of additional Na+ and Cl– ions

needed was calculated specifically for each system, since the amount of water particles changes between them.

All simulation boxes were made as dodecahedral unit cells and had initial size to accommodate the fully

extended polymer chain and screen its interactions with its periodic replicas. For each one of the combinations

a minimum of 200 ns was collected from small sets of 20 ns trajectories, which were individually energy
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minimized and equilibrated prior to simulation. Figure 3.4 shows a snapshot of the typical extension of the

fully protonated PEI 49mer under physiological salt conditions.

Figure 3.4: Snapshot of a typical configuration of a fullyprotonated PEI 49mer (red dots correspond to Na+
and green to Cl– ).

3.2.1 Radius of gyration and endtoend distance analysis

To investigate the behavior and the spatial evolution of the simulated PEI chains in the above solvated

systems, we utilized two common indicators of polymer structure: the endtoend distance,Dee, and the radius

of gyration, Rg . Tables 3.2 and 3.3 shows the averaged values for both indicators for the three different sized

polymer chains (described above) in all protonation states studies and in both salt concentration conditions.

Table 3.2: Average endtoend distance, ⟨Dee⟩ (nm)

Chain size
Nonprotonated Semiprotonated Fullyprotonated

no salt salt no salt salt no salt salt

25mer 2.23 ± 0.84 2.31 ± 0.79 3.95 ± 0.74 3.57 ± 0.84 6.25 ± 0.51 5.96 ± 0.77

37mer 2.78 ± 1.03 2.93 ± 1.15 5.92 ± 0.95 4.76 ± 1.17 8.98 ± 0.94 8.11 ± 1.49

49mer 3.32 ± 1.29 3.28 ± 1.22 7.74 ± 1.27 5.92 ± 1.51 11.73 ± 1.21 9.92 ± 2.07

Table 3.3: Average radius of gyration, ⟨Rg⟩ (nm)

Chain size
Nonprotonated Semiprotonated Fullyprotonated

no salt salt no salt salt no salt salt

25mer 0.98 ± 0.19 1.01 ± 0.18 1.39 ± 0.15 1.31 ± 0.17 1.94 ± 0.09 1.89 ± 0.13

37mer 1.20 ± 0.23 1.25 ± 0.26 2.03 ± 0.19 1.77 ± 0.23 2.82 ± 0.15 2.67 ± 0.24

49mer 1.41 ± 0.29 1.42 ± 0.25 2.65 ± 0.25 2.19 ± 0.29 3.70 ± 0.19 3.35 ± 0.37
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The values stated for both ⟨Dee⟩ and ⟨Rg⟩ indicate that they are dependent on the degree of protonation

and the salt concentration. The more charged amino groups are present in the polymer chain, the higher these

averages are. This shows that the polymer tends to prefer a more coiled configuration at a lower protonation

degree, and with the increase of protonation the chain start to become more extended — a clear effect of

electrostatic repulsion between the positive charges of the protonated amines. In the presence of ionic strength,

the tendency is the opposite and the polymer chain shrinks, showing that the ions mediate interactions between

charges and reduce the repulsion effect. These can be better perceived when comparing the nonprotonated

chains: the statistical difference between the two ionic concentrations, for all PEI lengths, is essentially null,

implying that the salt ions have no charge repulsion to mediate and the polymer behaves equally.

The sizes and conditions simulated also allowed for comparison with previous work that employed Amber

FF. Choudhury and Roy [84] presented results for ⟨Dee⟩ and ⟨Rg⟩ that follow the same dependence upon

protonation, but with averages around 14% and 17% smaller for the endtoend distance and radius of gyration,

respectively. This difference is a reflection of higher force constants for the dihedrals torsion derived from the

QM data of this work, which returns a polymer chain more rigid then previously reported.

Most recently Beu, Ailenei, and Farcaş [86] in 2018, published a CHARMM FF for linear PEI. The results

for the non and semiprotonated version under non salt concentration conditions are compared in table 3.4.

As can been seen, all the values are within statistical error showing the good agreement between the parame

terization performed for this polymer under different force fields. Also the values are in agreement with some

experimental results reported so far: in 2007, Zakharova et al. [87] reported experimental values for a 20mer

size PEI forDee of 2.2 nm and Rg of 0.9 nm that are close to the ones for our size 25mer, while Beu, Ailenei,

and Farcaş [86] and Perevyazko et al. [88] reported a similar increase of endtoend distance of linear PEI

chains with molecular weights in the range 1100 to 13,900 g/mol.

Table 3.4: Computed–experimental comparison of endtoend distance and radius of gyration for PEI 50mer
under no salt conditions

Nonprotonated Semiprotonated

50mer Ref. [86] This Work Ref. [86] This Work

Dee (nm) 3.96 ± 0.21 3.32 ± 1.29 7.02 ± 0.27 7.74 ± 1.27

Rg (nm) 1.63 ± 0.05 1.41 ± 0.29 2.64 ± 0.05 2.65 ± 0.25

3.3 Poly(ethylenimine) mapping

The modeling of our Martini 3 PEI starts out by defining the CG beads mapped to represent the residues

defined in the Amber model (terminal residues, encompassing 1.5 units each, are represented by two beads).

Figure 3.5 shows the mapping used for all PEI chains, where both threetoone (S or ‘small’, green) and two

toone (T or ‘tiny’, blue) bead types are used. The beads’ respective masscenters and identifications are:
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• TBP: terminal protonated bead  NH +
3 −CH2 

• TBN: terminal nonprotonated bead  NH2−CH2 

• MBP: protonated monomer bead  CH2−NH +
2 −CH2 

• MBN: nonprotonated monomer bead  CH2−NH−CH2 

Figure 3.5: Mapping scheme for fullyprotonated PEI chains. Blue bead represents TBP (or TBN for non
protonated chains) and green represents MBP (or MBN for nonprotonated and semiprotonated chains).

3.4 Poly(ethylenimine) parameterization within Martini 3 FF

The determination of the nonbonded LJ parameters for a CG Martini model is based upon the physico

chemical similarities between the chemical group mapped into each bead and the standard types already pa

rameterized by the FF in question. Martini 3 expands the different types already present in Martini, allowing

for more refined interaction levels to choose from. For our case, and following the guidelines for Martini 3 —

already generally laid out in the Martini 3 open beta version [68] — the general idea is that beads with positive

charge must be of type ’Q’ and receive a p (for positive) label. Beads without charge were assigned the type

’N’, since they represent moderatelytoweakly polar groups; of those, beads encompassing NH2 will receive a

hydrogenbonddonor label (’d’), since they have one more hydrogen bond donor than acceptors, while beads

with NH are going to be regular (no such label), since they have the same number of hydrogenbond donors and

acceptors. To determine the size of the beads, an ’S’ or ’T’ prefix indicates small and tiny beads, respectively,

while normal size (fourtoone mapping) beads have no prefix. Finally, the polarity level within each type is

dictated by the production of partition behavior, leading to the following assignment:

• TBP: NH +
3 −CH2  TQ4p

• TBN: NH2−CH2  TN6d

• MBP: CH2−NH +
2 −CH2  SQ3p
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• MBN: CH2−NH−CH2  SN3

With bead types assigned to each of the residues of our polymer, the bottomup process of getting bonded

interactions derived from reference allatom simulations can start. The generated AA trajectories were all

converted to the mapping described above by placing single beads at the center of mass of the corresponding

atoms. Afterward, histograms of the different bond, bending angle and dihedral distributions were calculated,

from which initial estimates for the parameters of the bonded potential functions could be made. A subsequent

trialanderror approach was employed, where polymers with tentative CG parameters were simulated, their

bonded distributions plotted and compared to the CGmappedAAones, and parameters adjusted by hand before

simulating anew. The procedure ended when a good overlap with AA distributions was achieved.

The set of AA trajectories used consisted of polymer chain of size 5, 8, 10, 11 and 13mer, for each of the

protonation states, with at least 300 ns of simulation each. To better reflect physiological behavior, the CG

parameterization of bonds, bending angles and dihedrals was done under 150 mM NaCl and compared to the

AA simulations also with ionic strength. For simplicity, the main text focuses on the distribution obtained for

the fullyprotonated PEI chain, while for the other chains all plots and parameters are in Figures A.1  A.6 and

Tables A.2  A.4. Each one of the different bonds, bending angles and dihedrals are described by the bead

names that form them, so, for the chain in question, two bonds, two bending angles and two dihedrals had to

be parameterized. Figure 3.6 shows the plot fit for the bonds. The TBPMBP bond has a well defined peak

around 0.265 nm and a smaller one at 0.295 nm. With the object to better reproduce this distribution in the CG

level, b0 adopted was 0.275 with a force kb of 13,000 kJ mol−1 nm−2. With only one peak, bond MBPMBP

has it equilibrium value at 0.310 nm and force kb of 15,000 kJ mol−1 nm−2. The slight difference in forces

between the two bonds reflects a more narrow or wider distribution profile around the equilibrium distance,

which in turn is a consequence of the different degrees of freedom of the underlying atoms.

Figure 3.6: Atomistic (solid) and CG (dashed) probability distribution for the TBPMBP (black) and MBP
MBP (red) bead bond distances.
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Regarding the bending angle distribution (Fig. 3.7), twowelldefined profiles were obtained for TBPMBP

MBP and MBPMBPMBP, with both values of equilibrium above 150◦. The structural averaging involved in

the CG mapping of AA coordinates highlights the tendency of the fullyprotonated linear PEI to prefer a more

extended conformation (mapped bending angles closer to 180◦) than a coiled one. For angle TBPMBPMBP

the parameters are θ0 = 153◦ and kθ = 250kJmol−1, while angle MBPMBPMBP has values of θ0 = 170◦

and kθ = 225kJmol−1.

Figure 3.7: Atomistic (solid) and CG (dashed) probability distribution for the TBPMBPMBP (black) and
MBPMBPMBP (red) bending angles.

Prior to defining the parameters for the dihedral torsions, the above analysis of CGmapped bending an

gles indicates the possibility of TBPMBPMBP or MBPMBPMBP beads to become close to colinear. This

tendency, coupled with the relatively large 20 fs integration time step leads to singularities in the differentia

tion of torsion potentials, and unrealistically high forces that will crash the simulation [89]. To work around

this problem, while keeping the advantages of a larger time step from CG simulations, we used the combined

bendingtorsion potential proposed by Bulacu et al. [90]:

VCBT (θi−1, θi, ϕi) = kϕsin
3ϕi−1sin

3ϕi

4∑
n=0

ancos
nϕi (3.1)

Equation 3.1 couples the dihedral torsion potential, in a cosine form, with the potential functions of the

adjacent bending angles in a single expression. This has two main advantage: first, the two sine prefactors

cancel the torsion potential and force when either of the two bending angles approaches the value of 180◦.

Second, the dependency in ϕi is expressed by the cosine polynomial that avoids the singularities in the torsional

force computation. Table 3.5 show the parameters obtained for the accurate fit from figure 3.8.
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Table 3.5: Torsion potential parameters for dihedrals of fullyprotonated linear PEI. All values are in kJ mol−1

Dihedrals kϕ a0 a1 a2 a3 a4

TBPMBPMBPMBP 75 1.41 2.95 1.36 1.33 1.00

MBPMBPMBPMBP 65 1.41 2.95 1.36 1.33 1.00

Is clear that both dihedrals behave similarly. The slight difference in kϕ (10 kJ mol−1) is reflected by

distributions of slightly different widths.

Figure 3.8: Atomistic (solid) and CG (dashed) probability distribution for the a) TBPMBPMBPMBP (black)
and b) MBPMBPMBPMBP (red) torsion angles.

3.5 Comparison between Amber and Martini 3 behavior

With the set of parameters that reproduce all the bonded interactions of linear PEI, it becomes necessary

to check if they will also be able to simulate the previously described structure indicators. Again, simulations

were performed with the whole set of conditions used so far. Since now we are working with a CG model, a

longer trajectory is much more feasible to produce and all the values were calculated considering at least 1 µs.

Figure 3.9 depicts the averaged endtoend distance and radius of gyration for the no salt condition for the CG

simulations (marked as void circles) and the reference AA values (marked as full circles).

Both plots at Figure 3.9 show that the CG model developed can reproduce the atomistic behavior of the

non and fullyprotonated states of the linear PEI. When observing the results for the nonprotonated state,

since the polymer does not present any charge, the high electrostatic screening does not apply to the polymer

and the CG model is able to reproduce faithfully the AA description. Another observation is that there may

be a small tendency for the values from the CG simulations to be lower than the ones from AA. This is partly

explained by the fact that parameterization was performed emphasizing the reproduction of behavior at high

ionic strengths, where the polymer is less extended. Nevertheless, the values are still within the error of each

other.
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Figure 3.9: Endtoend distance and radius of gyration for PEI chains under no salt condition. AA values are
represented by full circles and continuous lines while CG are void circles with dashed lines.

For the semiprotonated state, we can observe that the CG model underrepresents the behavior of the

polymer when semiprotonated, with the values of Rg and Dee being, on average, 29 and 41% smaller then

the atomistic one. The excessive compactness of the CG model for this protonation state is a consequence

of the coarseness with which explicit charges are treated in Martini: because water is not explicitly polar

(polar/polarizable CG water models do exist [91] but are not yet developed for Martini 3) dielectric screening

is mimicked by a large relative permittivity of 15 in the simulation. This implicit screening seems to overly

dampen electrostatic interactions at the longer distances involved in nonconsecutive amine repulsion. The

same shortcomings were observed by Beu, Ailenei, and Costinaş for Martini 2, where a correction could be

made by using a polarizable water model [91] — at the cost of a heavier computational effort.

When looking into the simulations under salt conditions (fig. 3.10), we are able to see that the agreement

between CG and AA models for the the semiprotonated state improves by about 40% for both the averaged

Dee and Rg . This, again, can be explained by the excess of positively and negatively charges provident of

NaCl that explicitly mediate the electrostatic interactions within the system, and thus also explaining a better

agreement for the non and fully protonated versions.

Figure 3.10: Endtoend distance and radius of gyration for PEI chains under 150mM of NaCl. AA values are
represented by full circles and continuous lines while CG are void circles with dashed lines.
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3.6 Polyurea dendrimer mapping

To create the most suitable mapping for PUREG4, first it is necessary to know the structure of the molecule.

Figure 3.11 shows a representation of the dendrimer core structure (up to secondgeneration):

Figure 3.11: Partial structure of the PUREG4 core (second generation shown). Dashed lines represent further
repeating units.

The dendrimeric core keeps growing following the representation above until desired size is achieved. In

this case, two more layers are added up and the final structure finishes with 48 NH +
3 terminals, where the OEI

chains will be added.

Taking into consideration the rationale fromMartini philosophy and the structure above, the most adequate

mapping to ensure the symmetry of the nanoparticle without splitting chemical groups and integer charges is to

center the bead representation on two well defined chemical groups: the urea and the tertiary amine. Although

Martini 3 allows for a greater refinement with threetoone and twotoone size beads — besides the original

fourtoone mapping —, it was not possible to group the atoms in a way that respected the principles to be

followed, so a larger representation had to be made where certain CH2 groups were shared between beads.

This strategy led to a fivetoone representation for the beads centered on the urea groups and a ”fiveanda

half”toone for the beads centered on the tertiary amines, with each shared methylene (CH2) counting as half

towards each bead. Figure 3.12 shows the representation of the tertiary amine (AM) and urea (UR) centered

beads for the coarsegrained topology.

With the knowledge of what each bead represents, it is necessary to assign the correct type to each one.

Since each bead represents branched structures, they will be treated as regular size beads, despite representing

a larger amount of atoms from that of the traditional fourtoone mapping. This undermapping is not out of

line with the philosophy of Martini 3, in which branched moieties are represented by beads corresponding to
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Figure 3.12: AM (amine; red) and UR (urea; blue) beads that represent the general mapping choice for the
PUREG4 dendrimer. Three extra red circles represent the amine groups of the dendrimer’s next generation.

fewer atoms [68]. The AM bead, defined by a triethylamine scaffold, is considered to be nonpolar (type N)

and receives an a label that represents the capacity to accept hydrogen bonds, while the UR bead, with its

dimethylurea frame, is a polar (P) type bead, also with capacity to accept hydrogen bond and having the same

a label. The interaction level of each particle was determined based on the chemical similarity between each

group and validated examples provided by Martini 3. Since part of the representation of each bead is shared

with, at least, another bead, the choice of interaction level was slightly tuned down from its reference and

the level 3 and 4 were assigned, respectively, for AM and UR beads. To finish the bead type assignment all

terminal NH +
3 will be treated as TQ4p and named as ’NT’ beads. This matches what was used as the first bead

of the OEI chain topology and results in a perfect symmetry of the final nanoparticle PUREG4OEI48 once it is

assembled. In summary, the used Martini 3 bead types were N3a for AM beads, P4a for UR beads and TQ4p

for NT beads.

3.7 Polyurea dendrimer parameterization

After establishing the dendrimer CG representation and the nonbonded parameters through bead type as

signment, it is necessary to derive the values for all bonded features to finish the desired topology. There are

three different kind of bonds: AMUR and AMNT bonds, and the NTNT distance. The NTNT distance,

though not representing a covalent link, is parameterized to ensure the correct distancing between NT beads,

especially after OEI chains are linked to them. Figure 3.13 shows all the fit between atomistic and CG proba

bility distribution for all the bonds assigned.

While AMUR and AMNT bonds have well defined normal Gaussian distribution around 0.467 and 0.260

nm, and forces of 5000 and 6500 kJ mol−1 nm−2, respectively, NTNT distances spread over a range of values.

To better reproduce this distribution, b0 adopted was 0.425 nm with a force kb of 1,750 kJ mol−1 nm−2.

In a similar fashion, the same procedure was performed in order to obtain parameters for bending and

torsion angles. The total of bending angles is four, defined by the coupling of the following beads: AMUR

AM, URAMUR, URAMNT and NTAMNT. Figure 3.14 shows all probability distribution for the bending
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Figure 3.13: Atomistic (solid) and CG (dashed) probability distribution for all bonds’ distances.

angles:

Figure 3.14: Atomistic (solid) and CG (dashed) probability distribution for all bending angles.

Again, the fit between atomistic and CG simulations is well defined, and the parameters for θ0 and kθ are,

respectively: 180◦ and 80 kJ mol−1; 130◦ and 30 kJ mol−1; 120◦ and 50 kJ mol−1 and 117◦ and 40 kJ mol−1.
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In terms of torsion angles, Figure 3.15 shows that for all four dihedrals defined, there is no particularly

strong distribution tendency. Because of this, and for parameter simplicity, it was chosen not to impose any

torsion potential.

Figure 3.15: Atomistic probability distribution for all torsion angles.

As an evaluation of the relevance of the created polyurea topology, emergent properties of the dendrimer,

such as the average simulated Rg , should match between atomistic and CG simulations. Table 3.6 shows that

the CG is quite able to reproduce the physiochemical property of interest. The table hints that the CG topology

may have a small deviation into a prolate shape and some asymmetry compared to the atomistic behavior, but

not significantly enough to negate its validity.

Table 3.6: Average Radius of gyration (in Å), Shape parameters andAsphericity comparison betweenAtomistic
and Coarsegrained topologies for PUREG4.

Atomistic Coarsegrained
⟨Rg⟩ 21.44 ± 0.43 21.08 ± 1.09
⟨S⟩ 0.001 ± 0.013 0.025 ± 0.045
⟨∆⟩ 0.050 ± 0.014 0.090 ± 0.045

3.8 Nanoparticle’s structure

Having built the Martini 3 topology for PUREG4OEI48 nanoparticle, it is imperative to check and under

stand its dynamics. Additionally, it is important to understand how the protonation state of the polymer chains

can impact its overall behavior and shape. To do so, the average Rg , ∆ and S of all protonation states (fully,

semi and nonprotonated OEI chains) of the nanoparticle were determined. To better understand the dynamics

characteristics studied, all parameters were calculated considering two distinct groups of beads. First group

consist solely of the beads of the dendrimer layer while the second one corresponds to the whole nanoparticle.

Since the dynamics of the dendrimer was already studied separately, this strategy helps to point the contribution

of the polymers’ chains and, consequently, its protonation (Table 3.7).

From the table below its possible to notice that the average Rg for the dendrimer layers has the same
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Table 3.7: Average Radius of gyration (in Å), Shape parameters and Asphericity of all three state of protonation
from PUREG4OEI48.

Fullyprotonated semiprotonated Nonprotonated
Dendrimer Nanoparticle Dendrimer Nanoparticle Dendrimer Nanoparticle

⟨Rg⟩ 19.723 ± 0.622 30.338 ± 0.894 20.889 ± 0.530 29.524 ± 0.638 19.562 ± 0.805 26.043 ± 1.034
⟨S⟩ 0.022 ± 0.031 0.006 ± 0.014 0.004 ± 0.018 0.000 ± 0.007 0.008 ± 0.040 0.006 ± 0.022
⟨∆⟩ 0.094 ± 0.039 0.039 ± 0.024 0.054 ± 0.025 0.026 ± 0.014 0.085 ± 0.041 0.053 ± 0.029

value (considering the error) across all threeprotonation situation. That shows that the polymer chains that are

attached has close to no effect in the dynamics of the dendrimer itself. When considering the whole particle,

the difference in the average values of Rg starts to get the expected contribution from the polymer’s behavior

in solution. The smallest value for the nonprotonation indicates that the OEI chains are, on average, in a

coiled conformation, contributing less to the overall size of the nanoparticle when compared to the other two

protonated states. The fullyprotonated state presents the highest size for the nanoparticle, which agrees with

the outspread conformation of OEI chains due to the strong charge repulsion encountered in this setting. The

semiprotonated size tends towards that from fullyprotonated. Despite anticipating a size midway fully and

nonprotonated, since this is the tendency already observed for the polymer chain in solution, this behavior

can be an indicative that the charge concentration of all chains is high enough to provide a behavior closer to

extended chains then coiled ones.

The shape assumed by PUREG4OEI48 is almost perfectly spherical, since the average S is close to zero,

independent of the state and if the structure been assessed is the dendrimer layer or the whole nanoparticle.

The slightly anisotropy observed can be attributed to the minute deviation to a prolate shape, that is mostly

being a contribution of the dendrimer. This behavior can also be perceived by figure 3.16, where the polymer

chains (in red) changes conformation upon protonation, but the dendrimer itself (in blue) tends to have the

same shape.

(a) Fullyprotonated state (b) semiprotonated state (c) Nonprotonated state

Figure 3.16: Average representation of PUREG4OEI48 in all three different protonation state.

3.9 Nanoparticle at the membrane environment

With knowledge about the dynamic behavior of the nanoparticle, the next stage of this work was to eval

uate how the interaction with different membrane systems occur and whether the desired selectivity towards

bacterial membrane model can be observed. All trajectories were visually inspected to understand the mode of

action related to possible permeabilization of membranes and distancetocore and contacts numerical analysis
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were used to support such results.

3.9.1 Visual analysis

During visual analysis, it was clear that all protonation states tend to move towards and interact with the

POPC/POPG membrane to some extent. When comparing interactions with POPC membrane, the fully and

semiprotonated stages move away from it, while the nonprotonated nanoparticle is the only one to have

interaction. This confirms that the presence of positive charges dictates the selectivity relative to different

types of membranes.

Both fully and semiprotonated states were able to induce the formation of binding pockets by forming

negative curvatures upon interaction with the POPC/POPG system. It was possible to observe two different

type of curvature interaction, which are possible early mechanisms in the antimicrobial activity of PUREG4

OEI48 (Fig. 3.17).

(a) Side view of fullyprotonated interaction. (b) Top view of fullyprotonated interaction.

(c) Side view of semiprotonated interaction. (d) Top view of semiprotonated interaction.

Figure 3.17: Side and top view of PUREG4OEI48 interaction with POPC/POPG membrane, where red repre
sents the dendrimer core, blue the OEI chains, gray the PO –

4 beads from POPG and brown PO –
4 from POPC.

Both Figures 3.17a and 3.17c show that after nanoparticle interaction it forms a cavity with negative cur

vature. In the case of the fullyprotonated state, this cavity is deeper, and the OEI chains are arranged in

an alternating and radial manner between the PO –
4 (dark gray beads) from POPG. For the semiprotonated

nanoparticle, the generated cavity had shallower depth and the organization of the polymer chains along the

PO –
4 no longer follows a defined pattern.
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The difference in interaction between protonation states could also be observed from the top views (figs.

3.17b and 3.17d), where the dendrimer layer of the semiprotonated is more spread out and all external branches

(the beads that anchor the polymers) are in closer contact with all PO –
4 beads, while part of the dendrimer from

fullyprotonated tends to curve up and away from the top of the outer leaflet.

This behavior can be explained by the difference in positive charge density express by each protonation

state. With a charge density two times greater, the fullyprotonated OEI chains will have more affinity for

the anionic phospholipid and repulsion between chains, creating more tension that allows for the depth of the

cavity and for the curvature of the dendrimer. For the semiprotonated, the charge density generates a more

balance scenario between the attraction with the anionic lipid and repulsion between chains, which leads to

less tension.

The ability to induce curvature has also been identified as one of the ways of AMPs to compromise the bar

rier function of membranes. Negative curvatures are generated by the strong electrostatic interactions between

the cationic part of an AMP and the anionic headgroups of membrane phospholipids, while positive curvatures

arise from the penetration of hydrophobic parts of the AMP into the lipids’ tails due to the hydrophobic ef

fect, and steric crowding interactions from coordinated stacking of lipid headgroups [92]. The combination of

positive and negative curvatures at the same location can induce a saddlesplay type of curvature, which is the

topology necessary to form a variety of known membrane destabilizing processes included budding, blebbing,

vesicularization, as well as pore formation [92]. Negative curvatures also display the capacity to sort and mod

ify the arrangement of cardiolipin (CL) into clusters [93] and bacterial cell membranes contain greater amounts

of both anionic and negative intrinsic curvature lipids (such as CL) are more susceptible to be destabilized by

deformation from curvatures [92]. It has also been computationally shown that curvature (either negative or

positive) increases from one to three orders of magnitude the permeability to hydrophilic compounds, such as

ions and water molecules [94]. The perturbation caused by this change in permeation can contribute to cell

function destabilization and death.

The absence of pores and/or rupture of the membranes along the whole trajectories analyzed can be an

indicative that the time scale of the simulations was not long enough to allow their development. In any case,

the results so far point into a disruptive direction that can led to the desired final effects.

3.9.2 Membrane distance and contacts’ assay

Following the visual observations, both distancetocore and contact analyses help get a better insight re

garding the interaction difference between protonation states. From the distancetocore plots (Fig.3.18) some

conclusions can be made. First, the higher selectivity towards charged states is again confirmed, with the dis

tribution of fully and semiprotonated centered around 22.5 Å in the POPC/POPG systems, while for the POPC

systems there is no significant interaction and plots reflecting uniform distribution in water are obtained. Also,

the absence of positive charge results in the nanoparticle interacting with both membrane types in a similar

manner. In fact, the lack of charge results in a closer contact with POPC than POPC/POPG, even though the
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preferred position is also centered around 22 Å. Another interesting point taken from these results is that even

with preferred distribution centered around the same distance, the semiprotonated nanoparticle has just one

peak, while the fullyprotonated has two (one at 20.5 and a larger one at 26.5 Å). This may reflect the observed

differences in the nanoparticle’s structural conformation when in contact with the membrane.

Figure 3.18: Distancetocore distribution for PUREG4OEI48 and POPC/POPG (solid) or POPC (dashed)
membranes, at the three protonation levels.

In addition to the distancestocore plots, the percentage of contacts (Fig.3.19) also reflects the observations

made so far. In the case of the nonprotonated state, there are almost twice as many contacts with the POPC

membrane than with the POPC/POPG one, which may be explained by a higher tendency for the less charged

nanoparticle to stay closer to the zwitterionic membrane. Still, the protonated nanoparticles all have more

contacts with POPC/POPG than the nonprotonated with either membrane. A similar relation between distance

and contact can be inferred for both of the protonated states with the POPC/POPG membrane: the 38% more

contacts of semi over fullyprotonated are in agreement with the distance distribution in Fig.3.18; and the

larger error bar of the fullyprotonated state in reflects its bimodal distancestocore distribution.

3.9.3 System’s ionic distribution

Another approach that can be of interest and help to understand the mode of action of this nanoparticle is

to examine how its charge density can alter the ionic distribution around the membrane. Ions are essential to

the correct metabolic function of all organism as they take part as being cofactors for enzymes, are involved

into redox reactions and energetic pathways and also are crucial for the maintenance of the osmotic pressure

of cells. Any limitation or imbalance of those micronutrients can drive delay in cell growth or even cause cell

death [95]. Some important examples are Potassium as the main ion involved in the adaptation to osmolarity

changes [96], Sodium involved in symporter and antiporter systems for different nutrients [97] and inorganic

phosphate for ATP synthesis [98].

To understand the way that the ions of the system (Na+ and Cl– ) are distributed at the proximity of the outer
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Figure 3.19: Percentage of a PUREG4OEI48 nanoparticle’s beads in contact with either POPC/POPG (red) or
POPC (blue) membranes.

leaflet of both POPC/POPG and POPC membranes, their radial distribution function relative to the membrane

was used and the results for the fullyprotonated nanoparticle are shown in Fig. 3.20. This analysis was

performed considering two distinct groups for each of the ions involved, divided into“close” and “far” groups,

according to whether they are PO –
4 within 3 nm of the nanoparticle (“close”) or not (“far”). From Figure 3.20

it is possible to notice that the Na+ distribution changes a lot at the regions where the nanoparticle interacts with

the membrane. The presence of this cation is reduced by around 3fold in the vicinity of the membrane regions

interacting with a nanoparticle, when compared to the regions that do not. Of course, this is explained by the

repulsion generated by the positive charges fromNa+ and the nanoparticle, and the latter’s effective substitution

of membraneadsorbed cations. The plot also shows that the Cl– ions are dragged by the nanoparticle and

their concentration increases at closer distances to the membrane when it interacts with the nanoparticle. In

contrast to the ionic distribution around POPC/POPG membranes, Figure 3.20 shows that Na+ concentration

stays uniform along the whole extension of the POPC membrane, even when nanoparticle contacts do occur

(both orange lines completely superimpose). The nanoparticle does not interact with nonionic phospholipids,

neither does it disturb their ionic shells. The high distribution of Cl– at a distance far from the membrane

simply reflects that the nanoparticle spends most of the time away from the membrane, and that it tends to

aggregate negative charges around itself.

The semiprotonated nanoparticle displays a similar influence in the ionic distribution around both mem

branes (fig. A.1). At the interface with the POPC/POPG membrane, the presence of Na+ is depleted 7fold

compared to regions without nanoparticle interaction, and the displacement of Cl– towards the nanoparticle is

very clear. The lack of charge in the nonprotonated state makes the presence of the nanoparticle to have less

to no influence in how both Na+ and Cl– are distributed within system (fig. A.2).

The capacity of certain dendrimers and polymeric nanoparticles to sequester ions has been previously in
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Figure 3.20: Radial distribution function of ions around outer leaflet of membranes under presence of fully
protonated PUREG4OEI48. Note that in b) the Na+ plots completely superimpose at distances below 7 Å, as
do the plots for Cl– .

42



CHAPTER 3. RESULTS

vestigated. In early 2000s study, Majtyka and Kłos [99], using Monte Carlo simulations, demonstrated that

for a positively charged dendrimer of fifthgeneration the increase in the number of salt ions and the decrease

of temperature resulting in encapsulation of anions with condensation at the terminal charged groups, with the

penetration of anions being higher than cations. For poly(amidoamine) (PAMAM), one of the most studied

dendrimers, the proximity of Cl– ions to the dendrimer was shown to correlate with the pH of the environ

ment, where an increase in pH caused a depletion of anions [100]. It has also been shown that fifthgeneration

PAMAM can incorporate phosphate ions into its structure [101] through hydrogen bonds with tertiary amines.

The capacity of the dendrimer to complex with cations was also investigated: Shao et al. [102] presented

a poly(acylthiourea)–poly(ethyleneglycol) codendrimer able to quench Cu +
2 ions while Mazzitelli and Brod

belt [103] showed that PAMAM firstgeneration amineterminated and secondgeneration hydroxylterminated

dendrimers can complex Ag+ with 1:1 stoichiometry.

With the property to interact with different types of anions, it is possible that one mode of action related

to the antimicrobial ability of PUREG4OEI48 is to form a layer around the bacterial cell that will alter the

concentration distribution of cations and anions and progressively disrupt iondependent functions, leading to

cell death.

3.10 Proposed modifications

The simulations described so far show the potential of Molecular Dynamics in interpreting nanoparticle

action. Here we extend it to screening the activity of new nanoparticles. Specifically, the building block phi

losophy and the larger timescales attainable with Martini make this force field a powerful tool in the screening

of new compositions at the early stage of development.

With the knowledge acquired, the next step was to study possible modifications to the original PUREG4

OEI48 that may increase its overall antimicrobial effects. The objective was to increase the hydrophobic in

teraction of the whole nanoparticle with the membrane by taking advantage of already known parameterized

building block in Martini 3. Following this strategy, amino acid residues were suitable starting points for the

development of modifications of the original nanoparticle. For this study, Leucine (Leu), Phenylalanine (Phe)

and Tryptophan (Trp) were chosen for their sidechain hydrophobicity (from the Wimley–White whole residue

hydrophobicity scales [104, 105]), and their different propensities for interfacial membrane interaction. Their

atomistic structure and the Martini 3 bead representation are displayed in Figure 3.21:

A total of 48 amino acids residues were inserted between the dendrimer and the polymer chains, one per

dendrimer–polymer link, forming a lipophilic layer. The bonds and angles parameters between AM beads from

the dendrimer, the BB beads from amino acids residues and NT beads from OEI chains were drawn directly

from the Martini 3 parameters for a randomcoiled protein backbone and are described in table 3.8 below:
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(a) Leucine. (b) Phenylalanine. (c) Tryptophan.

Figure 3.21: Coarsegrained representation of chosen amino acids. Adapted from [106].

Table 3.8: Martini 3 parameters for connection between dendrimer, amino acids and OEI chains. b0 in nm, kb
in kJ∙mol−1∙nm−2, θ0 in degrees and kθ in kJ/mol.

Bond b0 kb Angle θ0 kθ
AMBB / BBNT 0.350 4000 AMBBNT 127 20

3.10.1 Structural analysis

Prior to analyzing whether any of the suggested modifications improve the nanoparticle’s antimicrobial

activity, we check dynamic behavior to understand if the alterations cause any significant changes. Table 3.9

shows the average values of Rg , S and∆ for all the variants produced:

Table 3.9: Comparison between the attributes of the original PUREG4OEI48 and the suggested modifications.

Attribute Fullyprotonated semiprotonated Nonprotonated
Dendrimer Nanoparticle Dendrimer Nanoparticle Dendrimer Nanoparticle

⟨Rg⟩

Orig 19.723 ± 0.622 30.338 ± 0.894 20.889 ± 0.530 29.524 ± 0.638 19.562 ± 0.805 26.043 ± 1.034
Leu 20.006 ± 0.552 31.230 ± 0.949 21.166 ± 0.522 30.364 ± 0.640 19.666 ± 0.740 26.583 ± 0.944
Phe 17.296 ± 0.722 27.853 ± 0.781 20.374 ± 0.648 28.931 ± 0.653 17.340 ± 0.837 23.464 ± 0.938
Trp 18.476 ± 0.776 27.102 ± 1.039 20.208 ± 0.675 27.922 ± 0.679 17.616 ± 0.827 23.380 ± 0.920

⟨S⟩

Orig 0.022 ± 0.031 0.006 ± 0.014 0.004 ± 0.018 0.000 ± 0.007 0.008 ± 0.040 0.006 ± 0.022
Leu 0.002 ± 0.029 0.004 ± 0.012 0.007 ± 0.019 0.000 ± 0.007 0.005 ± 0.037 0.005 ± 0.018
Phe 0.012 ± 0.057 0.006 ± 0.013 0.005 ± 0.042 0.003 ± 0.014 0.032 ± 0.068 0.019 ± 0.041
Trp 0.014 ± 0.041 0.006 ± 0.013 0.008 ± 0.041 0.001 ± 0.016 0.025 ± 0.057 0.015 ± 0.034

⟨∆⟩

Orig 0.094 ± 0.039 0.039 ± 0.024 0.054 ± 0.025 0.026 ± 0.014 0.085 ± 0.041 0.053 ± 0.029
Leu 0.070 ± 0.032 0.038 ± 0.021 0.057 ± 0.027 0.026 ± 0.015 0.081 ± 0.039 0.048 ± 0.026
Phe 0.132 ± 0.036 0.039 ± 0.019 0.091 ± 0.042 0.043 ± 0.022 0.115 ± 0.055 0.079 ± 0.041
Trp 0.125 ± 0.044 0.045 ± 0.027 0.091 ± 0.042 0.046 ± 0.024 0.106 ± 0.050 0.072 ± 0.037

In regard to the size, it was possible to notice that the phenylalanine and tryptophan modifications reduce

the average values for both the dendrimer layer and for the whole particle at all protonation states. This may be

explained by the relative size and presence of aromatic ring of those residues, which favors the occurrence of π

stacking interactions and a small collapse of this lipophilic layer, countering the expansion of the nanoparticle

as a whole. With leucine, its size and type of interaction do not seem to be strong enough to significantly affect

Rg values, keeping the behavior like the one from the original nanoparticle.

In terms of shape and asphericity, again, the phenylalanine and tryptophan residues have more impact than

leucine. Both increased the deviation of the shape to a more prolate configuration and increase its asphericity.

However, the effect of polymer chain protonation still dominates, and amino acid contribution becomes more
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visible for nonprotonated chains. In general, however, amino acid effects are small, probably because the

nanoparticle can undergo large changes at its core without major implications at the overall size and shape.

Figure 3.22 displays the nanoparticle structure for all modifications, and aids in the interpretation of the

observations in table 3.9, namely, the decrease in size according to the change in protonation and the more

spherical shape for all semiprotonation states (Fig. 3.22b, 3.22e and 3.22h). With the polymer chains in the

fullyprotonated states (Fig. 3.22a, 3.22d and 3.22g), all amino acids become more visible to the medium,

while for the other states, the amino acids are more buried into the core of the nanoparticle.

(a) Leu mod at fullyprotonated state (b) Leu mod at semiprotonated state (c) Leu mod at nonprotonated state

(d) Phe mod at fullyprotonated state (e) Phe mod at semiprotonated state (f) Phe mod at nonprotonated state

(g) Trp mod at fullyprotonated state (h) Trp mod at semiprotonated state (i) Trp mod at nonprotonated state

Figure 3.22: Structures for all modifications of PUREG4OEI48, in all three different protonation states. Amino
acids are represented in green color.

3.10.2 Membrane distance, contact and ionic distribution vs. original PUREG4OEI48

Knowing that the distances and contacts plots may predict how the interactions with both membrane types

take place, we check if there is any type of improvements or changes in the way that PUREG4OEI48 responds

to the chosen modifications. The following plots show the comparison between the original nanoparticle and

all proposed modifications.

As expected, the nonprotonated version of all modifications (fig. 3.23) does not display selectivity, fol

lowing the same behavior as the original nanoparticle. In fact, analyzing the short distance region of the plot,
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it is possible to notice that all modifications have a deeper insertion than the original: all modifications have

interactions as close as 8 Å from the center of the membranes, while the original nanoparticle only can get as

close as around 12 Å. Also, deep membrane interactions are more frequent with the POPC membrane, proba

bly due to a more favorable interaction geometry between the amino acids and the interface/tail regions of the

membrane lipids.

Figure 3.23: Distances probability of nonprotonated nanoparticles at POPC/POPG (solid) and POPC(dashed)
membranes.

From the fullyprotonated plot (Fig. 3.24), one can see that while all modifications have a similar inter

action with POPC/POPG membranes as the original nanoparticle, their distributions reach significantly lower

distances, meaning that they can get closer to the center of the membrane. Interestingly, while leucine and

tryptophan modifications do not significantly come to contact with the POPC membrane, the phenylalanine

modification is able to interact with it (green dashed curve), going against what is expected for positively charge

particles and its lack of selectivity toward neutral membranes. As an explanation to this action, it is possible

that the hydrophobic character brought by the insertion of 48 phenylalanine residues can counter the effects

of the charge and allows for the contact observed; its size and high hydrophobicity compared to the other two

amino acids can also be factors behind this observation. Such increased membrane interaction extends to the

POPC/POPG case, where the phenylalanine modification is able to penetrate much deeper than any other one,

even when compared to the nonprotonated cases.

When analyzing the semiprotonated state (fig. 3.25), membrane penetration is likewise increased relative

to the original nanoparticle, with interactions for the leucine modification beginning at 9 Å and for tryptophan

and phenylalanine around 11 Å (while for the original nanoparticles they start at 14 Å). Also, the first interac

tion peak becomes better defined relative to the fully protonated case, with maxima at 18, 19, 20 and 22.5 Å

respectively for leucine, phenylalanine, tryptophan modifications and original nanoparticle. In contrast with

what was observed in the fullyprotonated state, the phenylalanine modification doesn’t interact with the POPC

membrane in this scenario.
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Figure 3.24: Distances probability of fullyprotonated nanoparticles at POPC/POPG (solid) and POPC(dashed)
membranes.

Figure 3.25: Distances probability of semiprotonated nanoparticles at POPC/POPG (solid) and POPC (dashed)
membranes.
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The contact plot (Fig. 3.26), again, is in agreement with the information acquired from the distances’

distribution. For all nanoparticles, there is an increase in the total percentage of contacts when the protonation

state goes from fully to semi protonation. The decrease in contacts for the nonprotonated states shows the

lower affinity for charged membranes, as already stated. In this aspect, a deeper interaction depth between

the nanoparticle and a POPC/POPG membrane does not imply a higher number of contacts. The addition

of the residues layer makes it harder for the dendrimer to enter in contact with any part of the membrane

lipids, although the number of contacts is greater for the modifications that can get closer to the center of the

membrane. In any case, care must be taken when interpreting these results as they will heavily depend on how

long the nanoparticle diffuses before it interacts with the membrane.

Figure 3.26: Percentage of contacts for all nanoparticle modifications and state of protonation at POPC/POPG
membranes.

Continuing to explore the interactions in question, the visual inspection of the relevant trajectories come

as another source of evidence from the analysis made so far. First, the mode of action for the fullyprotonated

phenylalanine modification among the two types of membrane can be observed in figure 3.27:

The overall charge density resulting from all polymer chains makes the interaction with POPC/POPGmem

brane to be quite similar to the one from the original nanoparticle. In this situation, it’s possible to see that

the amino acid moieties can pass between PO –
4 heads and better interact with the phospholipids’ hydrophobic

interface/tail region (Fig. 3.27a). This interaction may help to approximate the whole nanoparticle to the center

of the bilayer and increase the tension of the cavity formed. In the scenario with the POPC membrane, the in

teraction is mainly ruled by the amino acids’ residues. This visualization confirms that there is an equilibrium

between the repulsion from the positives charges of the nanoparticle and the lipophilic affinity from amino

acids. When the nanoparticle is able to get to a certain distance from the outer leaflet and expose the amino

acids, it becomes anchored through the affinity of phenylalanine for the phospholipids (Fig. 3.27c and 3.27d).

The prolate shape of the phenylalaninemodified nanoparticle leads to two possible interaction orientations (the

upright stance seen in Fig. 3.27b and a horizontal one), explaining the two distance peaks in figure 3.24.
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(a) Side view of interaction with POPC/POPG. (b) Top view of interaction with POPC/POPG.

(c) Side view of interaction with POPC. (d) Bottom view of interaction with POPC.

Figure 3.27: Trajectory views of fullyprotonated Phenylalanine mod PUREG4OEI48 interaction with
POPC/POPG and POPC membranes.

The interactions of the other two modifications, in the fullyprotonated state, are presented in Figure 3.28.

Both side views (Fig. 3.28a and 3.28c) show similar cavity formation as seen so far, although this effect is not

as prominent for the tryptophan modification.

(a) Leucine mod side view interaction (b) Leucine mod top view interaction

(c) Tryptophan mod side view interaction. (d) Tryptophan mod top view interaction.

Figure 3.28: Trajectory views of fullyprotonated Leucine and Tryptophan mods PUREG4OEI48 interaction
with POPC/POPG membranes.
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In contrast with the protonated state, the semiprotonated interaction of all modifications (Fig. 3.29) has

significant deviations from the original one in that the formed cavity is not as deep. Here, cavity formation

competes with a broader nanoparticle–membrane interaction due to increased amino acid solubility into the

lipid tails, which does not become completed due to the anchoring of the positive charges at the membrane sur

face. From the interaction of the leucine modification (Fig. 3.29a) one can see that some parts of the dendrimer

layer are able to pass the phosphate barrier. The same happens for the other two modifications, but to a lesser

extent. From all the top views (fig. 3.29b, 3.29d and 3.29f) the number of residues that can interact at the same

time with the membrane seems to be higher than in the previous state. This higher contribution of lipophilic

groups seems to increase the proximity and may allow for stronger/different mechanisms of disruption.

(a) Leucine mod side view interaction (b) Leucine mod top view interaction

(c) Phenylalanine mod side view interaction. (d) Phenylalanine mod top view interaction.

(e) Tryptophan mod side view interaction. (f) Tryptophan mod top view interaction.

Figure 3.29: Trajectory views of semiprotonated mods PUREG4OEI48 interaction with POPC/POPG mem
branes.

Finally, the possible impact of the addition of amino acids on the ionic distribution of the system were

investigated. The plots from Figures A.3, A.4 and A.5 demonstrate that the addition of the modifications has

practically no influence at how ions distribute. For all the simulated scenarios, the protonation state still dictates

the interaction with ions, closely following the same pattern displayed by the the original nanoparticle (Fig.

3.20, A.1 and A.2).
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To determine the effects and mode of action of a novel therapeutic nanoparticle, several coarsegrained

Molecular Dynamics assays against model of bilayer membranes were performed.

First, the nanoparticle in question  PUREG4OEI48  had to be modeled accordingly, and to do so it was

divided into two different segments: the polyurea dendrimer and the oligo(ethylenimine) chains. Ethylenimine

polymer has been extensively studied, mainly focused on its interaction with DNA/RNA [46, 71, 107] and its

ability to serve as nonviral gene delivery systems [47]. Work has also been done in respect to its potential

as antimicrobial agent [48, 50, 25] and recently some MD studies were also performed [84, 108, 71, 109].

However, due to the lack of specific atomistic FF parameters for the conditions desired, this work created

a more refined model for linear OEI. This model considered three different protonation states and how the

polymer chain behaves in a physiological salt concentration (150 nM of NaCl). The parameters of this model

follow the recommended Martini 3 strategy to assign the bead type for each building block of the polymer

based on chemical similarity and the bonded parameter were taken from an AA reference data. The necessary

reference data was generated using amber99sbildn [72] with specific torsion parameters that we derived from

a comprehensive body of basic ab initio characterization of three ethylenimine oligomers.

Since the beginning of the dihedral parameterization process at the atomistic level, results demonstrated

the expected behavior, with higher protonations yielding more extended polymers. The overall quality of

the parameters generated allowed for atomistic simulations that reflect the influence of both protonation and

ionic strength, where statistical values for the average Dee and Rg increase with protonation and decrease

with the concentration of salt in the medium. This behavior is explained by the repulsion generated between

charged amino groups from the backbone of the polymers chains and by the ions screening such interactions

and reducing the repulsive effect. The results agree with observations made in previous MD studies [86, 109].

With a better suited AA topology, the Martini 3 model for the linear OEI chain could be built. The natu

ral extended behavior of this polymeric chain led to unstable simulations when using the standard harmonic

potentials. The use of a combined bendingtorsion potential, proposed by Bulacu and Van Der Giessen[90],

allowed a good representation of all dihedrals while keeping numerical stability without compromising the use

of large timesteps, as is often the need when imposing torsion potentials in coarsegrain [90]. Indeed, in their

parameterization Beu, Ailenei, and Costinaş[71] employed standard proper dihedral torsion potentials but had

to sacrifice simulation velocity by using a time step twice smaller (10 fs instead of the regular 20 fs) than what

is recommended when using Martini force fields.

Our CG model is able to faithfully reproduce the atomistic dynamics of the polymer under the extreme

states of complete protonation and complete deprotonation, but disagrees with atomistic behavior when the
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chains are semiprotonated. This limitation of the CG model for this specific protonation state reflects the

overall oversimplification of charge–charge interactions in Martini. It was also observed by Beu, Ailenei, and

Costinaş [71], and shown by them to be mitigated by using a polarizable water model — which at the current

time is still not available under the beta version of Martini 3. This opens up the opportunity to improve the

derived coarsegrained topology after the release of the final version of Martini 3 and its polarizable water

model.

The CG topology generated for the polyurea dendrimer was able to represent the overall shape and dynam

ics of the previously developed CHARMM model [110]. This indicates that the mapping choice along with

the bead type assignment were properly done and fulfilled their objective to create the most suitable repre

sentation of this molecule. It is important to highlight that the used atomistic dataset was not simulated long

enough to reach equilibrium of the dendrimer’s dynamics. The structural dynamics of dendrimers have been

previously investigated and their relaxation times can vary from a few hundred picoseconds, in the case of dif

ferent generations of PAMAM [111], to more than 10 ns, in the case of polyLLysine based dendrimers [112].

Also, the structural dynamics evolve differently within the dendrimer, with the core layer presenting slower

dynamic compared to the periphery [113]. These factors may have introduced some bias in the CG parameters,

specifically the torsion potentials, which may have a more defined behavior in longer atomistic simulations.

The assays performed against bilayer membrane models allowed us to better understand what are the likely

elements that lead to the antimicrobial activity and selectivity of the nanoparticle and what may be potential

points of improvement on its design. As expected, the positive net charge is crucial for the selectivity towards

anionic phospholipid bilayers, where both the fully and semi protonated nanoparticles strongly interact with

the POPC/POPG model. However, if the charge density is too high, further contact and penetration can not be

achieved, as the comparison from figure 3.17 demonstrated. This goes in agreement with the main attributes

found in AMPs [28] and their ability to induce curvature as the primary way to compromise barrier function

[92]. Also, the ability to interfere with the ionic distribution and displace cations and anions around the system,

can explain an added antimicrobial mechanism bymeans of disruption of ion dependent functions, and possibly

even the membrane potential.

From the insights acquired from the simulations of the original nanoparticle, modifications were proposed

with the objective of improving its attributes, mainly the ratio of hydrophobic components. With that, three

amino acids with different hydrophobicity were incorporated in a layer between the dendrimer and the polymer

chains, aiming at a deeper interaction with the membrane. The results showed that all proposed modifications

do indeed average a closer distance to the center of the membrane than the original, indicating a better pene

tration. From all proposed modifications, the phenylalanine one was the only to show loss of selectivity for

POPC/POPG membranes. The fact that it is the amino acid residue with highest hydrophobicity shows the

importance of a wellbalanced ratio to to the selectivity.

As a potential improvement to the original therapeutic nanoparticle, the leucinemodification shows promis

ing results, as it was able to display a closer distance to the center of the membrane than the tryptophan one,

without impairing the desired selectivity as in the case of the phenylalanine modification.
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The desire to better understand how therapeutic nanoparticles, designed from the principles behind the

antimicrobial activity of AMPs, act against bacteria drove the development of this study and the use Molecular

Dynamics as a powerful tool in the design of novel antibiotics molecules.

The ability to perform large scale studies, either in time and/or system size, favors the choice of a coarse

grained approach instead of an allatom one. The Martini force field, being the most popular CG model to

date and having a precise behavior in regard to lipid interaction becomes the most suitable choice. With the

upcoming release of an updated version of this FF, Martini 3 has the potential to provide more refined and

accurate models without the loss of its intrinsic low simulation cost.

The whole parameterization process expanded for the linear poly(ethylenimine) shows the importance of

having a solid theoretical background to support the model created. The ability to investigate how this specific

polymer chain behaves in different scenarios, mainly those that approach the conditions of their potential ap

plications, helps demonstrate the strength of using MD simulations to screen multiple options and conditions

prior laborious or costly experimental work is done. Here we were able to observe how different protonation

states and the presence of ionic strength can impact the polymer’s structural dynamics — including those of

the linear OEI chain, of the polyurea dendrimer and of the assembled nanoparticle models. The nanoparti

cles were then simulated to infer how they interact with, and potentially disrupt, model membranes. These

computational findings, including the proposal of increased activity modifications, lay the foundation for fu

ture experimental studies which can not only complement and validate our work by hopefully producing more

potential therapeutic nanoparticles, but can also help in creating more refined and realistic molecular models.

The analysis made in this project contributed to the overall understanding of how custom designed nanopar

ticles interact with distinct types of membrane models. For a therapeutic nanoparticle to have an optimal an

timicrobial effect, it requires a tight balance between the density of its overall positive charge and the extent

of its hydrophobic groups. The results show that the positive net charge is crucial in dictating selectivity,

allowing for the interaction with anionic phospholipids but, without a significant amount of hydrophobic in

teraction, the nanoparticle can’t break the electrostatic barrier imposed by the membrane and diffuse into or

disrupt the phospholipid bilayer. This work was able to improve the balance between charge and hydrophobic

ity by the insertion of leucine amino acids which results in improved interaction than the ones from the original

nanoparticle.

In all, the work developed here is an important first step in search for insight into the killing mechanism of

these types of nanoparticles. Further theoretical works can expand from this starting point, where new modifi

cations (e.g. insertion of hydrophobic moieties at different regions of the polymer or dendrimer structure) and
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more robust bacterial membrane models can be tested and lead the design of polymeric nanoparticles. Like

wise, as previously mentioned, future experimental studies can use this work as a guide, which can facilitate

and assist at the production of more safe and effective therapeutic nanoparticles.
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APPENDIX A  PARTIAL ATOMIC CHARGES

Table A.1: pei+ final charges

Residue TPEIQ Residue PEIQ
Atom type Qfinal Atom type Qfinal

N3 0.356059 CT 0.041049
H 0.374141 HP 0.131996
H 0.374141 HP 0.131996
H 0.374141 N3 0.034268
CT 0.073587 H 0.294191
HP 0.153611 H 0.294191
HP 0.153611 CT 0.041049
CT 0.063679 HP 0.131996
HP 0.124669 HP 0.131996
HP 0.124669  
N3 0.108487  
H 0.299450  
H 0.299450  
CT 0.055806  
HP 0.126188  
HP 0.126188  

Qtotal 2.000000 Qtotal 1.000000

Table A.2: peis final charges

Residue TPEIS Residue PEIQ
Atom type Qfinal Atom type Qfinal

N3 0.575560 CT 0.360975
H 0.372439 HP 0.009080
H 0.372439 HP 0.009080
H 0.372439 N3 0.124726
CT 0.375897 H 0.183228
HP 0.041173 H 0.183228
HP 0.041173 CT 0.360975
CT 0.029515 HP 0.009080
H1 0.101535 HP 0.009080
H1 0.101535  
N3 0.842576  
H 0.392899  
CT 0.024452  
H1 0.096320  
H1 0.096320  

Qtotal 1.000000 Qtotal 1.000000
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APPENDIX A. PARTIAL ATOMIC CHARGES

Table A.3: pein final charges

Residue TPEI Residue PEI
Atom type Qfinal Atom type Qfinal

N3 1.16478800 CT 0.5419245
H 0.4031055 H1 0.0744985
H 0.4031055 H1 0.0744985
CT 0.4559390 N3 1.1244600
H1 0.0486810 H 0.3386050
H1 0.0486810 CT 0.5419245
CT 0.4498730 H1 0.0744985
H1 0.0379165 H1 0.0744985
H1 0.0379165  
N3 1.1526950  
H 0.3833280  
CT 0.5223930  
H1 0.0635330  
H1 0.0635330  

Qtotal 0.000000 Qtotal 0.000000
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APPENDIX B  FORCE FIELDS PARAMETERS

Table A.1: AMBER final dihedral parameters for all protonation states. Shifts angles ϕs in degrees, force
constants kϕ in kcal/mol and multiplicities ni.

Dihedral ϕs kϕ ni Dihedral ϕs kϕ ni

fullyprotonated PEI dihedrals
N3CTCTN3 180.0 9.50109225 1 CTCTN3CT 180.0 4.96338949 1

0.0 5.32413790 2 0.0 0.78233765 2
0.0 6.71726895 3 0.0 5.01396659 3
0.0 0.86002943 4 0.0 1.06246863 4

semiprotonated PEI dihedrals
N3CTCTN3 0.0 3.07057930 1 CTCTN3CT 180.0 4.32520846 1

0.0 0.45577418 2 180.0 1.99217400 2
0.0 7.93335488 3 0.0 5.37126809 3
0.0 0.45189333 4 0.0 0.82621376 4

nonprotonated PEI dihedrals
N3CTCTN3 0.0 4.01755461 1 CTCTN3CT 0.0 3.58076517 1

0.0 6.57331633 3 0.0 2.06481023 2
0.0 4.77072192 3
0.0 0.18491141 4
0.0 0.50829787 5

Table A.2: Martini 3 bond parameters for all PEI models. b0 in nm and kb in kJ·mol−1·nm−2.

Fullyprotonated semiprotonated nonprotonated
Bonds b0 kb Bonds b0 kb Bonds b0 kb

TBPMBP 0.275 13000 TBPMBN 0.283 20000 TBNMBN 0.285 12000
MBPMBP 0.310 15000 MBNMBP 0.330 8000 MBNMBN 0.345 8000

Table A.3: Martini 3 bending angle parameters for all PEI models. θ0 in degrees and kθ in kJ·mol−1.

Fullyprotonated semiprotonated nonprotonated
Angles θ0 kθ Angles θ0 kθ Angles θ0 kθ

TBPMBPMBP 153 250 TBPMBNMBP 111 125 TBNMBNMBN 125 120
MBPMBPMBP 170 225 MBNMBPMBN 113 45 MBNMBNMBN 112 80

MBPMBNMBP 107 60
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Table A.4: Martini 3 torsion angle parameters for all PEI models. All values in kJ·mol−1.

Dihedrals kϕ a0 a1 a2 a3 a4
Fullyprotonated

TBPMBPMBPMBP 75 1.41 2.95 1.36 1.33 1.00
MBPMBPMBPMBP 65 1.41 2.95 1.36 1.33 1.00

semiprotonated
TBPMBNMBPMBN 4 4.00 3.00 1.00 0.50 0.50
MBNMBPMBNMBP 4 3.00 0.00 1.25 1.25 0.00

Nonprotonated
TBNMBNMBNMBN 10 2.41 2.00 0.00 1.00 0.00
MBNMBNMBNMBN 10 2.41 2.00 0.00 1.00 0.00

Figure A.1: Atomistic (solid) and CG (dashed) probability distribution for the TBPMBN (black) and MBN
MBP (red) bead bond distances of semiprotonated PEI.

Table A.5: Martini 3 bond and angle parameters for Polyurea models. b0 in nm, kb in kJ·mol−1·nm−2, θ0 in
degrees and kθ in kJ·mol−1.

Bonds Angles
Bonds b0 kb Angles θ0 kθ
AMUR 0.467 5000 AMURAM 180 80
AMNT 0.260 6500 URAMUR 130 30
NTNT 0.425 1750 URAMNT 50 50

NTAMNT 117 40
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Figure A.2: Atomistic (solid) and CG (dashed) probability distribution for the TBPMBNMBP (black), MBN
MBPMBN (red) and MBPMBNMBP (green) bending angles of semiprotonated PEI.

Figure A.3: Atomistic (solid) and CG (dashed) probability distribution for the TBPMBNMBPMBN (black)
and MBNMBPMBNMBP (red) dihedral angles of semiprotonated PEI.

Figure A.4: Atomistic (solid) and CG (dashed) probability distribution for the TBNMBN (black) and MBN
MBN (red) bead bond distances of non protonated PEI.
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Figure A.5: Atomistic (solid) and CG (dashed) probability distribution for the TBNMBNMBN (black) and
MBNMBNMBN (red) bending angles of non protonated PEI.

Figure A.6: Atomistic (solid) and CG (dashed) probability distribution for all the dihedrals angles of non
protonated PEI.
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Radial distribution function plots for semi and nonprotonated PUREG4

OEI48

Figure A.1: Radial distribution function of ions around outer leaflet of membranes under presence of semi
protonated PUREG4OEI48.

Figure A.2: Radial distribution function of ions around outer leaflet of membranes under presence of non
protonated PUREG4OEI48.
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Radial distribution function plots for all modifications

FigureA.3: Radial distribution function of ions around outer leaflet ofmembranes under presence of all Leucine
modification PUREG4OEI48.
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Figure A.4: Radial distribution function of ions around outer leaflet of membranes under presence of all Pheny
lalanine modification PUREG4OEI48.
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Figure A.5: Radial distribution function of ions around outer leaflet of membranes under presence of all Tryp
tophan modification PUREG4OEI48.
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