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Resumo

Motivação: A enxaqueca é uma patologia neurológica extremamente debilitante, associada a um ele-

vado risco de doença cardiovascular. A avaliação da vasoreatividade cerebral (CVR), utilizada para a

deteção de patologia cerebrovascular, tem mostrado alterações nos doentes com enxaqueca.

Objetivo: Estudo dos mecanismos neurovasculares da enxaqueca através da comparação da CVR

durante ataques espontâneos comparativamente a perı́odos sem dor na enxaqueca.

Métodos: Foram estudadas pacientes com enxaqueca episódica durante os perı́odos ictal e inter-

ictal da doença, utilizando dados de ressonância magnética funcional (fMRI) obtidos durante tarefas

motoras, visuais, e apneia. Foram criados os mapas de ativação cerebral e efetuado o cálculo da

amplitude (CVR, mudança percentual de sinal) e o tempo de pico (TTP) da resposta à apneia. Pos-

teriormente, procedeu-se à investigação de diferenças na ativação cerebral bem como na CVR e TTP

entre os perı́odos ictal e interictal. Os valores individuais médios de CVR e TTP obtidos para as regiões

de interesse foram correlacionados com caracterı́sticas clı́nicas da enxaqueca.

Resultados: Tanto a CVR como o TTP revelaram estar elevados em regiões occipitais durante o ataque

de enxaqueca comparativamente ao perı́odo interictal. Os valores de CVR e TTP não mostraram

correlação com as caracterı́sticas clı́nicas da enxaqueca.

Conclusões: Estes resultados são consistentes com relatos anteriores de CVR diminuı́da na circulação

cerebral posterior no perı́odo interictal da enxaqueca comparativamente a controlos, e também com a

presença de lesões isquémicas na mesma região. Simultaneamente, confirmam a maior vulnerabilidade

do lobo occipital e da circulação cerebral posterior nos enfartes cerebrais na enxaqueca. Estes resul-

tados contribuem com nova evidência para a reduzida literatura sobre o perı́odo ictal da enxaqueca, e

este é o segundo estudo a avaliar a CVR de todo o cérebro utilizando fMRI.

Palavras-chave: enxaqueca episódica, ressonância magnética funcional, vasoreatividade

cerebral, apneia, lobo occipital
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Abstract

Motivation: Migraine is a disabling neurological condition, associated with an increased risk of cardio-

vascular disease. Cerebrovascular reactivity (CVR) measurements have the potential to detect cere-

brovascular pathophysiology and have been shown to be altered in migraine.

Objective: To elucidate neurovascular mechanisms in migraine by investigating CVR changes during

spontaneous attacks (ictal phase) compared to pain-free periods (interictal phase).

Methods: Patients with episodic migraine without aura were studied during ictal and interictal phases.

BOLD-fMRI data were acquired during a breath-holding (BH) challenge, to map CVR, as well as during

two brain activation tasks (visual and motor), to map cerebrovascular changes in response to brain

activation. Whole-brain activation maps were obtained through a general linear model analysis, and

the amplitude (CVR, percent signal change) and time-to-peak (TTP) of the BH BOLD response were

computed in each voxel. Next, group-level analysis was performed to identify differences in CVR and

TTP, as well as in brain activation in response to sensory stimuli between ictal and interictal phases.

Additionally, correlation analysis was performed between the individual mean CVR and TTP values

across regions-of-interest and migraine clinical features.

Results: Increased CVR and TTP were found in occipital regions during the attack compared with

the pain-free period. No significant correlation was found between CVR and TTP values and migraine

clinical features.

Conclusions: These results are consistent with previously reported reduced reactivity of the posterior

cerebral circulation in the interictal phase of migraineurs relative to controls, and also with the presence

of ischemic-like lesions in the posterior circulation of migraineurs. It also confirms the vulnerability of the

occipital lobe and posterior cerebral circulation regarding cerebral infarcts in migraine. These findings

contribute with new evidence to the limited literature regarding the ictal phase of migraine, and this is

the second only study evaluating CVR across the whole-brain on a voxel-by-voxel basis using fMRI.

Keywords: episodic migraine, functional magnetic resonance imaging, cerebrovascular reac-

tivity, breath-holding, occipital lobe
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Chapter 1

Introduction

This Master’s Thesis aims to investigate neurovascular changes of migraine by investigating differences

in cerebrovascular reactivity (CVR) and brain activation in distinct periods of this cyclic disease. To

do so, analysis of blood oxygen level dependent functional magnetic resonance imaging (BOLD-fMRI)

data from a group of patients with episodic migraine without aura was conducted. Each participant was

scanned under two different conditions: during a spontaneous migraine attack (ictal phase) and during

an attack-free period (interictal phase). In both conditions, data were acquired during a breath-holding

(BH) challenge, visual stimulation, and a motor task.

This chapter starts by describing the motivation behind this study (section 1.1), followed by the main

objectives aimed to be achieved by this work in section 1.2 and publications arising from this thesis

(section 1.3) and the last section (1.4) provides a thesis outline, with an overview of the several chapters.

1.1 Motivation

Migraine is one of the most prevalent and disabling diseases worldwide [1]. It was ranked second in

terms of disability in a global scale, and presented no association with sociodemographic development,

which means that it affects both low- and high-income countries [1]. It is a brain disorder that affects pre-

dominantly young and middle-aged women, in particular when they are highly active in the professional

area, therefore causing a significant loss of productivity [1]. Thus, it not only causes a general reduction

of quality of life with consequent societal concern, but it also represents a significant financial burden

on economies worldwide [2]. Migraine is a complex cyclic disorder, characterized by intermittent attacks

of throbbing head pain alternated with attack-free periods. The headache attack is usually accompa-

nied by neurological symptoms including increased sensitivity to movement, light (photophobia), sound

(phonophobia) and any other sensorial inputs [2]. Additionally, the fact of resulting from a combination

of genetic predisposition and environmental factors adds greater complexity to this disorder.

Adding to the enormous impact caused by the disease itself, it has been observed that migraineurs

are at increased risk for cardiovascular disease, including conditions such as stroke, myocardial infarc-

tion, and cardiovascular mortality [3, 4]. Cerebrovascular reactivity (CVR) measurements have great
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potential as a way to detect cerebrovascular pathophysiology and possible consequent vascular events

in migraineurs’ brain. CVR is commonly assessed using transcranial Dopller ultrasound (TCD) combined

with hypercapnia-inducing stimuli to measure vasodilation and blood flow changes in the main cerebral

arteries. More recently, BOLD-fMRI has been used to obtain more accurate CVR measurements across

the whole-brain with high spatial resolution. It has been observed that CVR is impaired in the posterior

circulation of migraineurs, and suggestions arose of reduced CVR being a key link between migraine

and stroke [5]. However, only a few studies have investigated CVR in migraine. Almost all of them used

TCD, assessing specific large arteries of the brain thus lacking regional information. fMRI appears as

an indispensable tool for a whole-brain CVR evaluation. Furthermore, the majority of studies reported

interictal (between attacks) measurements compared to healthy controls (HC). No study to date has

used fMRI to measure CVR during migraine attacks. Being migraine a cyclic disorder, great potential is

achieved by studying the brain activity of patients along different phases of the migraine cycle, as it is

conducted in this study. Comparing to analysing migraine patients versus HC, studying migraineurs in a

longitudinal approach allows the investigation of attack-specific neurovascular alterations [2]. This exam-

ination could allow a better description of migraine-specific characteristics, the identification of imaging

biomarkers, the stratification of patients according to cardiovascular disease risk, the development of

therapeutic agents and the evaluation of treatment response.

1.2 Thesis objectives

In this study, the main goal is the investigation of vascular reactivity changes during migraine attacks

compared to attack-free periods through the analysis of BOLD-fMRI data. As a secondary objective, we

also analysed neurovascular changes in response to brain activation associated with visual stimulation

and with the performance of a motor task. With this purpose, previously collected data from a group

of migraine patients during an attack and in an attack-free period was analyzed, including BOLD-fMRI

data during visual stimulation, motor task, and a BH challenge. Information regarding the participants’

migraine clinical features was also collected, allowing the investigation of how such parameters relate to

CVR differences.

In order to successfully accomplish these objectives, specific goals were defined:

1. To process the functional data from all participants in both sessions, through appropriate pre-

processing steps followed by a General Linear Model (GLM) approach and subsequent statistical in-

ference. This allowed the attainment of individual maps showing the brain regions that activated in

response to BH, motor task, and visual stimulation for the two sessions.

2. To obtain whole-brain maps describing the CVR for each subject and each session. CVR and time-to-

peak (TTP) maps were constructed from the GLM referent to the BOLD response to the BH challenge,

and CVR was characterized by the BOLD percent signal change and by the TTP of the BOLD signal.
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3. To identify brain regions showing altered CVR, TTP, and brain activation during migraine attacks

when compared to attack-free periods, by conducting a group-level analysis. This allowed the definition

of regions of interest (ROIs), i.e. brain regions showing significant CVR and/or TTP differences between

both sessions. Furthermore, the relationship between the averaged CVR and TTP within the ROIs and

several migraine clinical features was also matter of investigation.

1.3 Publications arising from this thesis

The work developed in this thesis resulted in an abstract submission, which was selected for an oral

presentation in the European Society for Magnetic Resonance in Medicine and Biology (ESMRMB)

congress, that took place online between the Semptember 30th and October 1st 2020 [6].

1.4 Thesis Outline

This dissertation is organized in 6 main chapters. The first and current chapter consists in a brief intro-

duction to this work, where the motivation for the study and main objectives to be accomplished have

been described. Next, chapter 2 introduces the theoretical background behind this work, covering a

description of migraine and its associated vasculopathy in section 2.1. Section 2.2 contains relevant

information about the concept of CVR, along with the vasoactive stimuli and neuroimaging techniques

that can be used to assess it. Following, section 2.3 comprises pertinent material on functional magnetic

resonance imaging, such as the contrast used in this study and common data preprocessing and pro-

cessing methods. In addition, it also focuses on specific topics regarding CVR, in particular the way CVR

and TTP maps can be obtained, as well as specific brain regions that are more interesting to evaluate.

Chapter 3 consists in the State of the Art, where a literature review can be found, focusing on previous

studies assessing CVR in migraine, directly or indirectly related to the present work. Afterwards, chapter

4 starts with a description of the participants recruited for this work, the study design and the acquired

fMRI data. Next, section 4.2 presents the methodology applied in order to achieve this dissertation’s

objectives: starting with information regarding preprocessing steps, going through subject-level analysis

and computation of CVR and TTP maps, and ending with a group-level BOLD-fMRI data analysis and

correlation with migraine clinical features. Chapter 5 focuses on the description of the results achieved

at both the subject-level and group-level analysis (sections 5.1 and 5.2, respectively). Simultaneously

with results’ exposure, these are discussed and interpreted along with their comparison with findings

from previous studies.

This dissertation ends with chapter 6, where the main conclusions to be drawn from this work are

exposed, together with its main limitations and suggestions for future work.
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Chapter 2

Theoretical Background

2.1 Migraine

Migraine is a severe and disabling neurological disorder, causing significant individual and societal bur-

den due to pain, resulting disability with lost productivity, and an overall decreased quality of life [7].

In 2016, out of 328 diseases and injuries considered by the World Health Organization (WHO),

migraine was the sixth most prevalent, and it was ranked second globally in terms of years lived with

disability by the first study in subjects under 50 years old [1].

This disease is a relevant health problem in both genders and all age groups, but predominantly

affects young and middle-aged females: there is a 3:1 female-to-male ratio, and it is most prevalent

between the ages of 15 and 49, a time when most people are highly active in the professional area [1].

Importantly, unlike many other diseases, headache presents no clear relation to sociodemographic

development, meaning that it is not limited to the high-income countries, but instead being an important

cause of disability worldwide [1].

Migraine is a clinical syndrome characterised by headache with specific features and associated

symptoms. It is a disease of cyclical nature, where intermittent headache attacks - ictal phase - alter-

nate with attack-free periods - interictal phase. Typical characteristics of the headache are its unilateral

location, pulsating quality, moderate to severe intensity, and variability in duration (between 4 and 72

hours). The headache attacks are usually aggravated by routine physical activity and are normally ac-

companied by a variety of autonomic symptoms (nausea, vomiting, nasal/sinus congestion, lacrimation,

yawning), affective symptoms (depression and irritability), cognitive symptoms (attention deficit, difficulty

finding words, transient amnesia, and reduced ability to navigate in familiar environments), and sensory

symptoms (photophobia, phonophobia, osmophobia, muscle stiffness, and cutaneous allodynia) [8–11].

In around 70-80% of migraine patients, the headache is preceded by a prodromal phase, where

symptoms such as fatigue, irritability, reduced concentration, neck stiffness, photo-/phonophobia, nau-

sea and yawning appear up to 48 hours before the headache [8].

Most headaches are followed by up to 48 hours of feeling tired, together with difficulty with concen-

tration and neck stiffness, called the postdrome phase [8].
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In addition, approximately 20 to 40% of migraine patients suffer from migraine aura just before and/or

during the headache phase. Migraine aura includes a variety of visual (most common), sensory, speech,

and/or other neurological symptoms that usually develop gradually. The accepted duration for most aura

symptoms is one hour [8, 12]. Positive (gain of function) and negative (loss of function) symptoms can

take place, such as scintillating lights when affecting the visual cortex; paresthesia and numbness of

the face and hands when affecting the somatosensory cortex; tremor and unilateral muscle weakness

when affecting the motor cortex; and aphasia (difficulty saying words) when affecting the speech area

[13]. Figure 2.1 represents the migraine cycle, with the ictal phase consisting of a whole migraine attack,

where the duration of the four phases and principal associated symptoms are shown.

Figure 2.1: Graphical representation of the migraine cycle, with the ictal phase representing a whole attack and the interictal
corresponding to the between-attack phase. Within a complete classic migraine attack with aura, four phases can be distinguished:
the prodrome phase, the aura phase, the headache phase and the postdrome phase. The principal symptoms associated to each
one of the four phases are listed. Figure based on information from [2, 8, 14].

The extent of the described symptoms suggests that migraine is more than just a headache, but in-

stead it is a complex and multifaceted disorder which can last over several days. Although it is possible to

distinguish four main phases of a migraine attack (prodrome, aura, headache, and postdrome), these do

not usually follow a sequential order, but instead overlap with each other. Besides, the clinical manifes-

tations of migraine probably depend upon a complex relationship between genetic, environmental and

endogenous cognitive and emotive factors (migraine susceptibility), which enhance migraine complexity

[2, 15].

According to the third edition of the International Classification of Headache Disorders (ICHD-3) [8],

migraine can be subtyped as episodic migraine (EM) or chronic migraine (CM) based on the frequency

of headache days. EM refers to a diagnosis of migraine with frequency of headache occurring on

fewer than 15 days per month on average. CM is defined as a diagnosis of migraine with 15 or more
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headache days per month, for more than 3 months, of which at least eight days have the features of

migraine headache.

2.1.1 Migraine pathophysiology

The debate over the pathophysiology of migraine extends back to the middle decades of the 20th century,

and has always been centered on neural versus vascular mechanisms that may be involved in triggering

and driving the attacks.

Until the 1980s, the predominant explanation for migraine was the vasogenic theory, which held

that migraine was a form of cerebrovascular dysregulation. It assumed that vasodilation of extracranial

arteries and also intracranial blood vessels produced mechanical activation of perivascular nerve fibers

that innervate the vessels, resulting in head pain [16].

The alternative neurogenic theory viewed migraine as a disorder of the brain, and considered that

vascular changes were the result of neuronal dysfunction. In the late 1980s it was proposed that migraine

pain may be due to a neurogenically induced inflammation of the dura matter [17, 18]. However, the use

of specific proteins as migraine treatments failed, which called for new explanations [19, 20]. Further

studies suggested the role of brainstem regions in migraine attacks, and even named brainstem as

the “migraine generator” [21, 22]. This brainstem ”generator” theory has been debated over the last

years, and resulted in the concept of a unique migraine generator being abandoned. Instead, much

research has focused on other specific brain structures that may be involved. For example, it was

observed hypothalamic activation during the prodromal phase [23] and during spontaneous migraine

headache [24]. In addition, functional neuroimaging has detected altered functional connectivity between

the hypothalamus and the areas of the brainstem “generator” during the 24h preceding a migraine attack,

which led the authors to think that this network’s connectivity change might be the driver of attacks [25].

The thalamus has also been a matter of discussion, showing structural and functional alterations in

migraineurs during the ictal and interictal phases of migraine which might influence the onset of the

migraine attack [26–28]. Furthermore, the thalamus is a central area for the processing and integration

of pain stimuli and its connection to a wide variety of cortical areas could explain part of the complexity

of several migraine symptoms such as sensory hypersensitivity to visual stimuli [29]. Finally, several

migraine therapies are thought to act centrally through the modulation of thalamic neurons [30, 31].

Having said that, migraine is currently recognized as a complex brain disorder that involves multiple

brain regions - from cortical, subcortical, to brainstem regions - to account for both the pain and the vari-

ety of symptoms characterizing the attack. Simultaneously, there is evidence that migraine is associated

with vascular dysfunction, both as a cause and a consequence [32]. Supporting this vascular involve-

ment in migraine pathophysiology, there is evidence that the trigeminovascular pathways (neurons in the

trigeminal nerve that innervate cerebral blood vessels) which specifically innervate the dural vascula-

ture are activated and sensitized during a migraine attack, and studies show that vasodilators such as

nitric oxide and CGRP (most potent vasodilator transmitter identified in the cerebral circulation [33]) are

able to trigger migraine attacks. Additionally, CGRP-based drugs have shown a vasoconstrictive and
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therapeutic effect, which also support the view that vascular changes are certainly involved in migraine

attacks.

Having said, although the full pathophysiology of migraine is still incompletely understood, the con-

sensus nowadays is of the neurovascular hypothesis being the most likely explanation, as it emphasizes

the coupling between neural and vascular mechanisms: the condition is viewed as an inherent disorder

of the brain, but vascular mechanisms are clearly implicated.

2.1.2 Migraine-associated vasculopathy

As presented, vascular changes are assumed to be an important pathophysiological factor in migraine

disorder.

Migraine and cerebral ischemia have been linked for around 30 years, with reports of ischemic stroke

(obstruction of a vessel supplying blood to the brain) occurring during and between migraine attacks

[3, 34–38]. A hospital study suggested that, of all unusual causes of first-ever ischemic stroke, migraine

accounted for 13% [39]. Adding to this, in a more recent meta-analysis of 21 observational studies re-

garding the association between migraine headache and ischemic stroke, migraine was reported as a

significant risk factor for stroke, being independently associated with a 2-fold increased risk of ischemic

stroke, with no significant differences between migraine with and without aura [40]. Importantly, the

association between migraine and ischemic stroke showed to be independent of other cardiovascular

risk factors, supporting the idea that there is a subgroup of people with migraine and vasculopathy even

in the absence of atherosclerotic disease. Besides ischemic stroke, migraine was also associated with

higher risk of hemorraghic stroke (rupture and bleeding of a blood vessel in the brain) [41], transient

ischemic attacks (TIA) (temporary blockage or decreased blood flow to the brain) [42], and subclinical

brain infarction (asymptomatic cerebral infarction, also called ”silent cerebral infarction”) [43]. Addition-

ally, imaging evidence for the migraine-stroke association showed a high incidence of infarct-like lesions

and white matter lesions in migraineurs [44–46], and imaging studies in migraine patients suffering from

stroke have confirmed that infarct progression is accelerated, with reduced size of potentially salvageble

brain tissue when compared to those stroke patients without a history of migraine [47]. Moreover, mi-

graine has been associated not only with cerebral vasculopathy, but also with more widespread vascular

changes, such as ischemic heart disease and myocardial infarction [3]. In addition, patients with mi-

graine were found to be more likely to develop cardiovascular disease than those reporting no migraine

history [4], which led the American Heart Association to provide specific recommendations for stroke

prevention in women suffering from migraine [48].

Migraine and cardiovascular disease are among the most prevalent and disabling diseases in the

world [49]. Because of their high prevalence and consequences on morbidity and mortality in the general

population, a potential association between migraine and stroke/cardiovascular disease would have a

substantial impact on public health.

Several proposed mechanisms have been suggested to be involved in this association, such as ge-

netic risk factors, cardiac abnormalities, and atherosclerotic and nonatherosclerotic causes. Aiming to
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investigate this possible connection, particular interest has been raised in the role of vasculature in mi-

graineurs. In recent years, it has been proposed that the vasculopathy in migraine is thought to reflect

endothelial dysfunction. The endothelium is the monolayer of endothelial cells lining the lumen of all

blood vessels. It acts as a key regulator of vascular homeostasis, playing a direct role in the balance of

tissue oxygen supply and metabolic demand via regulation of vessel tone and diameter [50]. Endothelial

dysfunction is a pathological state of the endothelium resulting in impaired endothelium-dependent va-

sodilation, impaired vascular reactivity, hypercoagulability and inflammation. Subsequently, endothelial

dysfunction is predictive of an increased rate of cerebrovascular and cardiovascular events, and is fre-

quently referred as ”the ultimate risk of the risk factors” [51]. There is mounting evidence that migraine

is linked to endothelial dysfunction. This includes decreased vasodilation, lower levels of inflammation

markers, and increased thickness of the carotid intima media in migraine patients compared to healthy

subjects [52], as well as fewer circulating endothelial-precursor cells in migraineurs compared to healthy

controls [53, 54]. Importantly, while there have been controversial reports on systemic endothelial dys-

function, with studies not unanimously suggesting an impairment of systemic endothelial function in

migraine, cerebral endothelial dysfunction has been reported to be impaired in migraineurs even in the

absence of the systemic endothelial dysfunction [55]. All together, these results strongly support the idea

of a dysfunctional cerebral endothelium playing an important role in the association between migraine

and cardiovascular disease.

2.2 Cerebrovascular Reactivity (CVR)

Considering the above mentioned, especially the fact that endothelial dysfunction can be characterised

by impaired vascular reactivity, it is of great interest to study changes of cerebrovascular regulation in

migraine, as a way of identifying endothelial dysfunction and potential consequent vascular events in

migraineurs’ brain, this way shedding light into possible mechanisms of the migraine-stroke relationship.

Cerebrovascular reactivity, or CVR, is an intrinsic regulatory brain mechanism whereby blood vessels

adjust their calibre in response to a vasoactive stimulus, in order to increase or decrease regional cere-

bral blood flow (CBF). Thus, this physiological parameter is an important index of the brain’s vascular

health. Measuring CVR variations within the brain has been able to detect cerebrovascular pathophys-

iology such as arterial stenosis [56], increased stroke risk [57, 58], brain tumours [59], and traumatic

brain injury [60].

CVR is usually measured by applying a challenge to the vasculature and assessing the associated

CBF changes. Thus, as it usually represents the unit change in CBF per unit change in a vasoactive

stimulus, it is important that both of these variables are measured accurately and applied consistently

across study subjects. Failure to do so can lead to differences in CVR measurements within subjects

and between subject groups that are due to the methodological limitations and variability in techniques

and not the disease processes under investigation.
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2.2.1 Vasoactive stimuli

In order to obtain an accurate measure of CBF, it is important that the vasoactive stimulus produces a

quantifiable and reliable effect on the cerebral vasculature. In addition, this standardized stimulus has

to be applied across subjects and during assessments within the same subject. Otherwise, it will be

impossible to conclude whether the differences in CVR are due to disease mechanisms or technique

variability [61].

The most common approach involves the induction of hypercapnia, whereby the arterial blood par-

tial pressure of carbon dioxide (PaCO2) is increased, leading to vasodilation and increased CBF. The

main hypercapnia-inductive stimuli fall into two categories: (i) administration of exogenous vasodilat-

ing agents, or (ii) manipulation of respiratory gases. A summary comparison of these approaches is

presented on Table 2.1.

Acetazolamide falls into the first category. It is a selective inhibitor of the enzyme carbonic anhydrase,

which decreases the conversion rate of CO2 to bicarbonate, inducing an intracellular and extracellular

acidosis (due to the increase of CO2) and producing a vasodilatory effect. This technique was first used

to measure CVR in 1986 [62], and has the advantages of allowing precise control of the amount of aceta-

zolamide that is injected and requiring little subject adherence, which make it reproducible independent

of subject cooperation. However, the injection of acetazolamide can be considered an invasive proce-

dure, as it requires intravenous access, and can elicit variable side effects in different individuals: while

low doses of acetazolamide can provoke dizziness, nausea, headache and fatigue lasting 0.5-72h [63],

higher doses can lead to more severe effects, which may require treatment and even imply the terminus

of the study [64]. Moreover, the most significant disadvantage of this technique for use in CVR studies

is the acetazolamide’s unpredictable pharmacokinetics and resultant effects on CBF: it has been found

that a standardized dose does not generate the reproducible stimulus required for standardizing the

measurement. More precisely, the same dose lead to different serum concentrations and cerebrovascu-

lar responses in different individuals [65], and even using large enough doses of acetazolamide did not

produce a maximal CBF response in many normal subjects [64].

Administration of the aminoacid L-arginine has also been used to induce hypercapnia, since it has

shown to induce vasodilation through enhanced production of nitric oxide in the cerebral endothelium

[5]. Likewise acetazolamide, L-arginine requires intravenous infusion, thus being considered an invasive

procedure.

The alternative approach of inducing hypercapnia consists in the manipulation of respiratory gases.

This includes CO2 inhalation: subjects are given a gas mixture with an increased CO2 partial pressure,

normally consisting of approximately 21% O2 and 4-5% CO2 with balanced nitrogen (“room” air contains

0.04% CO2). More important than the CO2 composition of the inspired gas is the resulting level of end-

tidal CO2 partial pressure (PETCO2) (at the end of expiration), as this is thought to be representative

of the PaCO2 (the actual stimulus) [65]. Different techniques have been developed with the goal of

manipulating the end-tidal pressure of respiratory gases [66–69]. This precise manipulation can be

achieved despite variable ventilatory responses, which make these methods reliable [70]. However, they

require complex and expensive experimental setups together with trained on-site personnel. Also, the
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inhalation mask can be uncomfortable, and some individuals have experienced anxiety or panic attack

symptoms [71]. Not only these symptoms cause discomfort to the subject, but they also can confound

the measurement of CBF.

Alternative strategies have been proposed, based on respiratory tasks such as hyperventilation/paced

deep breathing and breath-holding (BH). The BH technique involves short-duration periods of apnea,

typically in the range of seconds, that lead to CO2 increase and consequent vasodilation and CBF in-

crease, alternated with periods of normal breathing. The primary advantage of this technique is its total

noninvasiveness and relatively simple and inexpensive implementation (it requires no breathing circuits

or equipment). Unfortunately, the BH technique is less controlled and, when used alone, it lacks the

ability to measure delivered or expired gases. Even so, BH tasks showed to lead to mild hypercapnia

and consequent vasodilation, and have been validated to be comparable to CO2 inhalation, with stud-

ies founding no significant differences between CVR measurements obtained with both methods [72].

Moreover, the mild hypoxia that BH was shown to provoke has not significantly influenced CVR results

when compared to methods that control respiratory gases levels [73, 74]. Hyperventilation or paced

deep breathing methods, although equally as feasible, lead to hypocapnia-associated vasoconstriction

and could be less intuitive in measuring cerebral blood vessel function [75]. Both of these strategies

rely solely on the subject’s ventilatory response and are well tolerated by healthy volunteers and pa-

tients. However, a potential drawback is that they may bring participant-related variability in adherence

to the protocol. For example, some participants may find it difficult to follow the instructions and conse-

quently perform hyperventilation or BH differently, which can affect the data quality and reliability of the

methods. Nevertheless, several studies have proved that the BH task has many advantages over CO2

administration due to its simplicity, especially when used with clinical populations [76–78].

Recently, resting-state fMRI, which is often used for functional connectivity mapping, has been shown

to provide an estimation of CVR maps [79–81]. This approach exploits spontaneous fluctuations in

the breathing pattern, and thus the CO2 level, to extract CVR information from the resting-state BOLD

signal changes. Good agreement between resting-state CVR results and hypercapnia CVR results has

been reported [79, 81]. In general, the resting-state CVR method requires minimal subject compliance,

overcoming task-related measurement inconsistencies, which makes it easier to perform by patients with

more severe conditions. A limitation of the resting-state method is that, if the subject breathes regularly

with minimal fluctuation in CO2 level, there will not be enough CO2-related signal variations for CVR

evaluation. One study found that modelling the Resting State Fluctuation Amplitude (RSFA)-induced

CVR was significantly worse than modelling for BH-CVR [82], and another one concluded that BH-

based based vascular reactivity assessment was more reproducible than resting-state-based estimates

[83], which indicate that the method needs some further investigations in order to become reliable and

even possibly replace the BH task.

Having said, despite BH acknowledged limitations, this task offers significant advantages over the

other existing methods, in particular its noninvasiveness and simplicity. In addition, BH-derived CVR

measurements were seen to be similar or even superior to those obtained with other vasoactive stimuli.

As such, BH stands as a widespread vasoactive stimulus to be employed in CVR studies.
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Table 2.1: Advantages and disadvantages of several vasoactive stimuli for hypercania induction (acetazolamide injection, CO2

inhalation, and breath-holding).

Vasoactive stimulus Advantages Disadvantages

Acetazolamide
- Precise control of the amount injected
- Requires little subject adherence

- Invasive (intravenous administration)
- Large variability in side effects between individuals
- Unpredictable pharmacokinetics and effects on CBF

CO2 inhalation
- Precise control of the amount delivered/expired
(despite variable ventilatory responses)
- Requires little subject adherence

- Invasive (inhalation mask)
- May induce anxiety and/or panic attack symptoms
- Fixed fraction amount of inspired CO2 does not lead
to equal PaCO2 (actual stimulus) between and
within subjects
- Requires complex and expensive experimental setup,
as well as trained personnel

Breath-holding

- Non-invasive
- Safe
- Simple and easy to implement (does not require
complex equipment) and inexpensive
- Possible to use a nasal cannula to measure
PETCO2 (although it lowers the ease of
implementation)

- Less controlled and alone lacks the ability to measure
delivered/expired gases
- Variability in subject adherence
- Equal apnea lengths does not lead to equal PaCO2

2.2.2 Neuroimaging techniques for CBF assessment

Regarding the neuroimaging techniques to measure CBF, various have been used in CVR studies.

These include Transcranial Doppler Ultrasound (TCD), Positron Emission Tomography (PET), Single-

Photon Emission Computed Tomography (SPECT), and functional Magnetic Resonance Imaging (fMRI).

A summary comparison of CBF measurement methods is found in Table 2.2.

TCD, first described by Markwalder et al. [84], can be used to measure blood flow velocities by taking

advantage of the Doppler effect [85]. It is easily applied to large cerebral arteries and it allows the detec-

tion of changes in their mean velocity before and after applying the vasoactive stimulus, which are then

used to calculate a reactivity (CVR) index. TCD is a simple, readily available, portable, inexpensive and

completely non-invasive method; however, its poor spatial resolution i.e. the fact of only being possible

to study large arteries, being user dependent, together with the fact of only allowing the measurement

of global blood flow changes and not regional tissue perfusion limit its value [85].

Radiotracer imaging techniques, such as SPECT and PET, explore the properties of radioactive

materials, or radiotracers. These materials target different organs in the body and images of their distri-

bution give information about how much, how quickly, and where the radioactive material uptake occurs,

which can determine whether tissue is healthy or diseased [85]. To obtain a map of CBF (and hence

CVR), appropriate CBF radiotracers are needed. These modalities provide accurate and quantitave re-

gional/tissue CBF measurements, thus enabling whole-brain mapping of CVR, are extremely sensitive

(are able to detect nanograms of injected radioactive material) and specific (there is no natural radioac-

tivity from the body). However, these techniques are quite expensive and invasive as they require the

administration of radioactive tracers, which can limit their usage in many situations [85].

Alternatively, MRI techniques overcome the limitations of the supra mentioned methods, and allow

improved temporal and spatial resolutions. MRI provides a spatial map of the hydrogen nuclei (water and

lipid) in different tissues. Among the most common MRI sequences that are used to assess CVR are
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blood oxygen level-dependent (BOLD) and arterial spin labeling (ASL). A more detailed explanation of

BOLD-fMRI will be given further in Section 2.3.1. Regarding ASL, this is a perfusion imaging technique

that provides truly quantitative measurements of CBF. To accomplish this, incoming blood water protons

to the brain are labeled and can be measured once the blood reaches the perfusion bed of the target

tissue. The balance between labeled intravascular water (reaching the tissue) and non-labeled water in

the tissue is proportional to the CBF [86].

The main advantages of both of these MRI techniques are: (i) they are non invasive, with no ionizing

radiation being required, (ii) they provide whole-brain scans (the images can be acquired in any two-

or three-dimensional plane), and (iii) they allow high spatial resolution (order of 1 mm or less can be

achieved). However, MR image acquisition scans might last 30-40 minutes; a significant number of

patients have to be excluded due to metallic implants or because they are required to be in a small

enclosed space; and they are moderately expensive [85]. Furthermore, and specifically for ASL, its

intrinsic low signal-to-noise ratio (SNR) and relatively poor temporal resolution hamper its value and

make it less useful for CBF quantification [86].

Despite the mentioned disadvantages, functional magnetic resonance imaging (fMRI) (in particu-

lar, BOLD-fMRI) is currently considered the most promising measurement technique of CVR, mainly

because it provides whole-brain scans with high spatial resolution.

Table 2.2: Advantages and disadvantages of several neuroimaging techniques for CBF assessment: Transcranial Doppler Ultra-
sound (TCD), radiotracer imaging techniques (SPECT and PET), and functional Magnetic Resonance Imaging (fMRI).

Neuroimaging technique
for CBF measurement

Advantages Disadvantages

Transcranial Doppler Ultrasound
(TCD)

- Non-invasive
- Safe
- Readily available and inexpensive

- Low spatial resolution (can only
measure large arteries)
- Only allows the measurement of global
blood flow changes, not regional tissue
perfusion

Radiotracer imaging techniques
(SPECT and PET)

- Provide whole-brain scans
- Sensitive (able to detect nanograms
of injected radioactive material)
- Specific (there is no natural radioactivity
from the body)
- Accurate and quantitative regional/tissue
CBF measurements

- Moderate spatial resolution
- Low temporal resolution
- Invasive (requires administration of
radioactive contrast agents)
- Expensive
- Less available than TCD

functional Magnetic Resonance
Imaging (fMRI)

- Non-invasive
- Safe
- Readily available
- Provides whole-brain scans
- High spatial resolution
- High temporal resolution
- Accurate (and potentially quantitative)
regional/tissue CBF measurements

- Long image acquisition scans
- Excludes claustrophobic subjects or
using metallic implants
- Moderately expensive

2.2.3 Breath-holding data acquisition parameters

Several protocol parameters have to be adjusted regarding the use of a breath-holding task in order to

assure that it produces a reliable effect and that its consequent CBF changes can be properly measured.
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The BH protocols normally consist of a standard block design, with alternating periods of ceasing

respiration and normal breathing. The parameters that need to be adjusted include the duration of the

BH and normal breathing periods, the number of BH challenges, and choosing between performing the

breath-hold after inspiration or expiration.

Regarding the BH period duration, this must be short enough in order to be well performed and tol-

erated by the participant, but long enough to induce sufficient hypercapnia and CBF response. Although

it has been reported that BOLD responses can be detected with breath-holds as short as 3 seconds

[87], the brain greatly responds to longer block durations, leading to more activated voxels (plateau at

BH duration of 20s [88]) and to an increase in the measured imaging signal amplitude [89]. Longer

BH also produce more robust and reproducible BOLD responses across scanning sessions spanning

weeks [90]. A literature review observed that clinical studies typically have BH lengths around 15s, prob-

ably due to being easier to implement, and that methodological studies averaged BH period duration

of around 20s [91]. 20s BH duration has shown to lead to a more sharp increase in CVR [88] and to

express significantly higher CVR values than using 15s [90]. Thus, the authors have suggested that the

best BH protocol would most likely consist of a BH block of 20s. Normal breathing periods need to have

a longer duration in order to allow blood gas levels to return to baseline.

Regarding the number of BH challenges, one expects that a higher number of challenges enables

more averaging and consequent higher SNR. However, more challenges also implies longer protocol

durations which may bring patient fatigue and increase motion artifacts. Common number of challenges

in BH-CVR studies is between 3 and 7 [91].

Finally, it is required to choose between performing the BH after an inspiration or expiration. This

is an important question to address because CBF responses and consequent BOLD signal changes

present different shapes depending on end-inspiration or end-expiration BH protocols. CBF (and con-

sequent BOLD signal) has been found to present a biphasic change (decrease followed by increase)

when the BH is performed after inspiration [92], whereas BH after expiration has lead to an immedi-

ate rise in CBF (and BOLD signal) [93]. However, more complex responses have been observed, with

end-inspiration BH protocols producing a triphasic shape and end-expiration a biphasic one [90]. Thus,

when analyzing BOLD signal changes induced by BH, one should expect different shapes depending

on the moment when BH was performed by the subject. Furthermore, end-inspiration BH is a more

comfortable and natural form of holding one’s breath, especially considering the ease of implementation

of this task; however, it has been shown that subjects have different levels of inspiration depth, which

can be a confounding variable [94]. BH after expiration, although more difficult to perform, offers better

reproducibility: following normal exhalation, the lungs return to the state of “functional reserve capacity”

at which the lungs, chest and diaphragm are resting at equilibrium, which is a more repeatable starting

point for BH challenges [95]. Moreover, end-expiration based protocols have shown a quicker CVR peak

(reached peak signal about 10 seconds earlier [96]), although both methods reached the same signal

peak.

Having said, it is evident that several variables have to be taken into consideration when constructing

the BH procotol to be used. In addition, this protocol has to be equally applied to all subjects in the study,
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otherwise it will be impossible to reach correct conclusions regarding the observed CVR measurements.

2.3 Functional Magnetic Resonance Imaging

Since its development in the early 1990s, fMRI has become a standard tool for mapping brain activation,

both in health and in disease. The reason for this is that fMRI allows to safely and noninvasively image

brain activity, with very good spatial resolution, good temporal resolution, robustness and reproducibility

[86]. fMRI provides information about the activity of the neurons in the brain, either in response to

specific stimuli or tasks that the experimenter applies to the participant - task-based fMRI -, or in relation

to the spontaneous activity of the participant’s neurons - resting-state fMRI-, which is commonly used to

investigate brain’s functional connectivity.

2.3.1 The BOLD contrast

Functional brain mapping most commonly measures the blood oxygenation level dependent (BOLD)

signal, based on the fact that an increase in neuronal activity in the brain stimulates higher energy

consumption and increased blood flow through the activated area.

This underlying mechanism is called neurovascular coupling: the regular interplay between neural

activity changes and corresponding vascular changes to alter cerebral blood flow to maintain metabolic

support. More specifically, an increase in electrical and synaptic activity of an assembly of neurons in the

brain results in an increased cerebral metabolic rate of oxygen (CMRO2) and glucose, which ultimately

results in an hemodynamic response characterized by larger cerebral blood flow (CBF), cerebral blood

volume (CBV) and blood oxygenation. What is particularly interesting is that the amount of blood that

is sent to the area is more than what is needed to replenish the oxygen that is used by the cells. Thus,

the activity-related increase in blood flow caused by neuronal activity leads to a relative surplus in local

blood oxygen. This oversupply of oxygen means an increase in the oxy-/deoxy-hemoglobin ratio. Oxy-

hemoglobin (HbO2) is diamagnetic, i.e. has the same susceptibility as surrounding tissues and therefore

has minimal impact on the measured BOLD signal, while deoxyhemoglobin (HHb) is paramagnetic and

degrades the BOLD signal. Consequently, higher HbO2/HHb ratio leads to an increase in the MRI signal

of the activated region compared to that of the surrounding tissues [86].

It is important to recognize that BOLD contrast is a consequence of a series of indirect effects. It

results from changes in the magnetic properties of water molecules, which in turn reflect the influence of

paramagnetic HHb, which is a physiological correlate of oxygen consumption, which itself is a correlate

of a change in neuronal activity evoked by a given stimulus. Consequently, BOLD signal changes must

be interpreted as a relative rather than a quantitative measure of activity.
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Figure 2.2: Schematic representation of the relationship between a transient increase in neural activity and the corresponding
BOLD signal. Neuronal activity causes increased cerebral metabolic rate of oxygen consumption (CMRO2), leading to alterations
in the tone of the surrounding vasculature through neurovascular coupling. Such vascular adjustments lead to changes in the
cerebral blood flow (CBF) and cerebral blood volume (CBV). The interaction between these 3 parameters leads to the blood
oxygenation level dependent (BOLD) signal as measured in fMRI. Figure adapted from [97].

2.3.2 fMRI data preprocessing

fMRI data can be seen as 4D dataset consisting of a 3D matrix (a volume) of smaller volume elements

(voxels) that is repeatedly sampled over time. The set of images can be considered to form a 4D image,

where the fourth dimension is time. This enables the construction of a time course for each voxel, which

translates its signal (arising from BOLD contrast) variation throughout time. This is represented in figure

2.3.

Figure 2.3: Example of a 4D fMRI dataset. For easier illustration, a single slice of each 3D volume is shown, but the 4D data
contains a full 3D image sampled throughout time. Extracting the intensities over time from a single voxel gives a timeseries (a set
of intensities over time), as illustrated on the bottom right. Figure extracted from [98].
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However, only 1-3% of the change in the fMRI signal arises from underlying neuronal activity. Noise

and artifactual sources of fluctuation considerably contribute to the BOLD signal. There are very forms

of artifacts: they can be caused either by the MRI scanner itself, by the subject being scanned, or even

a combination of both. Furthermore, all fMRI data suffers from spatial and temporal inaccuracy that, if

uncorrected, may reduce or even eliminate the detection power of an experiment.

Consequently, MRI data directly from the scanner require a number of preprocessing operations in

order to remove uninteresting variability from the data and prepare it for further processing steps. These

include correcting for geometrical distortions, signal losses, different acquisition times between slices,

as well as motion correction techniques and spatial and temporal filtering. A final preprocessing step

consists of normalization of each individual data to a common standard space in order to be able to

do comparisons between individuals. Figure 2.4 provides an overview of the principal preprocessing

operations that are usually performed. Further in this dissertation (Section 4.2.1), preprocessing steps

employed in this work will be described in more detail.

Figure 2.4: Standard pipeline for fMRI data preprocessing steps.

2.3.3 Subject-level fMRI data analysis

Following preprocessing, a separate first-level analysis of data from each individual subject is carried out.

When using task-based fMRI data, the objective is to locate and analyze the brain activity in response

to the task performed by the subject within the scanner.

2.3.3.1 The General Linear Model approach

The most employed method in task-based fMRI data analysis is the General Linear Model (GLM). This

is fundamentally a linear model whose basic idea is that the observed signal can be described as a
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weighted sum of one or more regressors, or Explanatory Variables (EVs). The EVs represent compo-

nents expected to be found in the signal, but may or may not be meaningful: for example, they can

represent the experimental task or express confounding factors. The aim is to estimate if, and to what

extent, each EV contributes to the variability observed in the signal. Each EV is scaled by a Parameter

Estimate (PE), which indicates how much each EV contributes to the observed signal.

Having said, the GLM can be expressed, for each voxel, as

Y = Xβ + ε (2.1)

Y represents the observed BOLD signal timecourse. X is the design matrix, with each column rep-

resenting the timecourse of a different EV (of interest are the columns representing experimental con-

ditions, but the matrix also typically includes regressors of no interest). β is a vector of PEs setting

the magnitude and direction of the association between each given EV and the signal Y (one PE for

each EV). ε contains the residues associated with each observation (i.e. the amount of signal that is

not explained by the weighted sum of EVs) [99]. Figure 2.5 depicts the GLM model for a given voxel

with associated time-series Y , described as the linear combination of three explanatory variables (e.g.,

tasks A,B,C) and a number of non-interest regressors, each scaled by a parameter estimate β, plus a

residue/error term ε [100].

Figure 2.5: Depiction of the General Linear Model (GLM) approach applied in first-level analysis. The data from an imaginary
voxel with timeseries Y is predicted by a design matrix X including 10 effects (3 regressors of interest and 7 regressors of no
interest - e.g., 6 motion parameters and 1 linear drift) of unkwown amplitude β, and an error term ε. Figure adapted from [100].

The model fit is determined by the minimization of the residual error. This requires finding the best

values for all the separate PEs. Several methods are available to do so, such as the ordinary least

squares (OLS), which is the standard approach: in its form, the optimal PEs are defined as those that

minimize the sum of squared residuals, i.e. the squared difference between the observed signal Y and

the expected signal specified by the matrix X scaled by the β parameters [100].

As mentioned before, the goal is to determine which voxels show significant changes correlated

with the pattern of stimulation or experimental manipulation. Thus, the GLM is applied separately for

each voxel - a voxelwise analysis. Each voxel’s time series is analyzed to see whether its BOLD signal
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changes are related to some stimulus or task. Such a voxel-by-voxel approach is known as a mass

univariate data analysis, which means that the same analysis is performed many times (“mass”), and

is performed separately for every voxel in the brain (“univariate”) (in contrast to a multivariate approach,

which would take more than one voxel into account in the same analysis). Therefore, the estimated β

values are different for every voxel.

The output of a subject-level analysis using the GLM is a whole-brain PE map for each regressor of

interest. In these maps, the value in each voxel consists in the PE that scales the associated regressor

in order to best explain the original signal from that voxel. Thus, the higher the β value at one voxel, the

better that explanatory variable explains the original signal from that specific voxel [98].

Often, researchers are interested in understanding if one explanatory variable has a ”bigger effect”

in the data than another. In other words, if there is any stimulus leading to more activation than another

in one particular voxel. This can be done through the use of contrasts of parameter estimates (COPEs).

A COPE combines different regressors. In the GLM, it is defined by a set of weights, one for each PE,

which are used to specify an inequality. For example, if there are three regressors explaining the signal

at each voxel, then the inequality will take the form:

c1 ∗ β1 + c2 ∗ β2 + c3 ∗ β3 > 0 (2.2)

If c1 = 1, c2 = 0, c3 = 0, then this results in β1 > 0, which simply tests if the signal/effect size

associated with the first regressor is positive. In the case of c1 = 0, c2 = 1, c3 = −1, this results in

β2 − β3 > 0, or β2 > β3, which tests whether the effect associated with the second regressor is greater

than the one associated with the third regressor. In the case of the regressors being different stimulus,

this is equivalent to studying whether the activation of that voxel results more from stimulus 2 or stimulus

3. Each different COPE results in a different PE map. In this specific example, one PE map would reflect

the voxel-wise values for the PE β1, and the other for the PE combination β2 − β3 [98].

After voxelwise modelling, the PE maps arising from the contrasts are used for hypothesis testing.

This starts with the assumption that there are no signals (effects) of interest in the data and that what

we measure is random noise: the null hypothesis. Then, a test statistic is chosen, which is a quantity

derived from the fitted GLM. Among the most common test statistics are t-statistics and F-statistics. The

t-statistic is the ratio between the amplitude of the quantity of interest (the PE value associated with the

contrast of interest) and its standard error (derived from the residual term ε after the complete model has

been fit). An F-statistic combines the quantities formed by a set of t-statistics. For example, one contrast

might form β1−β2 and another might form β2−β3, and an F-statistic can include both of these contrasts.

The nature of an F-test is to ask a question like “is effect A or effect B or effect C, or any combination of

them, significantly non-zero?”. Thus, an F-test tests for both positive and negative effects, responding

to any combination of non-zero effects, and can be induced by a single strong effect or several weaker

ones together [98].

The chosen statistical test is performed for all voxels in the brain. If a t-statistic is chosen, then it

results in a t-statistic image (a map of t-statistic values across all voxels). The t-values are converted
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into probability values, usually a normal Z statistic, via standard statistical transformation (z is a “Gaus-

sianised” t). Afterwards, this Z map is thresholded at a particular significance level to show which voxels

or clusters of voxels are activated at that particular significance level [98].

This threshold is usually chosen at a p-value of 0.05, meaning that every individual test has a 5%

chance of generating a false positive result. However, a typical fMRI dataset contains a very large

number of voxels, with more than 100,000 statistical tests being performed. Therefore, a p<0.05 would

result in up to 5000 voxels erroneously identified as significant. This is called the multiple comparisons

problem. A way to quantify the likelihood of obtaining one or more false positive results in a family of

tests is through the Family-Wise Error Rate (FWER). A commonly used approach to avoid such a high

false-positive rate in fMRI is called the family-wise error (FWE) rate correction. This correction considers

a family of tests instead of individual/voxel-wise ones, and the p-value is set to threshold the entire

family. This way, instead of every single voxel having a 5% chance of generating a false positive result,

the whole-brain has a 5% chance of having one or more false positives, and the remaining 95% have

none [98].

As mentioned before, the X matrix contains the explanatory variables/regressors, which represent

components expected to be found in the BOLD signal. The way that a regressor of interest is generated

consists in convolving an hemodynamic response function (HRF) with the time course of the stimulus

paradigm. This makes the choice of an appropriate HRF key in ensuring a good fit of the GLM regressors

to the observed BOLD signal timecourse.

An HRF characterises the BOLD signal response to a stimulus, i.e. it is the measurement that would

be expected in a perfect, noise-free MRI scanner when a subject received a short, sharp stimulus and

the brain was only responding to that (neglecting all other neuronal and physiological changes). After

neuronal activation, there is an intrinsic delay before regional vasodilation occurs and CBF increases.

Thus, the BOLD signal does not increase instantaneously. Also, it does not return to baseline immedi-

ately after the stimulus ends. This has to be taken into account by the HRF.

In order to estimate and characterize the HRF, Fristion et al. [101] and Lange & Zeger [102] ap-

plied deconvolution models to BOLD data and found that, in general, the HRF could be approximately

described by a gamma function. Later, it was realized that the model fit could be further improved by

using a combination of two gamma functions. This function remains until now known as the canonical

double-gamma HRF [103], illustrated in figure 2.6. It basically consists of a short onset delay (an initial

dip), a gradual rise to peak 5-6s after the stimulus, followed by a return to the baseline and a small post

stimulus undershoot before stabilizing again [99].

Although the HRF is of great value in most situations, the true shape of the HRF depends on the

properties of the evoking stimulus and varies considerably across subjects and within subjects across

different regions of the brain [104, 105]. By assuming that the HRF can be accurately described using

a single canonical response function, we will only find responses similar to that function. Instead, it is

possible to use a set of HRF basis functions that, when combined, express a wide range of hemodynamic

responses, thus allowing to detect voxels whose activity does not follow the standard response, such as

those with a wider response or with a later peak. The most commonly used basis set for fMRI analysis
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is the “canonical HRF plus temporal derivative” approach developed by Friston et al. [103]. Adding the

temporal derivative is equivalent to shifting the model slightly in time, and the rationale for doing so is

that it can achieve a slightly better fit to the data, reducing unexplained noise and increasing resulting

statistical significance.

Figure 2.6: Illustration of the canonical double-gamma hemodynamic response function (HRF). It depicts the change in BOLD
signal as a function of time, as would be expected in response to a very short stimulus. Figure adapted from [98].

2.3.3.2 Breath-hold fMRI data modelling

Analysis of BH BOLD data is easily accomplished using the GLM approach. As in for most task-based

fMRI studies, the explanatory variable referent to the BH task could, in principle, be generated by con-

volving the paradigm time course with the canonical HRF [95, 106, 107], and even adding the regressor

temporal derivative [103, 108, 109].

However, several aspects of BH-derived BOLD signal must be considered: (1) when performing

respiratory tasks, the BOLD signal increases after a relatively longer delay when compared to other

fMRI tasks [77]; (2) arterial CO2 accumulates over time, and thus BOLD signal increases gradually

throughout the duration of the BH [110]; and (3) increases in arterial CO2 due to BH differ between

subjects [111]. Consequently, the actual stimulus - PaCO2 increase - most certainly does not match the

simple BH square block paradigm.

In order to account for these differences, there have been several attempts to obtain more appropriate

regressors to model the BOLD signal in response to a BH task. For example, in order to account for the

longer delay observed in the BOLD response to respiratory tasks, one approach consists in introducing

onset delays to the BH square block paradigm, before convolving it with the canonical HRF. As an

example, a study compared four different stimulus paradigms: the standard square block paradigm,

the block paradigm + temporal derivative (TD), the block paradigm delayed by 9 seconds, and the block

paradigm delayed by 9 seconds + TD. The latter regressor, i.e. the block paradigm delayed by 9 seconds

convolved with HRF + TD, revealed to be the most appropriate in modelling the BOLD signal in response

to a BH task [110]. A wide range of delay values have previously been used, from 7s [112] up to 12s

[113].
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In order to account for the accumulation of CO2 over time, another study used ramp functions, as-

suming a linear increase in the BOLD response with the BH duration [108]. However, these did not

achieve acceptable repeatability and did not fully account for subject variability in BH performance.

Having in mind artifactual signal changes induced by the breathing cycle itself (image distortions

caused by chest motion, variations in arterial CO2 due to changes in the depth and rate of breathing),

Birn et al. [114] developed a respiratory response function (RRF) to model the BOLD response. This

response function correlated better with MRI signal changes induced by BH than the canonical HRF.

Lastly, and based on the fact that the change in arterial CO2 levels associated with the BH challenge

is the direct cause of the vascular response and consequent BOLD signal change, some studies have

collected end-tidal CO2 data (PETCO2) simultaneously with BOLD-fMRI data. By convolving this data

with an HRF, this new regressor provided more reproducible findings than ramp functions [108]. A

study compared different PETCO2-based regressors (PETCO2 trace, PETCO2 trace + TD, PETCO2

trace convolved with the canonical HRF, PETCO2 trace convolved with the canonical HRF + TD), and

concluded that the last one provided the best fitting model [110].

Additionally, using PETCO2 measures to normalize data showed to mitigate the effects of poor BH

task performance, which is particularly useful when studying patient populations [108]. However, as

mentioned before, measuring PETCO2 in a clinical study requires an extra hurdle because a nasal can-

nula must be used and participants need to be instructed to breathe through their nose before and after

the BH for proper measurement, which raises relevant compliance issues. In addition, some inaccura-

cies in the synchronization between PETCO2 and fMRI recording can exist, which may pose an extra

problem to the PETCO2 model [83].

Nevertheless, all these modelling strategies apply a single global time lag for the entire brain, which

is insufficient to explain variations of BOLD signal response across brain regions. This is a potential

limitation not only in healthy subjects, but in particular in patients with cerebrovascular pathology, where

regional BOLD signal changes are prone to be even more inhomogeneous due to reduced or delayed

arrival of blood to the brain, thereby altering the accuracy of CVR interpretation. Thus, a voxelwise delay

must be incorporated [115].

Several studies have attempted to take this into consideration when modelling the BOLD signal. One

of these consisted in incorporating voxelwise delay maps into the analysis. These maps were obtained

by temporally shifting the GLM and computing, in each voxel, the time shift that provided the highest

cross-correlation with the BOLD signal [77].

Alternatively, an interesting approach is the use of a sinusoidal model, which consists of a sinusoid

composed of the linear combination of a sine and cosine waves at the BH task frequency. This model

accounts for the complex shape of the BH BOLD response and the periodicity of the BOLD signal varia-

tions at the paradigm frequency. Also, its inherent phase flexibility allows for different time delays across

the brain, thus being able to model variations of BOLD signal across brain regions. When compared

to other models, a study observed that the sine-cosine modelling was better at fitting the BH BOLD

response than all the block-based approaches, and there was no significant difference in the variance

explained by the PETCO2 ∗ HRF + TD model (the best model so far) over the sine-cosine regressors
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[110]. Another study showed that the sine-cosine model produced equal or even higher repeatability

values than the PETCO2 model [83]. An additional advantage of the sinusoidal modelling is that it only

requires the BH task frequency and no further parameters or inputs, automatically performing delay

estimation, this way avoiding time lag assumptions and optimizations.

Bearing in mind the complex shape that the BH BOLD response may have (especially when the

BH is performed after an inspiration [90], as referred in Section 2.2.3) authors hypothesized that the

inclusion of harmonics (higher order Fourier basis sets) could improve the sine-cosine modelling of

the BH BOLD response, by allowing more flexibility to the amplitude, phase and shape of the model

[116]. Thus, they compared linear combinations of sine-cosine pairs at the BH task frequency and its

successive harmonics. They found that the 2nd order model (sine-cosine linear combination at the task

frequency with its first two harmonics) explained significantly more variance, produced a greater number

of responsive voxels, did not underestimate CVR amplitude, and showed better test-retest reproducibility

than lower order methods.

Having all this in consideration, the sine-cosine pair at the BH task frequency and its two harmonics

seem to be the most suitable model for BOLD-fMRI response to a breath-holding task.

2.3.3.3 Cerebrovascular Reactivity (CVR) and Time-To-Peak (TTP) maps

After modelling the BOLD response to the BH task, the CVR of the brain can be characterised. Quan-

tification of CVR can be done in terms of amplitude and temporal responses: regarding the amplitude,

CVR metrics is typically the BOLD percent signal change (for reasons of simplicity, we call this value

”CVR”), while in terms of temporal response, the metrics is the time-to-peak (TTP) of the BOLD signal.

As previously mentioned, the GLM is applied separately to each voxel’s BOLD timeseries. Thus, in

each voxel, BOLD percent signal changes can be calculated as the amplitude of the model’s maximum

relative to the baseline/normal breathing signal (multiplied by 100), and TTP can be calculated as the

time of the model’s maximum relative to the beginning of the BH. This makes it possible to obtain a value

of CVR and TTP for each voxel, resulting in whole-brain CVR and TTP maps for each subject.

2.3.4 Group-level fMRI data analysis

The main interest of most fMRI studies is to compare brain activity between different groups of subjects,

such as patients vs controls, and/or between different sessions/conditions, such as comparison between

different phases of the migraine cycle.

With this purpose, group-level analysis can be performed over the individual maps that were obtained

in single subject data analysis, once these are registered to a common standard space.

There are two common statistical approaches for group-level fMRI data analysis: fixed-effects (FE) and

mixed-effects (ME) analyses.

A FE analysis assumes that the experimental effect is fixed/constant across subjects, i.e. assumes

that the experimental stimulus has the same effect in the BOLD signal in every subject. Thus, this anal-
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ysis combines all data points from all subjects into a single analysis, and ignores inter-subject variance.

This presents an important disadvantage: the differences in activation reported by a FE analysis are

restricted to the particular sample of subjects present in the study, and are not representative of the

wider population to which they belong [117].

In its turn, ME models the inter-subject variability, and it therefore allows to make inferences about the

larger population from which the subjects were drawn. ME modelling options can be divided into para-

metric or non-parametric statistics. Parametric tests assume the data distribution to be normal/Gaussian,

which is a strong assumption rarely met by fMRI data (most of the time, there is no normality of the dis-

tribution of PEs across subjects) [118, 119]. Non-parametric tests are often a better alternative because

they make no assumptions regarding the data distribution. Instead, they estimate the null distribution

from the data itself, under the assumption that the null hypothesis is true. One common non-parametric

test is permutation testing. It creates the null distribution by repeatedly mixing up the subjects, i.e.

shuffling the assignment of experimental labels to the subjects (they alternate between the correct and

incorrect group). For each shuffle, data is analyzed to create a distribution of statistic values consisting

in the null hypothesis. Afterwards, un-permuted data (subjects with the correct label) is used to calculate

the real test statistic. By comparing the null distribution with the distribution of un-permuted data, the

significance of the statistic expressing the experimental effect can be assessed. The higher the number

of permutations, the more accurate is the test, since it gets closer to the true distribution, if all possible

permutations were performed [119, 120]. An advantage of the permutation test is that it is based on a

very small number of assumptions, thus being characterised by its accuracy and statistical power. The

only assumption in non-parametric tests is exchangeability: subjects are exchangeable if the permuta-

tion does not change the distribution under the null hypothesis. For example, when studying the same

subjects under two different conditions/sessions, it is only possible to permute the same subject between

the two sessions.

2.3.4.1 Region-specific analysis

When looking for group differences in brain vascular reactivity in migraine, an initial approach may con-

sist of a whole-brain analysis, meaning that a voxel-wise analysis will search for significant differences in

all brain voxels. However, it may also be of great interest to focus the research into specific brain regions

in order to identify threatened tissue areas in clinical patients.

2.3.4.1.1 Cerebral lobes

The cerebral cortex is generally divided into four lobes: frontal, occipital, parietal, and temporal lobes.

Each of these lobes exists in both right and left hemispheres of the brain and has its specific functions. All

together, cerebral lobes are responsible for most of the information processing taking place in the brain,

from sensation to cognition. For example, the occipital lobes are the main center for visual processing.

The visual information is sent to the parietal lobes, which are involved in receiving and processing

sensory information, and to the temporal lobes, which are responsible for memory, emotion, hearing

and language. In its turn, the frontal lobes control logical thought, personality, and voluntary movement
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[121].

Having in mind the complexity of migraine and its associated symptoms, several studies have in-

vestigated differences in the activity of the cerebral lobes in patients with migraine. The rationale to do

so is that it may allow the localization of atypical activations in migraine, including hypersensitivities or

identification of brain regions that may contribute to abnormal processing of sensory stimuli.

One of the most influential migraine studies measured rCBF in migraineurs during spontaneous

attacks and observed that, compared with the pain-free interval, there was an increase in rCBF during

migraine headache in the brainstem, visual and auditory association cortices [122]. In another study, the

temporal pole revealed to be hyperexcitable during a migraine attack in response to thermal pain-induced

activation compared with interictal activation [123]. In addition, when processing olfactory stimuli, mi-

graineurs had greater activation in the temporal pole, amygdala, cerebellum, and other brain regions,

during spontaneous migraine attacks compared to the interictal state [124].

In the particular case of this work, focusing the study of CVR in the cerebral lobes may help to

identify whether there is a particular cerebral lobe where cerebrovascular dysfunction is more prominent

in migraine.

2.3.4.1.2 Arterial flow territories

Vascular changes are recognized as an important pathophysiological factor in migraine. In addition,

CVR is an intrinsic brain mechanism whereby blood vessels regulate the cerebral blood flow. Thus, it

makes sense to focus the study of cerebrovascular reactivity on the arterial flow territories of brain blood

vessels.

Normal functioning of the brain is dependent upon adequate supply of blood through a dense network

of blood vessels, which is partially represented in figure 2.7.

Figure 2.7: (Left) Illustration of the major arteries of the human brain: the common carotid arteries (with two divisions - the external
and internal carotid arteries -), and the vertebral arteries. Figure adapted from [125]. (Right) Illustration of the Circle of Willis,
emphasizing the anterior cerebral arteries (ACA), the middle cerebral arteries (MCA), the posterior cerebral arteries (PCA), and
the vertebrobasilar artery (VBA). Figure adapted from [126].
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The two major sets of arteries supplying the brain are the common carotid arteries and the vertebral

arteries (both exist on right and left sides). The common carotid arteries have two divisions: the external

carotid arteries, which supply the face and scalp, and the internal carotid arteries (ICA), which supply

blood to most of the anterior portion of the brain. The vertebral arteries together with the basilar artery

(BA) comprise the vertebrobasilar artery (VBA), which is illustrated in figure 2.7 (Right). The VBA serves

as a critical arterial blood supply to the brainstem, cerebellum, thalamus, and occipital lobe [127].

At the base of the brain, the ICA and the VBA form a circle of communicating arteries known as the

Circle of Willis. From this circle, other arteries - such as the anterior cerebral arteries (ACA), the middle

cerebral arteries (MCA), the posterior cerebral arteries (PCA) - arise and travel to all parts of the brain.

The ACA supply the frontal lobe, the MCA supply a portion of the frontal lobe and the lateral surface

of the temporal and parietal lobes, and the PCA supply the temporal and occipital lobes. Investigating

CVR in the territories of the arteries of this complex vascular network may serve to identify which blood

vessels and respective supplied brain regions are mostly affected by impaired CVR and endothelial

dysfunction in migraine disorder.
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Chapter 3

State of the art

Few studies exist concerning investigation of CVR in migraine. The first evaluation of CVR in migraineurs

dates back to 1979 [128]. The authors used SPECT to compare CBF changes associated with CO2

inhalation between migraineurs and matched healthy controls. From then, mainly due to the exposure

to radiation and potentially toxic radioactive contrast agents used in radiotracer imaging techniques, the

majority of studies have used TCD, a more safe and non-invasive method. This technique, as previously

said, directly assesses large cerebral arteries’ velocity. In CVR studies of migraine, the most commonly

studied arteries are the MCA, the PCA and the BA. Unfortunately, TCD studies are not able to provide

regional information. Alternatively, fMRI scans overcome this limitation by providing whole-brain scans

with high spatial resolution. Nevertheless, to our knowledge, there is only one study in migraine that

assesses CVR through the use of fMRI [117].

Another important aspect in CVR studies of migraine is that the majority of them compare healthy

controls versus migraine patients only in the interictal phase. As explained in Section 2.1, migraine is a

cyclic disorder, where it is possible to distinguish four different phases. Thus, studying only one of them

does not cover the cyclical nature of the disease. Instead, following a longitudinal approach, where brain

activity of migraineurs is measured along the migraine cycle, holds greater potential because it allows

for the investigation of differences across several phases of migraine, as well as neurophysiological

mechanisms and even attack-specific alterations that may exist [2].

A literature review has been conducted, which is presented in table 3.1. Although the present work

uses fMRI and adopts a longitudinal approach only focused in episodic migraine patients without aura,

studies that use different techniques (mainly TCD) and compare healthy controls versus migraine pa-

tients (episodic and chronic; with and without aura) were also included, because they are comparable

with this work to some extent, and especially because of the very few number of studies that exist. Con-

trarily, studies that did not include episodic migraineurs without aura and the ones evaluating CBF or

CBV instead of CVR were excluded from this literature review.

Most studies included patients with both migraine subtypes (with and without aura), and five focused

on migraine without aura (MwoA). All studies employed TCD to assess CVR, except from one study

which employed SPECT and one that used fMRI. Regarding the vasoactive stimuli, the majority as-
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sessed CVR to hypercapnia obtained by BH or CO2 inhalation; two studies used infusion of chemical

substances (acetazolamide and L-arginine) and other two measured CVR in response to hyperventila-

tion. All studies assessed patients with migraine during the interictal, i.e. headache-free, phase, except

from five studies which compared the ictal with the interictal phases.
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Table 3.1: Cerebrovascular reactivity studies in migraine, presented in chronological order (most recent first).

Cohort (N,gender)
CBF measurement
technique

Vasoactive stimulus Acquisition phase Main findings

Chan (2019) [117]
Episodic MwoA (3, M)
Episodic MwA (2, F; 1, M)
HC (5, F)

fMRI

Inspired carbon dioxide
(4-8 mmHg above the
subject’s resting
PETCO2)

Interictal

In MwoA, compared to HC:
Similar CVR to CO2 at the cortex and
white matter tracts.
In MwoA, compared to MwA and HC:
Reduced (or even negative) CVR to
CO2 at the red nucleus of the midbrain.

Lee (2019) [129]
MwoA or MwA (201, F; 47, M)
HC (86, F; 19, M)

TCD Breath-holding Interictal
In MwoA and MwA, compared to HC:
Reduced CVR in the MCA, PCA and
BA.

González-Quintanilla (2016) [52]

Episodic MwoA (12)
Episodic MwA (25)
Chronic MwoA (13)
Chronic MwA (22)
HC (41)

TCD Breath-holding Interictal
In MwoA and MwA, compared to HC:
Reduced CVR in the MCA.

Rajan (2015) [55]
Episodic MwoA (30)
Episodic MwA (15)
HC (44)

TCD Breath-holding Interictal
In MwoA and MwA, compared to HC:
Reduced CVR in bilateral PCA and BA;
Similar CVR in bilateral MCA.

Perko (2011) [5]
MwoA (16, F; 4, M)
MwA (16, F; 4, M)
HC (16, F; 4, M)

TCD
Intravenous infusion of
100 ml of 30% L-arginine

Interictal
In MwoA and MwA, compared to HC:
Reduced CVR in the PCA;
Similar CVR in the MCA.

Arjona (2007) [130]
Episodic MwoA (36)
HC (44)

TCD Breath-holding Interictal
In MwoA, compared to HC:
No differences in CVR to CO2 in
bilateral MCA.

Silvestrini (2004) [131]
MwoA (15)
MwA (15)
HC (15)

TCD Breath-holding Interictal

In MwoA, compared to HC:
Similar CVR in the BA.
In MwoA and MwA, compared to HC:
Similar CVR in the MCA.

Dora (2002) [132]
Episodic MwoA (22, F; 1, M)
HC (9, F, 1, M)

TCD Breath-holding Interictal

In MwoA, compared to HC:
Increased CVR to CO2 of right and
left MCA;
CVR to CO2 of MCAs reflected no side
difference between the “headache”
side and “non-headache” side.

Kastrup (1998) [133]
Episodic MwoA (18, -)
Episodic MwA (2, -)
HC (17, F; 13, M)

TCD
Inhalation of carbogen
(95% O2, 5% CO2)

Interictal

In MwoA and MwA, compared to HC:
Increased CVR to CO2 of the ACA,
MCA and PCA;
The “headache” side revealed higher
CVR to CO2 than the “non-headache”
side.

Totaro (1997) [134]
MwoA (28, F; 2, M)
MwA (26, F; 4, M)
HC (27, F; 3,M)

TCD
Inhalation of carbogen
(95% O2, 5% CO2)

Interictal
In MwoA, compared to MwA and HC:
Reduced CVR to CO2 of the MCA.

Silvestrini (1996) [135]
MwoA (13, F; 2, M)
MwA (11, F; 4, M)
HC (15, -)

TCD Breath-holding Interictal

In MwoA and MwA, compared to HC:
Similar CVR to CO2 of the MCA;
Migraineurs with unilateral headaches
showed no asymmetry in CVR to CO2

of the MCA.

Valilkovics (1996) [136]
MwoA or MwA (12)
HC (19)

TCD
Injection of
acetazolamide

Interictal
In MwoA and MwA, compared to HC:
Similar CVR in bilateral MCA.

Silvestrini (1995) [137]
MwoA (10, F; 6, M)
HC (10, F; 6, M)

TCD Breath-holding Interictal and ictal

In MwoA, compared to HC:
Similar CVR in bilateral ACA, MCA
and PCA.
In MwoA, in ictal state compared to
interictal state:
Reduced CVR of the ACA, MCA
and PCA.

Zwetsloot (1992) [138] Episodic MwoA (17, F; 6, M) TCD Hyperventilation Interictal and ictal
In MwoA, in ictal state compared to
interictal state:
No differences in CVR of the VBA.

Zwetsloot (1991) [139]
MwoA (48)
HC (17)

TCD Hyperventilation Interictal and ictal

In MwoA, in ictal state compared to
interictal state:
No differences in CVR of the MCA
and BA.
In MwoA, compared to HC, in ictal
and interictal states:
No differences in CVR of the MCA
and BA.

Harer (1991) [140]
MwoA or MwA (21, F; 9, M)
HC (9, M; 21, F)

TCD
Inhalation of carbogen
(95% O2, 5% CO2)

Interictal and ictal

In MwoA and MwA, compared to HC:
Ictal phase:
Reduced CVR to CO2 of the MCA.
Interictal phase:
Nearly double CVR to CO2 of the
MCA ipsilateral to the headaches.

Thomas (1990) [141]
MwoA or MwA (7, F; 3, M)
HC (3, F; 7, M)

TCD
Inhalation of carbogen
(95% O2, 5% CO2)

Interictal
In migraineurs, compared to HC:
Increased CVR to CO2 of the MCA.

Sakai (1979) [128]
MwoA (32, F; 2, M)
MwA (13, F; 5, M)
HC (26, F; 22, M)

SPECT
Inhalation of carbogen
(95% O2, 5% CO2)

Interictal and ictal

In MwoA and MwA, compared to HC:
Prodrome and headache phases:
Reduced CVR to CO2 throughout
both hemispheres.
Interictal phase:
Excessive CVR to CO2;
The cerebral hemisphere on the
side of predominant head pain
showed significantly greater CVR
to CO2 than the “non-headache”
hemisphere.

fMRI = functional Magnetic Resonance Imaging; TCD = Transcranial Doppler; SPECT = Single Photon Emission Computed Tomography; CVR = Cerebrovascular Reactivity;
MwoA = Migraineurs without Aura; MwA = Migraineurs with Aura; CO2 = Carbon dioxide; PETCO2 = End-tidal partial pressure of carbon dioxide; ACA = Anterior Cerebral
Arteries; BA = Basilar artery; MCA = Middle Cerebral Arteries; PCA = Posterior Cerebral Arteries.
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Chapter 4

Materials and Methods

4.1 Participants and data

4.1.1 Participants

The present work used data acquired from a population of 14 female episodic migraine patients without

aura (MwoA) in the context of a previous project, which was carried out in accordance with the rec-

ommendations of Comissão de Ética para a Investigação Clı́nica, where all subjects filled an informed

consent form. Volunteers were recruited among the staff of Hospital da Luz (Lisbon, Portugal) and

patients from the acute care outpatient clinic.

Exclusion criteria included previous history of migraine with aura, other headache types and chronic

migraine. Besides, pregnant or claustrophobia-suffering subjects, as well as subjects with ferromagnetic

foreign bodies such as metallic implants, were excluded in order to ensure safety during data acquisition.

To avoid any possible pharmacological interference with the investigation, only oral contraception was

allowed as concomitant medication.

Table 4.1 presents participants’ demographic data together with several clinical parameters regarding

the participants’ migraine attacks: usual attack frequency (number of attacks per month), usual duration

of the attack (in hours), and usual headache intensity (assessed on a 0-10 visual analog scale (VAS),

where 0 corresponds to “non-existing” and 10 to “very strong” pain).

Table 4.1: Demographics and clinical parameters, averaged across participants.

Parameters mean ± SD
Age (y) 35.69 ± 7.35
Usual attack frequency (nr of attacks/month) 2.38 ± 1.56
Usual attack duration (h) 32.62 ± 25.27
Usual headache intensity (0-10 VAS) 7.38 ± 1.26

y = years; h = hours; VAS = Visual Analogue Scale
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4.1.2 Study design

This study followed a longitudinal approach, where each participant was evaluated in two different

phases of the migraine cycle. The first session (S1) corresponds to the ictal phase of the migraine

cycle. All subjects were experiencing head pain during the scan, therefore, the acquired data corre-

sponds to the headache phase of the ictal phase/migraine attack. The second session (S2) refers to the

interictal period, i.e. outside a migraine attack.

Regarding the first session (headache phase), participants were not allowed to take any relief medi-

cation within the preceding 12 hours, and should report a minimal headache intensity of 4 on a 0-10 VAS

before entering the scan. The second session was in all patients performed at least one month after the

first evaluation and with a minimal 48 hours delay from the last attack, to assure that the participants

were all in the interictal period (and not in the postdrome phase of the migraine attack).

Data were acquired in each session during a BH challenge, a motor task and visual stimulation.

While the BH challenge allows for investigation of vascular changes in migraine, the rationale for the

motor and visual data acquisitions was to investigate neuronal/brain activation differences between the

two migraine phases. More specifically, if there are differences in activation of the brain regions specific

to motor and visual functions between the ictal and interictal phases of migraine.

Several clinical parameters were reported during the first session, including the duration (time from

the beginning of the migraine attack until data acquisition onset) and headache intensity of the ongoing

attack. Also, participants rated the expression of several migraine-related symptoms using a 0-10 VAS.

This information is presented in table 4.2.

Table 4.2: Clinical parameters characterising the ongoing attack in S1, averaged across participants.

Parameters mean ± SD
Attack/Pain duration (h) 15.31 ± 18.94
Headache intensity (0-10 VAS) 6.81 ± 1.18
Nausea (0-10 VAS) 4.27 ± 1.54
Photophobia (0-10 VAS) 4.88 ± 1.66
Phonophobia (0-10 VAS) 5.00 ± 2.35

h = hours; VAS = Visual Analogue Scale

Given that information in table 4.1 refers to the usual attacks and table 4.2 refers to symptoms that

patients were experiencing at the time of the report, the latter are believed to be the most reliable since

they do not rely on patients’ memory of the details of the attacks. Furthermore, since the data acquisition

was performed at the time participants were experiencing the symptoms described in the table 4.2, this

may be of great use to study the neural mechanisms underlying these symptoms.

4.1.3 Image acquisition

All images were acquired with a 3 Tesla Siemens Verio MRI system using a 12-channel head radio-

frequency coil. Both structural and functional images were acquired in each session. The struc-

tural anatomic scans were performed using a T1-weighted magnetization-prepared rapid gradient echo

32



(MPRAGE) series with the following repetition time (TR), echo time (TE) and voxel size: TR=2250ms,

TE=2.26ms, and voxel size of 1mm x 1mm x 1mm. Regarding functional data, in each session par-

ticipants were given three different stimuli: a motor task, visual stimulation, and a BH challenge. All

functional scans were acquired using a T2*-weighted gradient echo-echo planar imaging (GE-EPI) se-

quence.

BOLD data acquisition parameters are presented in table 4.3. BOLD data referent to the motor task

and visual stimulation were acquired with the following parameters: TR=3000ms, TE=30ms, and voxel

size of 4mm x 4mm x 3.75mm. BOLD images referent to the BH task were obtained with the following

parameters: TR=2500ms, TE=50ms, and voxel resolution of 3.5mm x 3.5mm x 3.5mm.

Table 4.3: Acquisition parameters referent to the three BOLD datasets (breath-holding challenge, motor task, and visual stimula-
tion).

BOLD image
acquisition
parameters

Breath-holding (BH) Motor task Visual stimulation

Resolution (mm3) 3.5 x 3.5 x 7 4 x 4 x 3.75 4 x 4 x 3.75
Number of slices 21 37 37
Number of volumes 110 140 90
TR (ms) 2500 3000 3000
TE (ms) 50 30 30

The motor stimulus consisted of a bimanual finger tapping task cued by auditory instructions. The

protocol comprised three cycles of alternating periods of 60s of baseline condition (rest) and 60s of

motor task performance. At the end of the three cycles, a final 60s period of baseline condition was

added, resulting in a total protocol duration of 420s (7 minutes), presented in figure 4.1 (Top). The visual

protocol comprised four cycles of alternating periods of 30s of baseline condition and 30s of flashing

checkerboard visualization (frequency of 4Hz). At the end, a period of 30s of baseline condition (fixation

cross) was performed. The total visual protocol duration was of 270s (4.5 minutes), shown in figure

4.1 (Center). Only 12 of the 14 participants were able to perform both sessions of the motor task and

visual stimulation, therefore, only these were considered for subject- and group-level analysis of motor

and visual data. Regarding the BH task, the protocol comprised two 25s periods of self-paced breathing

(baseline) at the beginning and end of the protocol and three 75s cycles of alternating periods of 20s

apnea (BH) cued by auditory instructions and preceded by a preparatory inspiration, and followed by 55s

of self-paced breathing (total duration of 275s, approximately 4.5 minutes). This protocol is presented in

figure 4.1 (Bottom). Only 11 of the 14 participants were able to perform both sessions of BH, therefore,

only these were considered for subject- and group-level analysis of BH data.

All three paradigms are represented in figure 4.1.
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Figure 4.1: Illustration of the three fMRI paradigms used in this work. (Top) Motor task paradigm. (Center) Visual stimulation
paradigm. (Bottom) Breath-holding task paradigm.

4.2 BOLD-fMRI data processing and analysis

As previously referred, only 12 of the 14 participants were able to perform both sessions of the motor task

and visual stimulation, and only 11 could perform both sessions of the breath-holding task. Therefore,

only data from these patients were considered for data processing and analysis.

Processing of BOLD-fMRI and further analysis was conducted using both the FMRIB Software Li-

brary (FSL, https://fsl.fmrib.ox.ac.uk/) and the MATLAB software (https://www.mathworks.com/

products/matlab.html). The FSL built-in tools were run both from the command line and graphical user

interfaces (GUIs) [142].

4.2.1 Preprocessing and registration

4.2.1.1 Preprocessing

As previously explained in Section 2.3.2, the first step in data analysis consists in applying preprocessing

methods. In this work, these methods and respective FSL tools were the following:

(i) Removal of non-brain tissues, using the Brain Extraction Tool (BET, https://fsl.fmrib.ox.ac.

uk/fsl/fslwiki/BET) [143]. This tool uses the mean volume of the fMRI data, creates a brain mask,

and applies it to all volumes to eliminate unwanted voxels, such as the ones in the skull.

(ii) Segmentation of the brain, which delineates where different tissues or structures are. Using

the FMRIB’s Automated Segmentation Tool (FAST, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FAST),

brain was segmented into different tissue types including the grey matter (GM), white matter (WM) and

cerebrospinal fluid (CSF).
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(iii) Distortion correction, also called B0 unwarping, using the FUGUE tool (https://fsl.fmrib.ox.

ac.uk/fsl/fslwiki/FUGUE).

The echo planar imaging (EPI) sequence used for functional data acquisition is affected by magnetic

field inhomogeneities, which cause geometric distortions and signal losses. Once the data have been

acquired, there is no way to retrieve areas where signal loss has occurred. Only geometric distortions

can be corrected. A common method to do so is called B0 unwarping, which is based on the acquisition

of a field map image characterizing the location of field inhomogeneities (where distortions are more

critical) [99]. The FUGUE tool here applied makes use of this fieldmap image to calculate the geometric

distortions and compensate for (not completely remove) these artefacts in the functional images.

(iv) Motion correction, using the Motion Correction FMRIB’s Linear Registration Tool (MCFLIRT, https:

//fsl.fmrib.ox.ac.uk/fsl/fslwiki/MCFLIRT) [144] and nuisance regression of motion parameters.

Head motion occurs in every fMRI data acquisition scan. One of its critical consequences is the

mismatch between the location of subsequent images in the time series, which results in a discordant

spatial correspondence between voxels and anatomical areas over time. In order to correct for this

mis-alignment between images, we must perform volume registration, also known as realignment. The

MCFLIRT tool here applied relies on optimization and registration techniques to align different volumes

acquired for one subject. This is done by defining a common reference scan (the middle volume) and

realign each image to it. MCFLIRT estimates 6 motion parameters (3 rotations and 3 translations along

the axis x, y and z) for each volume and applies a rigid body geometrical transformation based on these

parameters to each volume in order to align every single one with the template [145].

In addition to realignment, nuisance regression of motion parameters was performed. This helps in

reducing the influence of additional signal intensity changes/disruption caused by head motion (due to

movement, a voxel that has no brain tissue in it at one time point, suddenly contains tissue) and further

clean up the signal. The correction method for these artifacts begins by creating a multiple regression

linear model to model the observed signal in each voxel in terms of the motion parameters, which means

that the motion parameters will be the regressors/EVs. Then, these motion parameters are included as

nuisance regressors in each voxel’s GLM. The term nuisance is used to describe regressors that do not

contribute to the signal of interest but are included in the GLM to pick up extra variability in the data.

Thus, they are regressed out from the GLM that models the fMRI time series, leaving only the signal

of interest [118]. Moreover, instead of considering only 6 regressors, it is often beneficial to include the

derivatives of the motion parameters, or even squared or delayed versions of them, as they can help

model motion-related noise and spikes in the data [120].

(v) Nuisance regression of motion outliers, using the FSLMotionOutliers tool (https://fsl.fmrib.

ox.ac.uk/fsl/fslwiki/FSLMotionOutliers).

The motion parameter nuisance regression in (iv) only accounts for signal changes induced by small

motions. In order to account for artifacts induced by strong and large head motion, nuisance regression

of motion outliers is performed.
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The FSLMotionOutliers tool detects timepoints in an fMRI dataset that have been corrupted by rapid

and large motion. To achieve this, it starts by performing motion correction and calculating metric values

for each timepoint that indicate how much it is affected by motion. After this calculation, the metric values

are thresholded to look for outliers. A confound matrix is then generated, with a separate column for each

timepoint that is considered to be an outlier. Within each column, the values are all zeros except for the

timepoint that is considered to be the outlier, whose value is one. This confound matrix is added to the

GLM, where the influence of each outlier will be modeled with a separate parameter estimate (PE). This

means that the intensities at that timepoint (in any voxel) have no influence on any of the other PEs,

effectively removing the effect of these timepoints from the estimation of all the effects of interest.

(vi) Spatial smoothing, using the SUSAN tool (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/SUSAN)

[146].

This consists in the application of low-pass spatial filters to the images in order to reduce the high-

frequency spatial components, i.e. removing small-scale changes from the image. The principal reason

to do so is the resulting increase in the signal-to-noise ratio (SNR).

The standard spatial smoothing procedure consists of convolving the fMRI signal in each voxel with

a Gaussian kernel. This Gaussian spatial filter will spread the intensity at each voxel in the image over

nearby voxels. The distance of its effects, i.e. the amount of smoothing, is determined by the width of

the Gaussian distribution (Full Width at Half-Maximum, FWHM): the larger the FWHM, the greater the

smoothing. This value should be the minimum necessary to achieve the desired results. A reasonable

starting point is a FWHM of 1.5x the voxel dimension [120]. The chosen FWHM for this work was of 5

mm.

(vii) High-pass temporal filtering, using the FEAT tool.

Temporal filtering is performed in order to remove the effects of confounding signals with known or

expected frequencies. This helps attenuate noise and thus increase the SNR, substantially improving

the quality of fMRI data [99]. Very-low frequency changes are observed in fMRI experiments, such

as those related to scanner drifts (≈<0.01 Hz), which are induced by hardware imperfections. These

changes often appear as near linear increases or decreases in absolute signal over the experiment (last

regressor of no interest in figure 2.5), and can be extremely problematic for fMRI experiments. The most

commonly used filters to address this issue in task-based fMRI are high-pass filters, with a cutoff value

of about 2 times that of the task-frequency (the interval between one trial start and the next one) [118].

The cutoff frequency used in this work was 0.01 Hz, which succeeded in eliminating scanner-related

drifts from the signal, consequently increasing SNR.

4.2.1.2 Registration and normalization

The last preprocessing step after subject-level data analysis was the registration of the subjects’ func-

tional images to the structural images, and normalization to the standard space. This was performed in

a two-step process.
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The first step consisted in registering the functional images of each subject to the respective struc-

tural space (T1-weighted images) through FLIRT boundary-based registration (BBR, https://fsl.

fmrib.ox.ac.uk/fsl/fslwiki/FLIRT_BBR). This registration is a linear registration (with 6 degrees of

freedom, like in motion correction (iv)) in which the cost function to minimize is based on EPI (functional)

intensity difference between voxels inside and outside of white-matter/grey-matter boundaries (that were

previously defined by T1-weighted segmentation in (ii)).

The second step is the normalization from the structural space to a common anatomical template.

The standard space used was the Montreal Neurological Institute (MNI) 152 standard space T1-weighted

average structural template image (2mm) [147]. The normalization to the MNI152 template was per-

formed through a non-linear registration using FMRIB’s Non-Linear Registration Tool (FNIRT, https:

//fsl.fmrib.ox.ac.uk/fsl/fslwiki/FNIRT). A non-linear registration is able to translate, rotate, zoom

and shear one image to match it with another, thus accounting for the alignment of internal structures.

These local deformations often do a better job than using a simple linear registration. The cost function

(that defines the difference between the images) used by FNIRT was the sum-of-square difference, and

the intensity values between grid points were interpolated using a trilinear approach.

Finally, the two transformations (registration and normalization) were combined, defining a single

transformation from the functional space to the standard space.

4.2.2 Subject-level BOLD-fMRI data analysis

Regarding subject-level data, the first step of the analysis was to use the GLM approach, as explained in

Section 2.3.3.1. This was performed using FEAT (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FEAT),

a software tool contained in FSL for high quality model-based fMRI data analysis. The model represents

what we expect to see in the data: changes in BOLD hemodynamic response to neural activity in

response to a certain stimulus. Thus, the explanatory variables included in the model were derived

from the stimuli paradigms that were applied to the subject in the MRI scanner, i.e. motor, visual and BH

tasks.

4.2.2.1 Function-specific BOLD fMRI data analysis

The explanatory variables representing the paradigms of the motor task and visual stimulation were

obtained in the standard way: convolving a square box function at the timing of the stimulus presentation

with the canonical double gamma HRF, and adding its temporal derivative.

Regarding the motor task, as stated in Section 4.1.3, the task consisted of three and a half cycles

of 60s of baseline condition followed by 60s of bimanual finger tapping. The regressor of interest used

in the GLM to model the hemodynamic response to this task was a square box at the timing of the

paradigm convolved with the canonical double gamma HRF, along with its temporal derivative. In order

to regress out noise components, the motion parameters and motion outliers estimated by the MCFLIRT

and FSLMotionOutliers tools, respectively, were also included in the model. An example of the design

matrix and contrasts used for a specific subject and session is represented in figure 4.2. The first EV
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corresponds to the regressor of interest, the second to its temporal derivative, and the remaining ones

refer to the confound regressors, meaning that they are ignored in the sense that no PEs maps will be

constructed for such regressors. The last five regressors consist of the motion outliers detected, and the

remaining ones to the motion parameters. The contrast C1 (with a 1 for EV1 and 0 elsewhere) tests for

voxels where activation follows the motor task (activation of interest).

Figure 4.2: Representative design matrix and contrasts used in subject-level GLM to assess brain activation in response to the
motor task for one illustrative subject and session.

The visual protocol comprised four and a half cycles of alternating periods of 30s of baseline con-

dition and 30s of flashing checkerboard visualization. Accordingly, the regressor used to model the

response to the visual stimulation was a simple square block timing convolved with the double-gamma

HRF, along with its temporal derivative. Motion parameters and motion outliers obtained during the pre-

processing were also added to model noise present in the data. An example of the design matrix and

contrasts used for a specific subject and session is represented in figure 4.3. The first EV corresponds

to the regressor of interest, the second to its temporal derivative, and the remaining ones refer to the

non-interest regressors: the last two regressors consist of the motion outliers detected, and the remain-

ing ones to the motion parameters. The contrast C1 (with a 1 for EV1 and 0 elsewhere) tests for voxels

where activation follows the visual stimulation (activation of interest).
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Figure 4.3: Representative design matrix and contrasts used in subject-level GLM to assess brain activation in response to the
visual task for one illustrative subject and session.

4.2.2.2 Breath-hold BOLD fMRI data analysis

Concerning the breath-holding data, as explained in detail in Section 2.3.3.2, the most satisfactory

modelling approach of the BOLD-fMRI response to a BH task is the use of a sine-cosine pair at the BH

task frequency and its first two harmonics. In this work, the BH protocol included three 75s cycles of

alternating periods of 20s apnea and 55s of normal breathing (baseline). Thus, the regressors consisted

in sine and cosine waves at task frequency (75s) and their first and second harmonics. Motion parame-

ters and motion outliers were also included in the model. An example of the design matrix and contrasts

used for a specific subject and session is represented in figure 4.4. The first and fourth EVs correspond

to the sine and cosine waves at task frequency, the second and fifth to their 1st harmonics, and the third

and sixth to their 2nd harmonics, respectively. The last two regressors consist of the motion outliers

detected, and the remaining ones to the motion parameters. As an example, the contrast C1 (with a 1

for EV1 and 0 elsewhere) tests for voxels where activation follows the sine waveform. For the BH task,

five different F-tests were constructed: F4 combined the contrasts referring only to the sine and cosine

waves (C1 and C4), F5 combined the sine and cosine waves and their 1st harmonics (C1, C2, C4 and

C5), F2 combined the sine wave and its 1st and 2nd harmonics (C1, C2 and C3), F3 combined the

cosine wave and its 1st and 2nd harmonics (C4, C5 and C6), and finally, F1 combined all the regressors

of interest - sine and cosine waves and their 1st and 2nd harmonics (C1, C2, C3, C4, C5 and C6).
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Figure 4.4: Representative design matrix and contrasts used in subject-level GLM to assess brain activation in response to the
breath-holding challenge for one illustrative subject and session.

For each stimulation type, the GLM was fit to the data in each voxel. The method that FEAT uses to

do this on first-level data is FILM (FMRIB’s Improved Linear Model). Among the outputs are several Z

statistic maps, one for each contrast (and each F-test in the case of the BH data). Cluster thresholding

(cluster p<0.05 and voxel Z-score>3.1) was then performed on these statistic maps in order to identify

brain regions with stimulus-related activation.

4.2.2.2.1 Cerebrovascular reactivity (CVR) and time-to-peak (TTP) maps computation

The next step of the analysis was to obtain whole-brain maps describing the CVR. CVR can be charac-

terised quantitatively in terms of amplitude and temporal responses. In terms of amplitude, the metric is

typically the BOLD percent signal change (PSC), while in terms of temporal responses, it is the time-to-

peak (TTP) of the BOLD signal/response. As the general linear model obtained in FEAT recreates the

BOLD signal/response, the values of CVR and TTP were computed from it.

First, the six regressors of interest (sine and cosine waves, and their 1st and 2nd harmonics) and

respective parameter estimates values were used in MATLAB in order to recreate the GLM of the BOLD

response at each voxel. The GLM recreates the BOLD response of a particular voxel to the entire BH

protocol performed by each subject, i.e. to the three BH cycles. In order to obtain just one CVR and

TTP value for each voxel, we computed the mean of the three BH cycles’ models and computed CVR

and TTP values from this single averaged model. BOLD percentage signal changes were computed

in each voxel as the amplitude of the model’s maximum relative to the average signal during the first

baseline period (first 25 seconds) multiplied by 100 (% BOLD). Outlier voxels were identified as having

PSC values 2 standard deviations above the mean value and were removed from further analysis. Time-

to-peak (TTP) values were also computed in each voxel as the time of the model’s maximum relative to
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the onset of the BH. An exemplification of CVR and TTP computation from the sinusoidal modelling is

demonstrated in figure 4.5.

Figure 4.5: Schematic representation of the computation of the CVR metrics from the sinusoidal modelling obtained from the
GLM. BOLD percentage signal change consists in the amplitude of the model’s maximum (point a) relative to the average signal
during the first baseline period (initial 25 seconds) multiplied by 100. Time-to-peak (TTP) consists in the time of the model’s
maximum (point a) relative to the onset of the BH.

The next step was to obtain two distinct brain maps for each subject: one with the value in each voxel

being the CVR in %BOLD, and another with the value in each voxel being the TTP in seconds.

These maps were created only within the brain regions presenting significant activation to the BH

task. To do so, we created masks of these regions: we binarized the thresholded Z statistic images ref-

erent to the F-test 1 (all regressors of interest - sine and cosine waves and their 1st and 2nd harmonics)

resulting from each subject-level analysis. This resulted in a whole-brain binary mask for each subject

and session, with a value of 1 in voxels showing significant activation in response to the BH task, and 0

elsewhere. These individual binary masks were imported to MATLAB and used as a template to create

the CVR and TTP maps for each subject and session.

In addition, CVR and TTP maps were only assigned non-zero values for voxels belonging to the grey

matter (GM). The rationale for this was that, within the brain, the distribution of blood flow is heteroge-

neous. GM is a very much vascularized area, that receives several times more flow than white matter

(WM) (comparable to that in heart muscle) [86]. Additionally, in BH-CVR studies, greater BOLD signal

change is usually seen in GM while nonsignificant changes are usually observed in WM [91, 93, 148].

A study aiming to investigate the distribution of CVR within the brain observed a three times higher per-

cent signal change in GM compared to WM [149]. Also, it revealed a hemispherically symmetrical and

homogeneous distribution of CVR over the entire GM. Hence, we decided to obtain these maps only

within the GM.

To do so, GM masks had to be created for each individual. Resulting from the tissue segmentation
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of the structural images performed during the preprocessing (Section 4.2.1.1), there were GM whole-

brain images for each subject. Voxel values of these images represent the probability of that particular

voxel belonging to the grey matter. In order to create binary masks (a value of 1 for voxels belonging

to GM, and 0 elsewhere), these images were thresholded at a probability value of 0.5 and binarized,

meaning that only voxels with >50% probability of belonging to GM were given a value of 1. Then, they

were registered to the individual’s functional image in each subject and session, by using the spatial

transformation from functional to structural spaces that had been obtained during the preprocessing

registration step.

The GM masks were imported to MATLAB and the whole-brain CVR and TTP maps were obtained

only within them for each subject and session.

4.2.3 Group-level BOLD-fMRI data analysis

At this stage, resulting from the subject-level data analysis were CVR and TTP maps, as well as motor

and visual activation maps, for each subject and for each session.

In order to compare brain activity between the two sessions (ictal versus interictal phases of the

migraine cycle), the individual maps were registered to the standard MNI152 space making use of the

spatial transformation obtained during preprocessing, and group-level analysis was performed.

4.2.3.1 Voxel-wise analysis

The group-level analysis started with a voxel-wise investigation of ictal versus interictal differences in

motor and visual activation maps, and CVR and TTP maps. This means that every single voxel was

individually tested for significant differences between S1 and S2.

To do so, non-parametric permutation testing was implemented using the randomise tool from FSL

(https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Randomise).

Randomise performed group-level analyses in a very straightforward way: it began by computing

for each subject the difference between the two conditions (S1−S2) for each one of the stimuli (motor,

visual, BH); then, these within-subject differences were entered into a one-sample (group) t-test.

As an example, for the group-level analysis performed on CVR maps, there were 22 separate 3D

brain maps (11 subjects, with 2 maps per subject) resulting from the subject-level analysis. The first

step was to use fslmaths (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Fslutils) to calculate the dif-

ference between S1 and S2 for each subject, ending up with one 3D image per subject. Then, fslmerge

(https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Fslutils) was used to create a single 4D volume with

the 11 individual difference images (along the 4th dimension).

This 4D volume was given as an input to randomise. Randomise conducted 5000 permutations of

the data to build up the null distribution to test against, and output a whole-brain map with the value

in each voxel being the 1p-value. Once thresholded voxel-wise, these maps show the voxels in which

activation between the two conditions (S1 vs S2) was significantly different.

Randomise performs multiple comparisons correction with the Threshold-Free Cluster-Enhancement
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(TFCE) method. Therefore, in the output 1p-value images, only FWE-corrected p-values less than 0.05

are accepted, meaning that the chance of having one or more false positives over the entire brain is no

more than 5%.

4.2.3.1.1 Whole-brain

This sequence of steps was conducted for the CVR and TTP maps, as well as for the motor and visual

brain activation maps. This resulted in four whole-brain images representing the differences in reactivity

and brain activation between ictal and interictal phases of the migraine cycle.

4.2.3.1.2 Region-specific

Assessing CVR and TTP differences in global GM provides insight into the overall variations of the

responsiveness of the cerebrovasculature to the BH hypercapnia stimulus. However, after the whole-

brain group-level analysis, we were interested in regional variations in vascular reactivity within the brain.

With that purpose, we proceeded to investigate CVR and TTP differences in particular brain regions, i.e.

a region-specific group-level analysis.

This next step required the creation of brain masks to define those specific regions. These masks

consisted of whole-brain images with a value of 1 in voxels that belong to the brain region being masked,

and 0 in voxels that do not belong. These masks were given as an input to the randomise command,

which investigated ictal versus interictal differences in CVR and TTP maps only in the voxels included in

the masks.

4.2.3.1.2.1 Cerebral lobes

First, we focused on the structural cerebral lobes: frontal, occipital, temporal, and parietal lobes. Masks

of these regions were obtained from the Harvard-Oxford Cortical structural atlas, which already comes

with FSL [150].

This atlas is normalized to the MNI152 standard space, and partitions the brain into different labels,

each one representing a different brain region. The intensity in each voxel corresponds to its probability

of belonging to a specific brain structure.

In order to obtain a binary mask (0’s and 1’s) instead of a probabilistic map of each cerebral lobe, we

must threshold the probabilistic map at a certain probability value. We chose a value of 10%, meaning

that every voxel with >10% probability of belonging to the cerebral lobe being masked was included in

the binary mask.

We created four different masks for each one of the cerebral lobes, which are presented in figure 4.6.
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Figure 4.6: Cerebral lobes masks used for the region-specific group-level analysis performed in this study: frontal, occipital,
parietal and temporal lobe masks. The masks were defined in the standard MNI152 space. All masks are represented in the
sagittal, coronal and axial planes (from left to right) for better representation. A and P mark the anterior and posterior sides in the
sagittal and axial representations. R and L mark the right and left sides in the coronal and axial representations. S and I mark the
superior and inferior directions in the sagittal and coronal representations.

4.2.3.1.2.2 Arterial flow territories

We then focused our attention on blood flow territories.

Ready-to-use arterial flow territory probability atlas are available online [151]. They were developed

from brain images of 158 subjects, and correspond to probability maps of the left and right internal carotid

arteries (ICA) and vertebrobasilar artery (VBA) flow territories. The intensity in each voxel represents

the probability (0-1) of that particular voxel belonging to the artery flow territory.

In order to obtain a binary mask, the threshold chosen was 0.3, meaning that every voxel with >0.3

(30%) probability of belonging to the arterial flow territory was included in the masks. The final ICA and

VBA masks are presented in figure 4.7. The goal of creating these two different masks was to obtain

distinct masks for the anterior and posterior cerebral circulations: the ICA flow territory mask represents

the anterior cerebral circulation, thus including more anterior regions of the brain as well as regions

supplied by the ACA and MCA (frontal lobe and lateral surfaces of the temporal and parietal lobes);

the VBA flow territory mask represents the posterior cerebral circulation, thus including posterior brain

regions as well as the regions supplied by the PCA (including some regions of the temporal lobe).
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Figure 4.7: Arterial flow territories masks used for the region-specific group-level analysis performed in this study: internal carotid
arteries (ICA) and vertebrobasilar artery (VBA) masks. The lighter red corresponds to the overlap of both masks. The masks were
defined in the standard MNI152 space. All masks are represented in the sagittal, coronal and axial planes (from left to right) for
better representation. A and P mark the anterior and posterior sides in the sagittal and axial representations. R and L mark the
right and left sides in the coronal and axial representations. S and I mark the superior and inferior directions in the sagittal and
coronal representations.

As explained earlier in Section 2.3.4.1.2, the VBA supplies posterior regions of the brain. More

specifically, it serves the brainstem, the cerebellum, the occipital lobe, and the thalamus. In order to be

more specific in the investigation, we also wanted to assess if there was a particular region included in

the VBA flow territory that presented ictal versus interictal CVR differences in migraine. To do so, we

created masks of these regions by overlapping the VBA flow territory mask with masks of the brainstem,

the cerebellum, the occipital lobe, and the thalamus, which were obtained from the FSL atlases [150]

(similar to what was done with the cerebral lobes masks). These four additional masks are presented in

figure 4.8.
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Figure 4.8: Vertebrobasilar artery (VBA) flow territory mask overlapped with four respective segmented regions masks: brainstem,
cerebellum, occipital lobe, and thalamus (from left to right) used for the region-specific group-level analysis performed in this study.
The masks were defined in the standard MNI152 space. All masks are represented in the sagittal, coronal and axial planes (from
left to right) for better representation. A and P mark the anterior and posterior sides in the sagittal and axial representations. R
and L mark the right and left sides in the coronal and axial representations. S and I mark the superior and inferior directions in the
sagittal and coronal representations.

4.2.3.2 Region-of-interest (ROI) analysis

The next step of this investigation focused on the regions identified by the group-level analysis, i.e. the

regions that presented statistically significant CVR and TTP differences between the ictal and interictal

phases of the migraine cycle. We call this ”Region-of-Interest (ROI) analysis”.

4.2.3.2.1 Correlation with clinical features

In order to search for possible relationships between the values of CVR and TTP within the ROIs and

several clinical features, a post-hoc analysis was performed.

For each subject and session, mean values of CVR and TTP within these regions were computed and

Pearson correlation analysis [152] was performed between the individual mean CVR and TTP values and

several migraine clinical features. For testing the null hypothesis (no correlation) against the alternative

hypothesis of a significant correlation, a significance threshold of 5% was applied.

The clinical parameters considered for correlation were either general, i.e. characterizing partic-

ipants’ usual attacks, or referring to the ongoing attack on the day of S1. The clinical features are

presented for each subject in the table 4.4. The only general feature (the headache intensity) was cor-

related with CVR and TTP values from both S1 and S2, while the clinical features characterising the

ongoing migraine attack were correlated with CVR and TTP values only from S1.
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Table 4.4: General migraine clinical parameters and migraine clinical parameters characterizing the ongoing attack in the day of
S1, for each participant.

Subject
General clinical parameter Clinical parametes in S1
Usual headache intensity

(0-10 VAS)
Attack/Pain duration

(h)
Headache intensity

(0-10 VAS)
Photophobia

(0-10 VAS)
1 7.5 7.38 8 3
2 10 22.25 6 3
3 6 1.23 6 2
4 7.5 67.8 5 4
5 7 9.2 7 8
6 8 41.27 7 5
7 6 12.33 6 5
8 8 7.07 8 7
9 6.5 6 9 5
10 9 3.33 8 6.5
11 5.5 11.12 6 5

h = hours; VAS = Visual Analogue Scale
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Chapter 5

Results and Discussion

The main goal of the present work was the investigation of CVR differences between the ictal and interic-

tal phases of the migraine cycle. With this purpose, data referred to a BH task from 11 migraine patients,

who underwent two fMRI sessions (S1, ictal and S2, interictal), was preprocessed and afterward ana-

lyzed to construct CVR and TTP maps. Afterwards, the statistical analysis of these maps allowed for the

detection of significant vascular reactivity group differences between S1 and S2.

5.1 Subject-level BOLD-fMRI data analysis

5.1.1 Function-specific BOLD fMRI data analysis

Apart from a BH task, patients were also subjected to a motor task and visual stimulation in both sessions

S1 and S2. Analysis of the data referred to these tasks for each subject and session was carried out

and resulted in whole-brain maps showing the clusters of voxels with significant activation in response

to visual and motor stimuli. Representative motor and visual brain activation maps are represented in

figure 5.1.

After going through all the individual motor and visual brain activation maps (for all subjects and

sessions), it was observed that the clusters of activated voxels were all located in the brain regions

specific to motor and visual functions, i.e. motor and visual cortices, as expected.
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Figure 5.1: Representative brain activation maps in response to the motor task (top) and visual stimulation (bottom) for one
illustrative subject and session. The map is represented as a thresholded Z -map (Z>3.1) in the standard MNI152 space. The z
coordinate in the standard space is shown for the most inferior and most superior slices in the axial plane.
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5.1.2 Breath-hold BOLD fMRI data analysis

5.1.2.1 Cerebrovascular reactivity (CVR) and time-to-peak (TTP) maps computation

Regarding the CVR and TTP maps, these were only obtained (for each individual and each session)

within the voxels belonging to each individual’s GM. Representative CVR and TTP maps are shown in

figure 5.2. For all subjects and for both sessions, virtually the entire GM presented significant activation

in response to the BH task. This result is not surprising since GM is a highly vascularized area within

the brain and in most CVR studies using a breath-holding task, GM presents a very large signal change

[86, 91, 153].

Figure 5.2: Representative cerebrovascular reactivity (CVR, %BOLD) and time-to-peak (TTP, s) maps for one illustrative subject
and session. The maps are represented in the standard MNI152 space. The z coordinate in the standard space is shown for the
most inferior and most superior slices in the axial plane.
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5.2 Group-level BOLD-fMRI data analysis

Group-level analysis was performed on motor, visual, and reactivity (CVR and TTP) data in order to

study differences in brain activation and reactivity between the ictal and interictal phases of the migraine

cycle.

5.2.1 Voxel-wise analysis

5.2.1.1 Whole-brain

A whole-brain analysis was performed for each one of the different group of maps (motor, visual, CVR

and TTP) in order to assess voxel-wise differences concerning brain activation and reactivity between

S1 and S2. These differences were estimated using non-parametric permutation testing. Statistically

relevant voxels were the ones surviving to a significance threshold of 0.05, FWE-corrected with the

TFCE method.

Motor fMRI data group-level analysis

Regarding the motor task, no voxel has survived the significance threshold of 0.05, meaning that no

significant group differences between S1 and S2 were found. The maximum 1p-value of the output map

of the group-level analysis was of 0.63. Thus, it is possible to conclude that migraineurs do not present

any neuronal alterations in motor function-specific brain regions between the ictal and interictal phases

of the migraine cycle.

Visual fMRI data group-level analysis

The voxel-wise group-level analysis of the visual data revealed significant differences in brain ac-

tivation between S1 and S2, which are presented in figure 5.3. It is possible to observe that these

differences were not in brain regions involved in visual functions, as they did not occur in occipital/visual

cortex regions.
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Figure 5.3: Group-level analysis of brain activation maps in response to visual stimulation: map of statistically significant differ-
ences between the ictal and interictal phases. Increased brain activation was found in the ictal vs. interictal phase (p<0.05). The
map is represented in the standard MNI152 space. The z coordinate in the standard space is shown for the most inferior and most
superior slices in the axial plane.

In order to investigate these clusters of voxels, in particular their location, the FSL tool cluster (https:

//fsl.fmrib.ox.ac.uk/fsl/fslwiki/Cluster) was used. A threshold of 0.95 was given, meaning

that this tool reported information only about the clusters with 1p-values higher than 0.95 (equivalent

to threshold at p<0.05). The output provided by cluster was a table reporting the different clusters,

together with their size and information about their location and contents (in this case, the maximum 1p-

value within each cluster). The clusters of voxels identified as presenting activation differences between

S1 and S2 were predominantly located in the right premotor cortex (Brodmann area 6) and Broca’s area

(Brodmann areas 44 and 45).

Table 5.1: Characteristics of the two larger clusters showing significant ictal > interictal brain activation differences in response to
visual stimulation.

Cluster
index

Number
of voxels

Peak MNI
coordinate

Brain region(s)

x y z
1 115 44 67 64 Right premotor cortex (Brodmann area 6)
2 53 75 67 36 Left Broca’s area (Brodmann areas 44 and 45)

Nevertheless, brain regions normally involved in and responsible for visual functions showed no dif-

ferential activation to visual stimulation between S1 and S2. The same results were observed regarding

brain regions involved in motor functions. Together, these observations allowed us to assume that the

neuronal brain response was not altered between the ictal and interictal phases of migraine.

Thus, we proceeded into a group-level analysis on reactivity data (CVR and TTP maps) assuming

that neuronal changes did not occur in these patients between S1 and S2, and hoping to be able to
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identify alterations in brain vascular responses during ictal versus interictal phases.

Cerebrovascular reactivity fMRI data group-level analysis

CVR data group-level analysis started by averaging the values of CVR and TTP maps (within the

GM) for each subject and session, in order to obtain individual mean values of CVR and TTP, regardless

of the voxelwise group analysis. The boxplots representing the distributions of the mean CVR and

TTP values (within the GM) for each session are represented in figure 5.4. Afterwards, an analysis

of variance (ANOVA) was performed over the individual S1 and S2 averaged CVR and TTP values in

order to analyze paired differences between the ictal and interictal phases. The ANOVA test revealed no

significant difference in the mean CVR and TTP between the ictal and interictal periods (p>0.05).

Figure 5.4: Boxplots representing the distributions across patients of the mean CVR and TTP values within the GM for each
session. In the boxplots, the central mark is the median; the edges of the box are the 25th and 75th percentiles; the upper and
lower extreme represent, respectively, the maximum and minimum values (excluding outliers).

Following, a non-parametric permutation testing was performed over the CVR and TTP maps in or-

der to investigate group differences between the ictal and interictal phases. The brain maps resulting

from these group-level analyses revealed a very small cluster of voxels in occipital regions surviving

the significance threshold of 0.05 (FWE-corrected with the TFCE method) for both CVR and TTP differ-

ences. The maximum 1p-value reported for CVR and TTP group-level analysis was of 0.97 and 0.96,

respectively. However, we did not consider these clusters to be relevant due to their very small size. In

fact, they were barely detected when thresholding the outpup 1p-value map at 1p>0.95 (equivalent to

p<0.05).

In this analysis it would be expected to find bigger clusters of voxels showing alterations in vascular

reactivity between the ictal and interictal phases of migraine. The absence of significant results may

be partially explained by the low number of participants in the study and consequent lack of statistical

power, not enough to survive a strict corrected threshold, together with the fact of the brain region being

investigated in this group analysis being relatively large (the entire GM).
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5.2.1.2 Region-specific

Following the whole-brain (more specifically, GM) group-level analysis of CVR and TTP maps, a region-

specific voxel-wise analysis was performed in these maps in order to assess voxel-wise differences of

particular brain regions between S1 and S2. These differences were estimated using non-parametric

permutation testing. Statistically relevant voxels were the ones surviving to a significance threshold of

0.05, FWE-corrected with the TFCE method.

5.2.1.2.1 Cerebral lobes

The first brain regions to be studied in closer detail were the cerebral lobes. After defining masks

representing these regions, CVR and TTP group differences between S1 and S2 were assessed within

each one of the four cerebral lobes: frontal, occipital, parietal and temporal lobes.

Concerning the frontal, parietal, and temporal lobes, no voxel has survived the significance threshold

of 0.05, meaning that no significant group differences between S1 and S2 were found. This result

enabled to conclude that there is no vascular reactivity differences in the frontal, parietal, and temporal

lobes between the ictal and interictal phases of episodic migraine without aura. As previously referred,

an abnormal CVR is a downstream marker of impaired endothelial function. Therefore, finding no CVR

and TTP differences means that there is no endothelial impairment in these brain regions between S1

and S2.

As for the occipital lobe mask, the group-level analysis revealed an increased CVR and TTP during

the ictal phase compared to the interictal phase of migraine, as shown in figure 5.5. Specifically, these

differences were located in the primary visual cortex (V1), and in the visual areas 2, 3 and 4 (V2, V3,

and V4).

One important aspect to mention is that the voluntary act of breathing, which is present when per-

forming a BH challenge, is able to induce neuronal activation and consequent local cerebral blood flow

and oxygenation changes. These CBF changes could influence the results, i.e. it could be possible that

some of the BOLD signal changes time-locked to the BH challenge were neuronal in origin. Previous

studies have investigated the brain regions involved in the conscious control of breathing and identified

the primary sensory and motor cortices, the supplementary motor area, the cerebellum, thalamus, cau-

date nucleus, globus pallidum, and medulla [154]. By looking at the maps in figure 5.5, it is possible

to observe that the group-level analysis results of this work did not reveal significant differences in any

of these regions. Thus, it can be assumed that neuronally-induced BOLD response is unlikely to have

contributed to the group differences found in occipital regions of the brain.

55



Figure 5.5: Group-level analysis of CVR and TTP maps performed within the occipital lobe mask: maps of statistically significant
differences between the ictal and interictal phases. Increased CVR and TTP were found in the ictal vs. interictal phase (p<0.05).
The map is represented in the standard MNI152 space. The z coordinate in the standard space is shown for the most inferior and
most superior slices in the axial plane.

5.2.1.2.2 Arterial flow territories

Afterwards, we focused our search for reactivity differences on blood flow territories, in particular the

territories of the internal carotid arteries (ICA) and vertebrobasilar artery (VBA).

Regarding the group analysis performed within the ICA flow territory mask, no voxels survived the

significance threshold of 0.05, which means that no differences in CVR and TTP between S1 and S2

were found in this region. The ICA flow territory mask represented the anterior cerebral circulation,

including the regions supplied by the ICA as well as by the ACA and MCA, i.e. frontal and lateral surfaces

of the temporal and parietal lobes. Thus, the fact that no group differences were found within this brain

mask is concordant with the previous result reported in section 5.2.1.2.1 of no group differences in

frontal, parietal and temporal lobes.

Revisiting the literature review, the vast majority of studies have used TCD to evaluate CVR in middle

cerebral arteries (MCA). Moveover, most of them compared patients in the interictal phase of migraine

with matched healthy controls. The results have yielded both hyperreactivity [132, 133, 141] and hypore-

activity [52, 129, 134], but most of them found no reactivity differences of the MCA between migraineurs

in the attack-free interval and controls [55, 130, 131, 135, 136]. Thus, it can be declared that the MCA in

the interictal phase of migraine are not affected by an abnormal vascular reactivity, and hence no cere-

bral endothelial dysfunction. Regarding comparison of ictal versus interictal phases of migraine, the first

study performing this comparison used SPECT imaging and focused predominantly in MwoA patients.

It observed a reduced CVR to hypercapnia during the attack, which returned to normal 6-20 hours after
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the headache had subsided, and was excessive during the interictal/headache-free phase [128]. These

observations were supported by a further TCD study by Harer et al. [140], who observed a reduced

CVR of the MCA during the headache attack, followed by nearly CVR in the interictal phase. Contrary

to these results, one study showed no difference in CVR of these arteries in migraineurs between the

attack and the attack-free interval [137]. The results of the present work are consistent with these last

findings and extent them to the anterior cerebral circulation (not only the MCA), showing similar vascular

reactivity (CVR and TTP) of this circulation between the ictal and interictal phases of migraine.

Thus, previous studies’ results of normal interictal CVR in the MCA in migraine patients (compared

to controls), together with this work’s result of similar CVR of the ICA flow territory between the ictal and

interictal phases of migraine, suggest that the anterior cerebral circulation is not affected by impaired

vascular reactivity in migraine.

As for the VBA flow territory mask, group-level analysis revealed increased CVR and TTP within this

region during the ictal compared to the interictal session. These results are presented in figure 5.6,

where it is possible to observe that the statistically significant clusters of voxels are essentially located

in the same regions as the ones found within the occipital lobe mask (figure 5.5).

Figure 5.6: Group-level analysis of CVR and TTP maps performed within the VBA flow territory mask: maps of statistically
significant differences between the ictal and interictal phases. Increased CVR and TTP were found in the ictal vs. interictal phase
(p<0.05). The map is represented in the standard MNI152 space. The z coordinate in the standard space is shown for the most
inferior and most superior slices in the axial plane.
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As explained back in section 2.3.4.1.2, the VBA serves as a blood supply not only to the occipital

lobes, but also to the brainstem, the cerebellum, and the thalamus. In order to be able to draw more

robust conclusions regarding occipital regions of the brain, and also to assess whether any of the re-

maining brain regions supplied by the VBA presented CVR differences between S1 and S2, group-level

analyses were performed in four additional masks (VBA flow territory mask overlapped with these four

brain regions’ masks). From these, only the VBA flow territory + occipital lobe mask presented statisti-

cally significant group differences between S1 and S2, that can be seen in figure 5.7. It is possible to

observe that the statistically significant clusters of voxels are essentially the same as the ones identified

in the group-level analysis performed within the occipital lobe mask (figure 5.5).

Figure 5.7: Group-level analysis of CVR and TTP maps performed within the VBA flow territory mask overlapped with the occipital
lobe mask: maps of statistically significant differences between the ictal and interictal phases. Increased CVR and TTP were found
in the ictal vs. interictal phase (p<0.05). The map is represented in the standard MNI152 space. The z coordinate in the standard
space is shown for the most inferior and most superior slices in the axial plane.

All together, these results showed that patients with episodic migraine without aura have increased

CVR and TTP within the posterior cerebral circulation (represented by the VBA territory mask), more

specifically within occipital regions, during the headache phase of a spontaneous migraine attack com-

pared to the interictal phase.

Regarding the literature review, the vast majority of studies regarding CVR of the posterior cerebral

circulation in migraine compared patients during the interictal/attack-free period with healthy subjects.

Contradictory results have been achieved, ranging from reduced [5, 55, 129] to normal [131, 139] and

even exaggerated [133] interictal vascular responses of migraineurs’ brain in comparison with controls.

In the first study back in 1979, reactivity to CO2 inhalation was reduced during the attack, returned to

normal values 6-20 hours after the attack, and was excessive during the interictal/headache-free interval
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[128]. Later on, Kastrup et al. [133] achieved the same result: increased CVR to CO2 inhalation of the

PCA during the interictal phase of migraine compared to healthy controls. Two other studies found no

differences in CVR between migraineurs and healthy controls [131, 139].

Perko et al. were the pioneers in using L-arginine infusion as the vasoactive stimulus to induce

hypercapnia. They evaluated vascular reactivity of the PCA in migraine patients during the interictal

phase in respect to healthy subjects [5]. Rajan et al. [55] performed the same comparison in the PCA

as well as in the BA, using BH as the vasoactive stimulus. Both studies observed reduced CVR of the

posterior circulation arteries outside the migraine attack compared to healthy subjects. Importantly, both

studies also assessed the MCA and found no difference in their reactivity. Thus, these results showed

for the first time an impairment of the CVR restricted to the posterior cerebral circulation in migraine

patients during the interictal phase compared to healthy subjects. A more recent study confirmed these

results by observing a reductal interictal CVR in the PCA compared to HC [129].

Regarding the investigation of ictal versus interictal differences in posterior cerebral circulation’s re-

activity, to the best of our knowledge, there are only three TCD studies performing this comparison. The

first evaluated the basilar artery (BA) [139] and the second study both the BA and VBA [138], during and

outside a migraine attack without aura. No differences in vascular reactivity between both periods were

detected, which lead the authors to declare that the functional integrity of these posterior circulation’s

arteries was not affected during migraine attacks without aura. The third study observed a lower reac-

tivity during the migraine attack than the migraine-free interval, suggesting a failure of cerebrovascular

regulation during attacks of migraine without aura [137].

The results of the present work contribute with new evidence to the literature. They demonstrated

for the first time that migraine patients during spontaneous attacks had increased CVR of the posterior

cerebral circulation restricted to occipital regions compared to the interictal period. In addition, vascular

reactivity was examined not only in terms of percent signal change, but also in terms of the amount of

time to reach the peak of response/CVR. To the best of our knowledge, this was the first time that the la-

tency/delay of the response was evaluated in migraine patients, since previous studies mostly used TCD

and hence were uncapable of assessing this information. Both CVR and TTP of the posterior cerebral

circulation showed to be increased during the ictal versus interictal phases of migraine, which is consis-

tent with the reduced reactivity of this circulation reported in the interictal phase of migraineurs relative to

controls. It is important to refer that this work did not perform any comparison between migraineurs and

healthy controls. Thus, it is impossible to infer whether our results indicate an above normal reactivity

during the ictal phase or a below normal interictal reactivity. Nevertheless, a reduced CVR of occipital

regions during the interictal phase observed in this work may indicate a potential endothelial dysfunction

of these areas, which would somehow be alleviated in the ictal phase.

Plenty of evidence exists that considers endothelial dysfunction an index of increased susceptibility

to cerebrovascular events, in particular ischemic stroke [58]. In migraine, it is known that there is a

2-fold increased risk of ischemic stroke [40] and it has been observed that migraine accounted for 13%

of all first-ever ischemic stroke of unusual cause [39]. This connection between migraine and stroke

is recognized as being complex and multi-factorial. Heterogeneous mechanisms may contribute to the
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increased risk of stroke in migraineurs. At this point, proposed linking mechanisms include genetic

predisposition, coagulation abnormalities such as platelet hyperaggregability and consequent cerebral

microembolism, and/or cardiac abnormalities [47, 155–157]. In order to further elucidate the association

between migraine and stroke, it is of great value to study vasculature in this disease, in particular the

CVR. In fact, and although not a single cause directly causes stroke, reduced CVR and endothelial

dysfunction can predispose migraine patients to ischemic stroke by several manners. Firstly, reduced

CVR may explain the lower ischemic threshold reported in experimental models of migraine, additively

or synergistically with cortical excitability and spreading depolarization [158]. Endothelial dysfunction

can not only impair the detection and rapid vasodilatory response to hypoxia or hypercapnia, but it can

also hamper the development of collateral channels in response to ischemia [129]. Having said, the

reduced interictal versus ictal CVR and inferable endothelial dysfunction found in this work may suggest

that migraine patients are at increased risk of an ischemic stroke during the interictal phase of migraine.

This is consistent with the finding of strokes rarely developing during a migraine attack [158].

One could argue that migraineurs were more prone to cardiovascular risk factors and hence cerebral

infarcts. However, no significant differences in cardiovascular risk factors were observed between mi-

graine patients with and without posterior circulation territory infarct-like lesions, and migraineurs did not

present increased predisposition to atherosclerosis [55]. These facts suggest that these lesions are not

atherosclerotic. Thus, endothelial dysfunction of the posterior cerebral circulation assumes the greatest

importance as a potential mechanism to explain higher risk of cerebral infarcts in these brain regions in

migraineurs. Nevertheless, no assumptions can be undoubtedly made due to the evident heterogenous

relationship between migraine and stroke. Future studies are needed to further untangle the complex

migraine-stroke association.

Importantly, several studies have focused on characterising the ischemic strokes occurring in mi-

graine, aiming to investigate the vasculopathy associated to them. Initial studies promptly reported the

occipital lobe as the main site involved in infarcts ocurring in migraine patients [159–163]. Later on, a

population-based study suggested that migraineurs were at increased risk of cerebellar posterior circu-

lation territory infarcts [45]. Adding to this, ischemic-like lesions have been found in the territory of the

posterior cerebral circulation in migraine patients [44, 164, 165], and especially the PCA territory has

shown to be significantly involved in cerebral infarcts associated with migraine [165, 166]. All together,

these results provide evidence to a particular vulnerability of the posterior cerebral circulation regarding

cerebral infarcts in migraine. Our findings of decreased interictal versus ictal CVR restricted to occipi-

tal brain regions of migraineurs are consistent with the increased vulnerability of these areas regarding

cerebral infarcts and ischemic-like lesions in migraine.

Why reduced vascular reactivity and deducible endothelial dysfunction have been frequently lim-

ited to the posterior circulation in migraine is not clear. Kruit et al. [44] investigated infarct-like lesions

in migraine and suggested an explanation for silent infarcts occurring in the posterior circulation terri-

tory: they proposed a combination of hypoperfusion (low cerebral blood flow) during migraine attack

and artery to artery embolism [44]. Specifically, they postulated that a decrease in cerebral perfusion

pressure and associated changes in cerebral haemodynamics may affect the clearance and destination
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of embolic particles; simultaneously, narrowing of the arteries and endothelial anomalies may provoke

the formation of thrombi, and occlusive thrombi further reduce blood flow and brain perfusion. Another

study observed a strong association between migraine and hypoplastic/underdeveloped arteries of the

posterior circulation [167], which could be an additional agent on the specificity of CVR impairment in

posterior brain regions.

5.2.2 Region-of-interest (ROI) analysis

The spatial maps of the ictal versus interictal differences identified within the occipital lobe, VBA flow ter-

ritory and VBA flow territory overlapped with the occipital lobe were used to define masks representing

the ROIs within which the values of CVR and TTP were averaged for each subject. The boxplots repre-

senting the distributions of the mean CVR and TTP values for each session and ROI are represented in

figure 5.8. Median of mean ictal CVR across subjects in the occipital lobe, VBA flow territory, and VBA

flow territory + occipital lobe was 2.3%, 2.6%, and 2.3%, respectively. Median of mean interictal CVR

across subjects in the occipital lobe, VBA flow territory, and VBA flow territory + occipital lobe was 1.3%,

1.3%, and 1.3%, respectively. Median of mean ictal TTP across subjects in the occipital lobe, VBA flow

territory, and VBA flow territory + occipital lobe was 36.8 s, 36.8 s, and 36.6 s, respectively. Median

of mean interictal TTP across subjects in the occipital lobe, VBA flow territory, and VBA flow territory +

occipital lobe was 24.6 s, 22.6 s, and 24.8 s, respectively.

Afterwards, in order to investigate paired differences between the ictal and interictal phases, an

analysis of variance (ANOVA) test was performed over the within ROI-averaged CVR and TTP values,

for each ROI. The ANOVA test revealed a significant paired difference in the mean CVR and TTP of all

ROIs between the ictal and interictal periods (p<0.05). This was an expected result since CVR and TTP

showed to be increased during the attack when compared to the attack-free period within these three

ROIs in the voxelwise analysis.
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Figure 5.8: Boxplots representing the distributions across patients of the mean ictal and interictal CVR and TTP values within the
ictal>interictal regions-of-interest (ROIs) found by the region-specific, voxelwise group-level analysis shown in figures 5.5, 5.6 and
5.7. In the boxplots, the central mark is the median; the edges of the box are the 25th and 75th percentiles; the upper and lower
extreme represent, respectively, the maximum and minimum values (excluding outliers). The ANOVA test revealed significant
differences (p<0.05) for the CVR and TTP differences between the ictal and interictal phases within all the three ROIs, which are
marked with an asterisk.

5.2.2.1 Correlation with clinical features

A post-hoc analysis was performed regarding CVR and TTP values within the ROIs. The relationship

between the individual mean CVR and TTP within the ROIs and several migraine clinical parameters

was assessed through Pearson correlation analysis. The results are displayed in table 5.2.

No p-value was below the significance threshold of 0.05, which means that no significant correlations

were found between any of the migraine clinical parameters and mean CVR and TTP values.

Boxplots in figure 5.4 reveal a higher dispersion of ictal CVR and TTP values within the ROIs than

interictal ones. It was hypothesized that this could be explained by the fact that patients in S1 were

studied at different times during the attack, and hence it was expected to observe some correlation

between the time from attack onset to data acquisition (attack/pain duration) and CVR and TTP values.

However, this was not observed and therefore we cannot support this assumption.
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Table 5.2: Pearson correlation analysis between mean CVR and TTP values within the regions-of-interest (ROIs) in each session
and participants’ general clinical parameter and clinical parameters characterizing the ongoing attack. The ρ corresponds to the
Pearson correlation coefficient.

ROI
Cerebrovascular
reactivity index

Session
General clinical parameter Clinical parameters in S1
Usual headache intensity Attack/Pain duration Headache intensity Photophobia

Occipital
lobe

CVR
S1 ρ=0.21 (p=0.56) ρ=-0.55 (p=0.10) ρ=0.28 (p=0.44) ρ=0.26 (p=0.46)
S2 ρ=-0.32 (p=0.37) - - -

TTP
S1 ρ=-0.33 (p=0.35) ρ=-0.35 (p=0.32) ρ=-0.18 (p=0.62) ρ=-0.39 (p=0.27)
S2 ρ=-0.33 (p=0.35) - - -

VBA flow
territory

CVR
S1 ρ=0.02 (p=0.95) ρ=-0.54 (p=0.11) ρ=0.16 (p=0.65) ρ=0.21 (p=0.56)
S2 ρ=-0.10 (p=0.78) - - -

TTP
S1 ρ=-0.35 (p=0.33) ρ=-0.36 (p=0.30) ρ=-0.18 (p=0.61) ρ=-0.37 (p=0.29)
S2 ρ=-0.30 (p=0.39) - - -

VBA flow
territory

+
Occipital lobe

CVR
S1 ρ=0.21 (p=0.56) ρ=-0.55 (p=0.10) ρ=0.29 (p=0.42) ρ=0.29 (p=0.41)
S2 ρ=-0.37 (p=0.29) - - -

TTP
S1 ρ=-0.33 (p=0.36) ρ=-0.34 (p=0.34) ρ=-0.19 (p=0.61) ρ=-0.39 (p=0.26)
S2 ρ=-0.32 (p=0.37) - - -
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Chapter 6

Conclusions

In the present study, a group of patients was studied during the ictal and interictal phases of migraine.

In both scanning sessions, BOLD-fMRI data were acquired during a BH challenge, a motor task and

visual stimulation. Analysis of data referent to the sensory stimuli (motor and visual) revealed unaltered

neuronal response of the motor and visual functions specific brain regions between both migraine pe-

riods. BOLD-fMRI data referent to the BH task were analysed within the entire brain, the four cerebral

lobes, and anterior and posterior cerebral circulations’ flow territories. The group-level analysis revealed

increased CVR and TTP in the posterior cerebral circulation restricted to occipital brain regions in the

ictal versus intercital phase, pointing to an endothelial dysfunction of the posterior cerebral circulation in

migraine.

Regions that reported increased ictal versus interictal CVR and TTP in the present work are asso-

ciated with cerebral ischemia. Ischemic-like lesions have been found in the territory of the posterior

cerebral circulation, and especially the occipital lobe and the posterior cerebral artery (PCA) have been

consistently identified as the main brain regions involved in cerebral infarcts associated with migraine.

Altered CVR within occipital regions might explain, to some extent, the vulnerability of the posterior cere-

bral circulation regarding migrainous infarcts: impaired CVR reflects endothelial dysfunction, which is a

risk factor for vascular events such as cerebral infarcts.

The present work contributes with new evidence to the limited literature. Most CVR studies in mi-

graine make use of TCD to compare migraineurs in the interictal phase with healthy controls. In addition,

they mostly assess CVR in MCA. To our knowledge, only one fMRI study has investigated CVR in mi-

graineurs, and this again focused only on the interictal period. The present study is therefore the first

using fMRI to report on CVR differences between spontaneous migraine attacks and pain-free periods.

6.1 Limitations and future work

The first limitations worth mentioning regard the study design. The small number of participants strongly

limits the statistical power of the findings, possibly limiting the generalisability of the results. The fact that

patients were scanned during the headache phase of migraine can also be seen as a pitfall. First, some
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patients may have declined their participation in the study because they had to be scanned during pain;

second, the ones who enrolled in the study were not so collaborative in session 1 which may have caused

inter- and intrasubject variations in task performance. Additionally, patients during the ictal session were

not scanned at exact same time from attack initiation, i.e. the time from attack onset until acquisition

(pain duration) was not the same for all the participants. Although this variation may be seen as useful to

investigate possible relationships between CVR and pain duration, equal periods of time between attack

onset and scanning would probably strengthen this investigation and allow even more attack specific

features to be found. In addition, it would have been of great value to include healthy controls in the

study in order to investigate whether migraine patients present an above the normal CVR during the

ictal phase or a below the normal CVR during the interictal phase, this way testing the hypothesis of

a reduced interictal CVR that increases during attacks. Furthermore, migraine patients during other

phases of the ictal period, such as the prodrome and postdrome, could also be investigated, as a means

to increase the limited knowledge on mechanisms involved in these phases.

Regarding the imaging technique used (BOLD-fMRI), some limitations could be pointed out: BOLD

contrast depends on and is influenced by CBF, cerebral blood volume (CBV), and cerebral metabolic

rate of oxygen (CMRO2) [86]. Thus, it does not provide a direct measure of CBF, but rather measures

a complex combination of vascular and metabolic parameters. Even so, BOLD-fMRI is superior to the

alternative techniques, since it provides high spatial resolution and regional information of the brain.

Considering the CVR metrics achieved using BH BOLD-fMRI, these are relative metrics, mainly

qualitative in nature, because the baseline values are unaccounted for and the signal is expressed

in percent change. This is unlike Arterial Spin Labeling (ASL), a true perfusion imaging technique

which gives a direct quantitative measurement of CBF. ASL has shown to be superior to BOLD in terms

of spatial localization (because it reflects a single physiological process, namely CBF, it yields better

spatial correlations with the actual site of regional involvement than BOLD), signal quantification, and

susceptibility effects [168]. However, ASL scans have also been reported to activate one third less voxels

[92]. Additionally, its intrinsically low signal-to-noise ratio (SNR) and additional technical difficulty have

limited its applicability to studies of CVR. Nonetheless, a recent report found that CVR measurements

are similar when using ASL and BOLD contrasts, suggesting that both techniques can provide consistent

information and are suitable for studying vascular dysfunction [169].

Another possible pitfall of this study could be the vasoactive stimuli used to induce hypercapnia. The

breath-holding (BH) task is a very simple technique with significant advantages over the other existing

methods, namely its noninvasiveness and being easy to implement, in particular when studying patient

populations. Also, it is capable to produce similar increases in arterial CO2 levels and resultant BOLD

CVR maps as those achieved by using gas-inhalation techniques [73]. However, being a respiratory

challenge, BH can simultaneously alter oxygen levels in addition to the intended CO2 levels, i.e. it can

result not only in the desired hypercapnia, but also in mild hypoxia. A relevant concern is that changes

in arterial oxygen could possibly influence the BOLD contrast [170]. Fortunately, the role of arterial

O2 pressure in CBF regulation seems to be minor: hypoxic ranges of 60-80mmHg PaO2 are needed

to induce significant CBF changes, which are very unlikely with the 20s BH duration used in this work
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[171]. Also, CO2 cerebral reactivity has shown to be 60/150 times larger than to O2 [172]. Having said,

we are confident to declare that the hypoxic component of BH challenges did not influence our work’s

results.

Regarding the acquisition guidelines, findings to date suggest that preferred parameters for a stan-

dardized approach to BH-CVR may include 20s BH duration, end-expiration, controlled breathing during

rest, and normalization to end-tidal CO2 levels [91]. The BH tasks performed by the subjects in this study

were 20s long, preceded by a preparatory inspiration and followed by periods of self-paced breathing. In

general, the preparatory inspiration leads to a more complex BOLD response. Also, the end-expiration

BH technique with computer-paced breathing has shown to offer superior repeatability [95]. However,

end-inspiration protocols tend to be easier to perform, and therefore are recommended when dealing

with potentially less cooperative patients (which is the case of this work, in which patients during S1 were

experiencing pain) [173]. As for using computer-paced normal breathing instead of self-paced breathing,

this could reduce possible inter- and intra-subjects CBF differences arising due to CO2 variations caused

by subjects’ ventilation (breathing rate and breathing depth) and lung function [95]. Nevertheless, we

used self-paced normal breathing because it minimizes deep breathing and its associated hypocapnia,

and mainly because it was better accepted by the volunteers.

The direct cause of the vascular response and BOLD signal changes is the change in arterial CO2

levels associated with the BH challenge. Thus, measuring PETCO2 could provide a full model of the

hypercapnia stimulus, and could be used as a regressor of the GLM analysis instead of the sine-cosine

regressor employed in this study. At the same time, it would increase the reproducibility of results

and reduce inter- and intrasubject variability caused by respiratory and BH-task compliance differences

[108]. In addition, it would be possible to obtain a quantitative interpretation of CVR results if the BOLD

ratio was normalized by PETCO2. However, CO2 tracing requires complex experimental setups that are

in general uncomfortable for the subjects. Furthermore, it has been shown that absolute BOLD signal

intensity changes after an hypercapnic challenge hold better reproducibility and lower between-subject

variability than BOLD ratios normalized by PETCO2 [174].

Lastly, this study holds the great advantage of following a longitudinal approach, i.e. comparing the

same migraine patients in the ictal and interictal phases of the disease. This makes the observed CVR

and TTP alterations possibly specific to migraine. In particular, migraine without aura patients were

found to have increased CVR and TTP in occipital regions during the ictal phase of migraine compared

with the interictal state.

In summary, this work showed that BH-CVR using fMRI is a promising and practical measure to

assess CVR, and one that is sensitive to group differences when comparing migraineurs in different

phases of the migraine cycle. We could conclude that migraine patients without aura might have impaired

CVR and cerebral endothelial dysfunction in the posterior cerebral circulation, which could associate

migraine and cerebral infarcts that are more common in the PCA distribution in these patients. To the

best of our knowledge, it has not been yet documented whether endothelial dysfunction is involved in the

pathogenesis of migraine. Thus, the role of cerebral endothelial dysfunction in migraine pathogenesis

should be investigated in future studies.
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Additionally, as can be seen from the discussion above, there is still a variety of imaging techniques,

acquisition methods and analysis strategies for CVR assessment. This certainly contributes to the het-

erogeneity and contrary findings of CVR studies in migraine performed so far. The lack of standardized

methodologies makes it difficult to compare results across investigations, hinders the drawing of repro-

ducible and robust conclusions regarding cerebrovascular physiology, and hampers the applicability of

these methods in clinical applications. Thus, it would be a great step in the investigation of migraine to

try to standardize the approaches used to assess CVR in these patients.

The results found in this study contribute with completely new evidence regarding CVR between

ictal and interictal phases of migraine. These findings consist in a step closer to our knowledge and

understanding of the pathophysiology of migraine.
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