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Abstract

The content extraction problem has been a subject of study ever since the expansion of the World
Wide Web. Its goal is to separate the main content of a webpage, such as the text of a news, from the
noisy content, such as advertisements and navigation links.

Most content extraction approaches operate at a block level; that is, the webpage is segmented into
blocks and then each of these blocks is determined to be part of the main content or the noisy content of
the webpage.

In this thesis, we try to apply content extraction at a deeper level, namely to HTML elements. During
the course of the thesis, we investigate the notion of main content more closely, create a dataset of
webpages whose elements have been manually labeled as either part of the main content or the noisy
content, and apply machine learning to this dataset in order to separate the main content and the noisy
content. We proposed an algorithm called X-CEX to solve this content extraction problem, it was based
on the Content Extractor Algorithm. Finally, this method and it’s processes are evaluated using a different
dataset of manually labeled webpages.
Keywords: Information Extraction, Wep Pages, Machine Learning, Supervised Learning, Content
Extractor

1. Introduction
1.1. Motivation and Problem

This work is an interesting challenge, as it aims to
analyze and improve the existing systems for view-
ing news, publications, articles, among others, on
the Web.

The pages on the World Wide Web, are com-
posed by a lot of irrelevant content called ”noise”,
Lan Yi [12] separated this ”noise” into 2 groups
according to its granularity, the Global Noise and
Local Noise. Global Noise is related to irrelevant
content on pages with high granularity, which, as a
rule, is not less than one page. Typically more as-
sociated with copied and/or duplicated pages, old
unused pages, among others. Local Noise is re-
lated to small regions within a Web page, typically
associated with advertising, cover photo, naviga-
tion links, decorative images, among others. In this
work, the focus is to remove local noise from pages
with informational content such as news, articles
and publications.

Most of the Web pages are composed by irrele-
vant content that cannot be classified as informa-
tional content. This category of blocks is called
non-content blocks. Blocks without content are
typically advertisements, images, plug-ins, logos,
search boxes, navigation links, related links, head-

ers, footers and even copyright information, these
blocks are quite common on dynamically gener-
ated pages. On the other hand, we call blocks with
content (content blocks) to blocks that present the
informative content on the page.

The main problem of this work is therefore identi-
fied and related to the difficulty of extracting impor-
tant content for articles and news published on the
Web, this is the great challenge behind this project.

1.2. Hypothesis

To solve the problem described above, it is pro-
posed to carry out an analysis of the Content Ex-
tractor algorithm, in order to be able to perceive the
various necessary improvements to be made, the
problems and also the real benefits of this method.

Therefore, in this report, the X-CEX algorithm is
presented, implemented by me based on the Con-
tent Extractor algorithm for the solution of the men-
tioned problem. I realized that the Content Extrac-
tor is an algorithm in which, despite the good re-
sults it obtained and the low computational com-
plexity it has never been explored, there is a very
little research and tests applied to this algorithm,
which makes it have many points that can be im-
proved.
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2. Related Work
The algorithms and methods related to Informa-
tion Retrieval systems are described in more de-
tail and are more suitable for solving the problem.
If it is of interest to the reader, it is recommended
that they read more about Information Extraction
[4] systems, about the techniques used [11] and
still have an overview of the various algorithms and
methods that exist [1, 10].

2.1. Body Text Extraction
In 2001 the Body Text Algorithm algorithm was pro-
posed by Finn, Kushmerick and Barry Smith [3].
This algorithm starts by separating the entire con-
tent of a page into HTML tags and words, and as
a result, the web page is seen as a sequence of
bits. The bit is equal to 1 when the respective to-
ken is a tag and is equal to zero when it is a word.
Therefore, this sequence of bits is represented by
the documentslopecurve which can be seen in Fig-
ure 1, where the x axis represents the number of
tokens seen and the y axis represents the number
of viewed HTML tags. In this curve we can detect a
flat zone highlighted in bold, this zone corresponds
to the main body of text, as it is a zone that does
not detect any HTML tags.

Figure 1: Document Slope Curve

The Body Text Algorithm aims to find a segment
on the curve where the slope is smaller, however,
this segment cannot be too short, that is, it needs
to be long enough to be able to correspond to a
long section of text. More specifically, the algorithm
intends to find two indexes i and j, which the num-
ber of words found is maximized, while before the
index i and after the index j The number of tags
found will also be maximized. This segment can
be described by the following equation:

Ti,j =

i−1∑
n=0

Bn +

j∑
n=i

(1−Bn) +

N−1∑
n=j+1

Bn, (1)

where N is the total number of tokens in the doc-
ument.

The biggest problem with this algorithm is to as-
sume that the main body of text is all together,
which is wrong, since there may be several frac-
tions of relevant text separated by the page. How-
ever, an improvement has been proposed to this
method [8] to search for several main body text
segments on the curve, instead of just 1 as orig-
inally proposed.

2.2. Site Style Tree
This method proposed by Jadhav and Badhan [5]
is based on creating a Site Style Tree from a Doc-
ument Object Model for each web page, in order to
correctly analyze the content of it and to be able to
identify the blocks with relevant content.

This method is based on Document Object
Model trees and combines them creating a Site
Style Tree as shown in Figure 2.

Figure 2: DOM Trees and the final SST

In this figure we can see 2 Document Object
Model trees combined, thus resulting in the Site
Style Tree where it is possible to see that only the
end of the tree differs from the parents, this is be-
cause both trees are analyzed and all the trees are
combined with common sections, the parts that are
not common become another branch of the tree.
Two importance values (importance of presenta-
tion and importance of content) are used to find
the importance of an ”element node”. By this way
we find which nodes have the relevant information
on the web page.

This method has a great efficiency regarding the
presentation style of the web pages and the HTML
content. Despite efficiently identifying these blocks
with content, this method has very high levels of
implementation complexity with regard to the con-
struction of these Site Style Trees.

2.3. InfoDiscoverer
This algorithm, developed by Lin and Ho [6], aims
to separate the relevant content from the ambigu-
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ous content.
First, the blocks of the pages are extracted

based on going through the HTML structure sep-
arating all the internal nodes as blocks from the
<TABLE> tag. Each block can be a block with con-
tent, as these will have one or more strings in their
last nodes in the tree, these strings that may be
relevant to the pages in question as can be seen
in Figure 3. After this first phase, it is necessary to
extract the characteristics of each block. In this al-
gorithm, a feature corresponds to a significant key-
word. These words are obtained after removing
the ”Stop Words” and then the Porter Stemming [9]
algorithm is applied.

Figure 3: Content Blocks Extraction with strings

After this procedure it is necessary to calculate
the entropy values for each of these features ac-
cording to their distribution, these features will be
grouped in a list with a term frequency and its asso-
ciated weight. Considering this group of features,
a matrix of features of the document can be con-
structed. The entropy value of each of the features
can be calculated through the probability of being
contained in a line of the matrix.

Then, the entropy value of the block in ques-
tion is calculated by adding the entropy values of
the features of that block as shown in the following
equation:

H(CBi) =

∑k
j=1(H(Fj))

k
(2)

where Fj corresponds to the feature of a certain
block with content (CBi) that contains k features.
Therefore, the entropy value of each block is the
average of the entropy value of all its features. This
entropy value for each block serves to identify them
as informative or as redundant over a certain limit.
If the entropy value is greater than or close to 1
then this block is considered redundant, this means
that these features appear on several pages, if the
entropy value is below the limit then the block is
considered informative.

This algorithm presents very efficient results
when it comes to the discovery of irrelevant content
on the page and on the extraction of informative

content from the page (for example: news), how-
ever, this system has the problem of assuming in
advance how to separate the page into blocks, as-
suming that some of them are the same blocks, but
on different pages, so, this algorithm works at the
features level.

2.4. Content Extractor Algorithm
This algorithm [2] intends to identify blocks with
content from a collection of pages of the same
class. First, it starts by separating the entire docu-
ment or web page into blocks, for that purpose a list
of web pages is entered as well as an ordered list
of tags separating these pages into a list of blocks
and sub-blocks based on the tag set.

With all the blocks identified then you need to
start separating these blocks into blocks with no
content and content. Those that occur most fre-
quently in the various documents are considered
redundant, so they are classified as blocks with no
content, that is, the search, advertising, image and
other sections, as they end up being very identical
on several Web pages, those that appear in iso-
lation are therefore considered as blocks with con-
tent, since the text that appears will certainly be ex-
clusive to the page that is processed. The criterion
used to distinguish these blocks with content and
blocks without content is the Inverse Block Docu-
ment Frequency (IBDF) which takes the frequency
of each block between documents/web pages and
then reverse it, this means that, the more frequent
a block is, less important content it will have.

To measure this similarity, feature vectors are
used, which is, each block will have an associated
vector and each vector entry corresponds to a fea-
ture, such as, for example, the number of images,
the number of terms, the number of scripts, among
others. A binary vector is added to the content of
the block, on that vector, each entry is associated
with a word in the page collection. If the corre-
sponding word exists in the block then the value of
that entry will be 1, otherwise it will be 0. [7]

Subsequently the blocks are compared to each
other based on their feature vectors, this similar-
ity is calculated based on the cosine similarity and
a limit is defined, if the similarity limit is exceeded
then the value of block IBDF decreases.

As the blocks go through, their value of IBDF is
compared with the predefined limit, if the value is
above the limit then the block is considered a block
with content, otherwise it will be considered as a
block without content and is discarded.

At this moment, the Content-Extractor algorithm
is over and the blocks properly separated between
relevant blocks and irrelevant to the body of the
Web page.

This algorithm produces excellent values of re-
call, precision and also a great efficiency in run-
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time, thus detecting the redundant blocks based
on the occurrence of these blocks in several web
pages, however, if there are web pages with the
same style, but with different content this algorithm
will not be able to detect them.

3. Implementation

I decided to choose the Content Extractor algo-
rithm as the basis of my work because after a care-
ful analysis of all the algorithms in the Template
Detection approach, this was the one that pre-
sented the greatest balance in terms of the results
of the metrics and level of Implementation com-
plexity. One of the most important factors for this
decision was also the fact that it is a little explored
algorithm [2] in terms of metrics and heuristics on
it.

Firstly, regarding the results presented by the
creators [2], it was possible to verify that this al-
gorithm has a very high consistency of Precision,
Recall and F-Measure for several datasets, which
gave me a lot of guarantees for its effectiveness.

Then, I decided to propose the X-CEX algorithm,
the name was created based on its root, since it
would be an improvement to the Content Extractor,
then the idea of creating an acronym was trans-
forming Extended into X and Content Extractor in
CEX.

The X-CEX algorithm will have as input a list of
ordered HTML tags and a collection of news web
pages of the same class. A class is defined as a
Web Site, this means that, this algorithm receives a
list of news from the same Web Site, thus guaran-
teeing that it has the same template or presentation
style, so one of the great challenges for this algo-
rithm is to be able to extract the blocks with content
for various templates.

The expected output of X-CEX is a list of blocks
considered by the algorithm as blocks with content
from the web pages of the class provided. It is im-
portant to mention that I intend to test the algo-
rithm in classes that are completely different from
the classes tested in the proposal of the Content
Extractor algorithm, so by this way, I get a more
capable method and even with more information.

The X-CEX will be composed by 3 phases,
the Block Extraction phase, the block comparison
phase and finally the classification phase.

In this architecture 4 we can quickly observe two
input arguments, the collection of web pages and
the list of HTML tags. In the execution of the X-
CEX algorithm we can observe the three phases,
the extraction of blocks that in this case play the
role of candidates, the comparison between blocks
and the classification of blocks as content blocks.

Figure 4: Proposed solution architecture

3.1. Blocks Extraction
The X-CEX Algorithm starts with the block extrac-
tion phase (a block is a section of the page that be-
gins with an HTML tag and is closed by that HTML
tag). This phase consists of extracting a collection
of blocks from all pages provided to the algorithm.

The list of HTML tags is an ordered list created
by me based on the visual analysis on several dif-
ferent templates that serves to extract and filter the
blocks of the page to be analyzed. The Content
Extractor algorithm use the following list of tags:
<table>, <tr>, <p>, <hr>, <ul>, <div>, <span>,
however, and after analyzing, I decided to make
the decision to change this list of tags to <body>,
<main>, <article>, <section>, <div>, <p>.

3.2. Blocks Comparision
In this phase, the X-CEX algorithm, starts by go-
ing through all the blocks extracted from the previ-
ous phase one by one comparing them with all the
other blocks, in case the block that is compared
has an index of very high similarity with another,
then the block in question will be prejudiced for the
final classification as a block with content or without
content.

I decided to propose a system of importance in
the X-CEX algorithm, first I separated the compar-
isons between structure/style of the block and con-
tent of the block using a similarity metric for the first
component of the block structure and another sim-
ilarity metric to compare the content (text) of the
block. I decided to assign a 30% importance to the
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similarity of the structure and a 70% importance
to the similarity of the text, so I don’t completely
devalue the structure and presentation style of the
block, but on the other hand, I give much more rel-
evance to the content written on it.

The calculation of this similarity is then carried
out using the following equation:

Sim(Bi) = (SImp∗SSim)+(CImp∗CSim), (3)

where SImp is the importance of the structure,
SSim is the similarity of the structure, CImp is the
importance of the content and CSim is the similar-
ity of the content, obtaining a result between 0 and
1, with 0 means the most different possible and 1
the most similar possible.

Having the result of this similarity, it is then im-
portant to define a treshold at the beginning of the
algorithm for the result, if the value is higher than
the limit then the two blocks are considered to be
similar, otherwise, the two blocks are considered to
be different.

To calculate the similarity of structure and style
between two blocks I decided to use the already
implemented HTML-Similarity, this uses the tag se-
quence comparison HTML for calculating structure
similarity. To calculate style similarity, this method
extracts all CSS classes from the blocks and then
applies Jaccard similarity to the names of these
classes. The result of the similarity of structure and
style is a combination of these two similarities, both
have an equal importance.

To calculate the similarity between two blocks in
terms of their content, the cosine similarity mea-
sure is used with the same reasoning as the Con-
tent Extractor algorithm, that is, each block is as-
signed a binary vector, and each entry of this vec-
tor corresponds to a word, if that word exists in the
block text then that vector entry is 1, otherwise the
vector entry will be 0 calculating finally the cosine
value between these two binary vectors.

It is important to note that the words taken for
the creation of this binary vector are all the words
in the collection of extracted blocks, therefore, all
vectors of all blocks will have the same dimension
so they can be compared.

The cosine similarity is applied to two vectors in
a certain dimension, the result of the similarity is
nothing more than the cosine of the angle made by
the two vectors, however, this angle with big and
different vectors is not easy to know so the follow-
ing formula can be used to determine this similar-
ity:

Sim(A,B) = cos(Θ) =
A ·B
‖A‖ ‖B‖

, (4)

3.3. Classification
At the end of the analysis of each block, IBDF takes
into consideration [2]. The IBDF is the inverse of
the frequency which a block appears on the vari-
ous web pages, that is, in practical terms, the more
pages that have a block similar to the block that
is compared, less relevant this block will be. This
means that if a block is repeated/has similar blocks
on several web pages then that block will not be a
content block.

Each block has an associated IBDF value that
starts at 1 at the beginning of the comparison
phase and after it has been analyzed on all Web
pages and checked how many of them have a sim-
ilar block present, then, the IBDF value of the block
will be recalculated, and the more pages that have
at least one block similar to itself, the worse it will
be.

This means, the IBDF of a block is nothing less
than the inverse of the sum of the number of pages
that have at least one block similar to itself as
shown in the following equation:

IBDFi = f

(
1

|Si|

)
, (5)

where Si is the sum of the number of pages as
shown below,

Si = ∪{Pl : Sim(Bi, Bk) > ε,∀Bk ∈ Pl,∀Pl ∈ S} ,
(6)

with S being the collection of pages from the
same source, Bi and Bk the compared blocks and
Pl is the added page.

In order to be able to classify a block as a con-
tent block, it is necessary to define a treshold for
this block IBDF value. I have defined for this algo-
rithm that if a block has similar blocks on 20% of
the pages then this block is no longer a relevant
block to the context of the problem and is classified
as a non content block. For example, in a collection
with 100 Web pages, if a block has similar blocks in
less than 20 pages then that block will be a content
block generated by the algorithm.

As the value of IBDF is not exactly the number
of pages, but the inverse of the number of pages
with similar blocks, then the limit of IBDF will also
be this inverse, but applied to precisely 20% of the
total number of pages as indicated by the following
expression:

Treshold− IBDF =
1

|0, 2 ∗N |
, (7)

where N is the total number of pages in the col-
lection.
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4. Results & discussion
4.1. Datasets
The Content Extractor algorithm only extract news
pages from English Web Sites, however, in this
work I intend to evaluate the X-CEX algorithm
with other languages such as Portuguese, Span-
ish, Italian and French, in order to test its effective-
ness with different languages.

7 Web Sites were chosen to be analyzed with the
X-CEX algorithm, these are the Portuguese news-
papers A Bola, Record and Diário de Notı́cias, the
Spanish Marca and AS, L’Équipe, which is the only
French and to finish the only one Italian newspap-
per is Corriere dello Sport. 160 HTML pages were
extracted from each of these Web Sites, so, in to-
tal, I have 1120 pages divided into 7 different tem-
plates. These pages were divided into 2 dataset
types, the training set and the test set. The first one
serves to implement the improvements and trying
until obtain the best results possible, the second
one serves to test the algorithm. I divided with 75%
of the pages to training set and 25% of the pages
to test set.

4.2. Evaluation Metrics
The metrics used to evaluate and compare this
work were Precision, Recall, F-measure and Accu-
racy. First, it should be explained that in this con-
text the values of precision and recall are based
on the ’items’ considered as true positive, false
positive, true negative and false negative, in prac-
tice, these groups intend to divide and display the
’items’ that have been evaluated correctly and the
’items’ that have not been evaluated correctly. The
group of positives represents the blocks extracted
by our work as relevant, and may have been well
or badly extracted (True or False), the same rea-
soning is applied to the negatives, these being the
blocks that were considered irrelevant by the work
developed, also these divided in good or bad (True
or False).

Additionally, I tested the algorithm in execution
time too, I wanted to analyze the time that this al-
gorith takes to execute in each template.

4.3. Tests & Results
We can see that, the algorithm works very well for
AS and Diário de Notı́cias templates obtaining val-
ues of Precision, Recall, F-Measure and Accuracy
above 90% which shows to be very reliable in these
same Web Sites. The Marca and Record end up
representing an excellent Recall, which means, ob-
taining almost all content blocks of the news, how-
ever, they end up including many irrelevant blocks
decreasing the Precision value. L’Équipe and Cor-
riere dello Sport, on the other hand, show them-
selves in the opposite direction obtaining an excel-
lent Precision and low Recall, meaning that practi-

cally all the blocks extracted are relevant, however,
some others remain to be identified. At both sites,
these results can be justified by their block extrac-
tion phase.

It is also important to mention the excellent ex-
ecution time of the algorithm, where the Diário de
Notı́cias website only stands out in this field. This
increase in time can be justified by the fact that the
blocks of text in this template mostly contain many
sub-blocks (such as, for example, bold, quotes,
italics, etc.), which makes them more complex for
comparisons performed on the algorithm.

We can also observe that, Accuracy shows to be
very in tune with Precision, this is justified by the
fact that Accuracy is based on the number of blocks
extracted correctly (both with content and with-
out content), whereas Precision, is only based on
the blocks with content extracted correctly, which
shows that content blocks and non content blocks
are generated by the algorithm in a very propor-
tional way compared to the expected.

Overall, I think I managed to get an excellent
algorithm here capable of extracting the relevant
content for several different templates, excluding
the A Bola website, the worst F-Measure result is
80 % for the Corriere dello Sport website, which
shows that there is a great balance in this algorithm
between Precision and Recall. The languages
used in these templates does not seem to have
a great importance to the results, so it seems to
be a component already solved previously by the
Content Extractor algorithm.

Comparing X-CEX with the base algorithm, Con-
tent Extractor, we can see that there is a clear im-
provement for AS and Record as shown in Figures
5 and 6.

Figure 5: Comparison between X-CEX and Content Extractor
for AS

In this case, we can see that the four metrics
shown in the images are closer so more cohesive
are the results, so in the case of AS and Record
we can see a great improvement of the results.
On the other hand, we observed that for Corriere
dello Sport the exact opposite happens, showing
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Figure 6: Comparison between X-CEX and Content Extractor
for Record

that the X-CEX algorithm ends up worsening the
results for this template, although it still improves
Precision and Accuracy as can be seen in Figure
7.

Figure 7: Comparison between X-CEX and Content Extractor
for Corriere dello Sport

In general, there is mostly an increase in the
level of Precision and Recall results, we can also
observe that, there is a clear decrease in the num-
ber of blocks extracted in most of the Web Sites.
This number is a reflection of the block extraction
phase.

We still can observe that the Hamming distance
manages to obtain a huge reduction in the execu-
tion time compared to the X-CEX algorithm, main-
taining the results for Precision, Recall, F-Measure
and Accuracy. I was surprised with the the results
obtained, only being able to explain them perhaps
by the factor of the Hamming distance to take into
account only the number of positions that do not
correspond in the two ‘strings’ provided. In this
way, I believe that calculating a similarity of content
using the Cosine of binary vectors for the terms
used in the blocks, turns out to be more exhaust-
ing because it has to go through all the words in
advance, unlike the Hamming distance.

5. Conclusions
5.1. Discussion
To finish I am very happy with the proposed solu-
tion, The algorithm implemented and proposed by
me to extract informative content from news web
pages, was the X-CEX algorithm, and we can con-
clude that this algorithm is not affected by the news
languages, and it can present good results for sev-
eral languages, which was an important compo-
nent to be evaluated.

Now, at the end, I can answer the questions that
arise, the components that most influence this ex-
traction are, for all the work developed and ana-
lyzed, the initial filter/extraction of the blocks, that
is, the beginning phase where each page is di-
vided into several sections filtering the blocks that
went to the comparison phase. And then, but not
least, the system used to calculate the similarity
between two blocks. This is one of the most preva-
lent phases of the process that has been optimized
as much as possible in order to obtain the best
possible results, the system that was used in this
work it was a system of importance for each of the
similarities (Structure/Style and Content) unlike the
Content Extractor that use a system of joining both
similarities together.

In conclusion, I was able to understand that this
area is analyzed for a lot of people and because of
that, there are already many alternatives to the so-
lution of this problem, however, I also have to men-
tion that there seem to be too many options little ex-
plored in my opinion, I think that the existing solu-
tions should be more detailed and analyzed, there
should be a greater focus on the existing methods
and there should not be so many different options.

5.2. Limitations & Future Work
The biggest limitation of my algorithm is, being lim-
ited to analyzing page templates, it only works for
a set of pages of the same class and it stops work-
ing correctly when the number of pages provided
is very low, it loses efficiency for not being able to
identify the Web Site template.

Finally, another of the great limitations of this
algorithm is not being able to extract the content
blocks that are outside the tags used for the block
extraction phase. This is a major limitation, be-
cause when Web Sites change radically in struc-
ture, this algorithm fails to obtain good results. For
this reason, in some Web Sites, the blocks of titles
and sub-titles, for example, can be left out wrongly,
the same thing happens for news images or new
external publications to the site.

As a future work for this algorithm, I recommend
exploring the block extraction phase well, this is
the biggest gap in the algorithm because it is too
restricted to certain templates. Now, this extrac-
tion phase uses a system of list of ordered tags,
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however, I believe that this is not the best method,
ending up removing many relevant blocks from the
comparison phase, some criteria must be used in
conjunction with this. It is important to automati-
cally remove certain areas from the pages, how-
ever, in the main sections other methods should be
used, for example, taking the text or other compo-
nents of those sections.
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