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Resumo

O uso de robôs free-flyer em aplicações espaciais tem vindo a aumentar nos últimos anos. Várias

agências espaciais, como a NASA, DLR e JAXA, têm neste momento ou planeiam ter projetos rela-

cionados com este tipo de robôs.

O aumento do interesse neste tipo de robôs pode ser correlacionado com o desejo de expandir os

limites da exploração espacial. Inerente a este interesse está a necessidade de desenvolver técnicas de

controlo capazes de navegar e efetuar tarefas autonomamente mantendo em mente um gasto mı́nimo

de energia.

Esta tese apresenta um estudo de desempenho de um controlador baseado em controlo preditivo

não linear aplicado ao free-flyer Space CoBot, desenvolvido no ISR-Lisboa, num contexto de operação

em tempo real, sujeito a diferentes condições de missão que exploram os limites do seu funcionamento

e as margens de operação estável e viável.

Para guiamento foi integrado um método offline de geração de trajetórias factı́veis, capaz de lidar

não só com um ambiente fortemente condicionado por paredes e obstáculos mas também por restrições

nos atuadores e dinâmica do sistema. Estas trajetórias são fornecidas ao controlador como referências.

Todos os testes conduzidos neste trabalho são obtidos exclusivamente através de um ambiente de

simulação baseado em ROS e Gazebo/RotorS.

Palavras-chave: Robôs free-flyer, Controlo Preditivo Não Linear Rápido, Otimização de

Trajetórias offline, Controlo, Guiamento, Simulação
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Abstract

The use of free-flyer robots in space applications has been increasing in recent years. Several space

agencies, such as NASA, DLR and JAXA, have at this moment, or intend to have, projects involving this

type of robots.

The increasing interest in these robots can be associated with the desire to expand the limits of

present space exploration. Inherent to this interest is the necessity to develop control systems capable

of autonomous navigation and task execution while considering a minimum energy expenditure.

This thesis presents a performance study of nonlinear model predictive control applied to the free-

flyer Space CoBot, developed by ISR-Lisboa, within a real-time operation context, subjected to different

mission conditions which aim to explore the limits of its operational stability and reliability.

For performing guidance tasks, an offline trajectory generation method was integrated, capable of

handling not only highly confined spaces, composed by walls and obstacles but also additional con-

straints such as control actuation limitations and system dynamics. These trajectories are provided to

the controller as references.

All tests conducted in this work are obtained exclusively through a simulation environment based in

ROS and Gazebo/RotorS.

Keywords: Free flyer robots, Fast NMPC, Offline Trajectory Optimization, Control, Guidance,

Simulation
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Chapter 1

Introduction

This chapter will present the main objectives of this thesis as well as the motivation behind it. Firstly

the motivation for this work is presented in Section 1.1. Section 1.2 sets the objectives of this thesis. In

Section 1.3 the contributions of this thesis are enumerated. Lastly, the outline of the thesis is presented

in Section 1.4 detailing its structure.

1.1 Motivation

In recent decades, the interest in Unmanned Aerial Vehicles (UAV) has experienced considerable in-

creases. This is mainly due to the ability to execute actions without an onboard pilot, whether it is

controlled remotely or by an autopilot system, commonly composed by several onboard elements that

originate Guidance, Navigation and Control (GNC) systems [1]. This allows a vast range of applications

that reduce operating costs, operations with no risk to human life or even tasks that would be otherwise

impossible to manned vehicles. An even more recent trend is the use of small robots in the International

Space Station (ISS). National Aeronautics and Space Administration (NASA) free-flyer robots are one

example and they have been onboard the ISS for over a decade. Initially they were a platform used for

many experiments from flight directors and researchers on the ground that aimed at improving formation

flying and docking algorithms [2]. This research has since allowed the development of new free-flyer

robots that include more features and can perform a variety of Intravehicular Activity (IVA) work in the

ISS [3]. The Institute For Systems and Robotics (ISR-Lisboa) has also developed a highly maneuver-

able holonomic free-flyer robot designated Space CoBot [4, 5], which provides a similar platform for

conducting research in this type of robots.

Space exploration has been experimenting a few changes in recent years as both private companies

and public institutions are starting to make advancements towards deep space exploration. This endeav-

our will require a significant amount of research to make manned missions viable. One can imagine that

infrastructures will also be necessary, such as refilling stations, or even temporary stations where crews

can rest or perform repairs before continuing a journey. Using the ISS as reference, a station capable

of housing humans is an incredible complex place that requires extensive monitoring and maintenance
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to remain habitable [6]. It becomes apparent then the importance of developing capable autonomous

free-flyer robots to perform these tasks in uninhabited stations.

Currently, robotic arms are already used to assist humans in maintenance tasks in the ISS, namely

the Canadarm2 [7]. However, in a remote space station there could be significant limitations to these

systems. Free-flyer robots will allow more complex operations without human presence. In order to

achieve this level of autonomy and unsupervised operation, several aspects have to be extensively

studied, such as the vehicle interaction with the station, objects, tools, and astronauts, in the case of a

manned station. Its navigation system must guarantee high awareness and risk-free maneuvers. Lastly,

but definitely not less important, the control system must use the least amount of energy possible as

access to energy might be severely restricted.

Almost all resources in space, such as propellant or fuel are limited. Solar power can also be limited

as we stray away from the solar system, which limits electrical energy storage. Consequently, optimal

navigation solutions are preferable. Model Predictive Control (MPC) is a well known field that aims to

provide optimal control feedback laws, while respecting control bounds and any given constraints, for

example, limitations to fuel consumption [8].

The two major motivations behind this thesis are then the desire to contribute to the improvement

of the Space CoBot free-flyer robot while exploring the limits and applicability of MPC in the real-time

context.

1.2 Objectives

The main objective of the present thesis is to integrate a Nonlinear Model Predictive Control (NMPC)

controller for the Space CoBot and test its applicability when subjected to different situations.

1.2.1 Guidance, Navigation and Control

Typically, a flight system can be segmented in three distinct subsystems often denominated as Guidance,

Navigation and Control subsystems. According to [9], the function of each subsystem can be classically

defined by the determination of the desired state for the Guidance subsystem, the determination of the

estimated state for the Navigation subsystem and the derivation of control commands for the Control

subsystem. The focus of this thesis will be in Control and Guidance tasks. Therefore, no Navigation

methods will be studied or implemented. This means that the resulting control architecture should not

only control the actuation of the system, which comprises the Control task, but also find the best way

of performing specific tasks, which will comprise the Guidance task. The aim is to find the limits of the

applications of NMPC in the real-time operations.

Control

The controller takes on the task of controlling the actuators directly, representing a low-level controller.
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A controller of this type must ensure a stable and fast computation time. It must be able to converge

to the desired reference in a quick, robust and stable manner. The reference can originate from an

attitude tracking task, a waypoint reference, a specific trajectory, among others. The behavior of the

controller in these different situations should be analyzed.

Previous research was conducted regarding control behavior with an unmodeled payload within the

Space CoBot project [4], which concluded that even though convergence to a given position reference

is obtained, the addition of a heavy load causes a significant variation in attitude. This is undesirable

and states the need for more robust control methods. This thesis aims to extend the previous work

and introduce control solutions that take in consideration the model of the payload. Consequently, an

additional objective is to explore the possibility of changing the considered models while operating. This

means, for example, if a payload is to be carried by the Space CoBot system, from the point it grabs the

payload, the controller considers it part of the system and not some external perturbation.

Guidance

In order to achieve autonomy, the controller has to be able to perform safe, constraint free maneuvers to

achieve a given objective. This enters the realm of trajectory planning and obstacle avoidance. As this

increases the complexity of the control problem, the controller is expected to struggle. The objective is

to explore the NMPC limitations and observe when the controller becomes unreliable.

Environment constraints will result from adding bounds to the control inputs and state variables.

Additionally, obstacles will be considered as additional space constraints.

If the NMPC becomes unreliable for a given problem complexity, additional methods should be used

to compensate the NMPC limitations by separating the Control and Guidance tasks.

Ultimately, the resulting controller should be able to provide a base framework to continue NMPC

research in the future.

1.2.2 Validation

Testing free-flyer vehicles is very limited as accessing a microgravity environment is difficult. Access to

the ISS is not possible. Microgravity testbeds, such as parabolic flights are also very limited and would

require a special setup in the airplane. Alternatively, it is possible to perform 2D motion validation using

frictionless tables. One is being constructed by the ISR-Lisboa, however, it is not yet available. There-

fore, creating an accurate simulation environment is extremely important as all tests will be conducted

exclusively in simulation.

1.3 Contributions

In order to achieve the objectives mentioned in the previous section, several methods were implemented

and analyzed during this thesis and they can be sectioned as follows:
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• Control: Implementation of a real-time NMPC controller that can operate with different model

configurations involving free-flyer robots.

• Guidance: Implementation of a Trajectory Optimization method for offline trajectory generation

capable of handling several constraints including obstacle avoidance.

• Simulation: Development of a simulation composed by the RotorS simulator integrated within

Gazebo; Integration of tools to provide grasping actions.

• Experiments: Elaboration of several experiments with varying conditions, in a simulation environ-

ment.

1.4 Thesis outline

The following work presented in this thesis is structured as follows: First, through Chapter 2 differ-

ent control solutions to nonlinear problems are briefly explored in order to understand how the control

method selected for this work can improve or contribute to the field. A brief review on trajectory op-

timization methods and available simulators is also conducted in this Chapter. Following, in Chapter

3, the theoretical background behind this work is presented in detail in order to provide insight on the

topics discussed in this thesis. Chapter 4 provides a deeper exploration on how the selected algorithms

were tailored to this project. Chapter 5 presents detailed information regarding the implementation of all

subsystems involved in this work. In Chapter 6, the obtained results are demonstrated and discussed.

Finally, in Chapter 7 the objectives of this thesis are evaluated and possible future work improvements

are discussed.
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Chapter 2

State-of-Art

In this chapter, a brief review is conducted on available material regarding Multi-rotor Aerial Vehicles

(MRAV) control methods with the objective of understanding where the present work could be beneficial

for free flyer platforms. In Section 2.1, existing free flyer platforms are introduced to understand the

importance and applicability of this type of vehicles. In Section 2.2 a general review of existing control

methods used in nonlinear systems is performed to a allow a better understanding of how NMPC is

relevant in this field. Section 2.3 extends the base of knowledge on optimization based methods used in

the trajectory optimization field. Finally in Section 2.4 available simulators are briefly analyzed in order

to obtain a good approximation to a real micro-gravity environment.

2.1 Free flying robots

To the author’s knowledge, the free-flyer robots that are or have been onboard the ISS are depicted in

Figure 2.1.

NASA has been using free flyers as research platforms on board the ISS as early as 2006 through

Synchronized Position Hold Engage Reorient Experimental Satellites (SPHERES) [2]. SPHERES is a

formation flight testing facility consisting of three satellites operating onboard the ISS. During its oper-

ation, it used the microgravity environment to further develop formation flight and docking algorithms,

fault detection and path planning in an incremental manner. However, this facility lacked a truth sensor

of higher fidelity. SPHERES tests had to resort to at least two perpendicular mounted cameras so that

researchers could have truth sensing of 3D operations [2].

Astrobee [3] is a similar platform that replaced SPHERES as a testbed onboard the ISS. Astrobee

is expected to increase and improve SPHERES features, specially when it comes to navigation as

these robots have better sensors such as depth cameras, color cameras, several processors and a

collections o mapping and planning algorithms [10]. They are also equipped with a robotic arm that allow

interactions with its surroundings, such as cargo transfers and maintenance tasks. A major advantage

to researchers is the fact that the software in Astrobee is largely implemented within Robot Operating

System (ROS) which facilitates integrations.
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Japan Aerospace Exploration Agency (JAXA) has developed Int-Ball [11], which is able to move

autonomously inside the ISS. It is mainly used for shooting image and video. It is particularly useful for

compensating the blind spots that wall mounted cameras have.

German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt) (DLR) has also developed

a free flyer designated Crew Interactive MObile companioN (CIMON) [12] which is currently on the

second iteration, CIMON-2, and is the latest addition to the ISS as it is onboard as of 2020. The project

aims to develop autonomous astronaut assistance through artificial intelligence. It is able to see, hear,

understand, speak and fly. One of the main objectives of the project is to assist astronauts during high

workloads in order to reducing their exposure to stress [12].

(a) SPHERES (b) Astrobee (c) Int-Ball (d) CIMON

Figure 2.1: Existing free-flyers. Credits from left to right: [2], NASA / Anne McClain, [11], DLR/T.
Bourry/ESA.

2.2 Nonlinear Control

A controller is the element in a controlled system that commands or regulates the behavior of the system

through the interaction with its sensors and actuators.

2.2.1 Linear methods

Linear control methods resort to approximate linearized models of the system whereas nonlinear meth-

ods can use the the complete dynamics model. One of the most widely used linear controllers is the

Proportial Integral Derivative (PID) controller [13]. Linear Quadratic Gaussian (LQG) control, particu-

larly the Linear Quadratic Regulator (LQR) comprise several popular optimal control techniques which

can be used to achieve stable feedback control laws or implemented with several other control architec-

tures such as in [14]. Gain scheduling is used to extend the capabilities of linear controllers. Nonlinear

systems are often modeled as a set of simplified linear models, representing different operating points

where the gains of the feedback control laws are tuned accordingly as in [15].

These methods are common but often limit the operation of MRAV to simple maneuvers and basic

flight.
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2.2.2 Nonlinear methods

To overcome some of the limitations of linear approaches, there is a broad list of techniques that resort

to the nonlinear model of the system. Nonlinear Dynamics Inversion (NDI), also known as feedback

linearization, comprises a group of methods that allow the use of linear tools to control a nonlinear

system, as in [16]. Adaptive control is a very common method used to improve robustness of a variety

of controller architectures that range from PID to NDI controllers [17]. Backstepping is a well-known

recursive methodology for nonlinear systems. Generally, this method is based in Lyapunov theory,

which is referred to as Classical Backstepping Control (CBC). However, several other methods have

been proposed based on backstepping [18].

Also, as presented in [16], a control scheme may use different control methods to different state

components.

When compared with each other, all these solutions present advantages and disadvantages regard-

ing stability, robustness and resistance to model uncertainties, which will depend on the objective of

the design. However, when handling operational constraints is a requirement, it is often necessary to

augment the controller design or redesign it entirely. Anti-windup compensation [19], the augmentation

of Lyapunov controllers with barrier functions [20] and reference and command governors [21] are some

examples of how a controller can be augmented.

Constraints in real-world applications can take several forms that go beyond obvious actuator limits

and stability constraints. They can be bounds imposed on process variables to enforce safety and

efficiency, collision avoidance requirements, limited energy usage, possible failures that can reduce the

functionality of a system or even time constraints.

2.2.3 Learning methods

The main characteristic of this control scheme is that a mathematical model of the system dynamics is

not used. Instead, flight data is used to train a model that will represent the system. Popular methods

rely on the use of Artificial Neural Networks architectures, where a model is trained trough simulation

data [22]. Another learning method is the Human-based approach, where a pilot’s execution of complex

maneuvers is used as training data for the model [23].

2.2.4 Optimal Control methods

Optimal control aims to find an optimal control sequence for a given system such that a certain optimality

criterion is achieved. Optimality is defined as the minimization or maximization of an objective function

without violating any specified constraints [24]. An Optimal Control Problem (OCP) includes a cost

function, containing state and control variables and a set of variables that are used to minimize the cost

function, denominated optimizations variables, which are usually the control inputs of the system. These

methods are often used in more complex problems with several constraints such as the rendezvous of

two satellites with limited fuel or time as in [25] or systems composed by different elements such as a
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satellite with a robotic arm as in [26]. Optimal control can be applied to linear or nonlinear systems.

However, the implementation and algorithms involved vary significantly.

2.2.5 Model Predictive Control

MPC is an extension of optimal control methods, which consists in solving an OCP repeatedly at each

time step. The feedback control law is obtained by applying the first element of the solution at each

time step to the system and discarding the rest. Controllers designed with this architecture use a linear

approximation of the system around an equilibrium point as presented in these works [27, 28]. By

computing a new solution at each time step, linear MPC is resistant to possible perturbations and model

uncertainty.

Relying on an optimization stage at each time step, MPC controllers are very dependent on the

complexity of the system and computational power available, making these kind of controllers ideal for

slow evolving systems, such as chemical industrial processes as in [29] or in biological processes as in

[30].

In recent years, improvements in processing speeds and developments of new numerical optimiza-

tion methods are allowing MPC to be considered in faster dynamic systems, such as an UAV as in

[31].

2.2.6 Nonlinear Model Predictive Control

Similarly to MPC, NMPC relies on a model of the system in order to predict its evolution along a given

prediction horizon. However, the full dynamic system is considered instead of a linearized model, which

increases the control problem complexity significantly. When it comes to the optimization problem formu-

lation, that is when the major differences between the two approaches become clearer. NMPC cannot

rely on analytical control laws. Alternatively, it relies on discretization techniques that transform the

OCP into a standard Nonlinear Programming (NLP) problem that can be solved through general NLP

solvers [32]. There are two main families of NLP solvers, Interior Point (IP) and Sequential Quadratic

Programming (SQP) solvers.

Currently, there is a wide variety of algorithms available based in both solver families. Recent devel-

opments are briefly presented and compared in [33], where an effort to close the gap to the real-time

frame is visible. Methods that are worth mention for their extensive presence in literature as benchmark

methods are the SQP based SNOPT [34] and the IP based IPOPT [35]. Many performance studies

of these methods have been performed regarding computation times and solution quality while solving

several tasks, such as simple steps, obstacle avoidance and operation under state bounds constraints

[36]. This provides information on what to expect from these types of solvers. Additionally, to close the

gap to real-time applications, variants of SQP and IP methods that take the different approach of finding

approximate solutions to the NLP by stopping the process prematurely at a given time instead of iterating

until convergence have been proposed in [37, 38].

NMPC is very versatile as it can take several roles within the control system.
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Guidance tasks such as trajectory planning as in [39], where a NMPC is proposed to adjust a trajec-

tory in the presence of obstacles by incorporating new constraints during operation.

Interestingly, NMPC are being considered to perform low level control tasks, which requires fast and

stable rates of operation.

The hierarchical controller implemented in [40] uses a NMPC controller for the attitude of a MRAV

and registered execution averages of 1ms while operating at a 5ms sampling time. Although it only

controls the attitude component of the system, it represents a very reasonable computation delay.

In [41], a single non-hierarchical real-time NMPC controller implemented in a fixed wing aircraft is

used to control both position and attitude for tracking a given reference trajectory while avoiding obsta-

cles and respecting actuator bounds. The execution time required by the NMPC controller averages at

30ms while operating at a sampling time of 500ms. This can be an indication of the impact of system

complexity on execution time.

Also implemented in a MRAV, in [42], a hierarchical controller is used to track a feasible trajectory

generated offline. A position NMPC controller computes attitude references feeding a second attitude

NMPC controller, operating with sampling times of 200ms and 2ms, respectively.

The application of NMPC in a MRAV with Multi-Directional Thrust (MDT) capability is studied in [43].

A NMPC controller is used to compute force inputs for each rotor to track both position and attitude

references.

2.3 Trajectory Optimization

Trajectory optimization refers to a set of methods that are used to find the best choice of trajectory,

usually by selecting the control inputs to the system, as functions of time [44]. In this definition, a

trajectory is composed by a sequence of states or control inputs during a given time interval, starting

from an initial state and ending in a desired state.

In this type of optimization, numerical algorithms solve variations of the same OCP mentioned in the

previous section. However, the focus in this field is to obtain feasible trajectories instead of control inputs

to apply directly to the system.

These problems can be solved with direct methods that discretize state and control trajectories in

order to formulate a NLP problem as mentioned in Section 2.2.6, which tend to be versatile and robust.

Common direct methods are Direct Transcription (DIRTRAN) [36] and Direct Collocation (DIRCOL) [45],

which comprise different methods to transcribe the dynamics into the NLP formulation. However, the

versatility and somewhat faster computations come at the cost of less accurate solutions and possible

losses of dynamic feasibility. Additionally, direct methods treat both states and control variables as

optimization variables which for complex system can increase the size of the NLP significantly.

Alternatively, indirect methods often treat only control inputs as optimization variables, while implicitly

enforcing dynamic constraints through the system’s simulation [46]. This means that in a predicted

trajectory, any given state is the result of a system simulation using the previous state and respective

control input. This implies that solutions obtained though these methods will be dynamically feasible.
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The solvers used in this approach are highly conditioned by the initial guess. When dealing with complex

systems or problems, finding solutions becomes more difficult and may require significant computation

time to achieve a feasible solution.

Differential Dynamic Programming (DDP) [47] and iterative Linear Quadratic Regulator (iLQR) [48]

are two indirect methods that solve the OCP by breaking it into smaller subproblems. While these

methods are fast, they tend to be less robust and due to their strict enforcement of dynamic feasibility, it

is often difficult to find a control sequence that produces a reasonable initialization of the problem.

An initial guess generation approach has been proposed in [49] that aims at decreasing the sensitivity

of the initial guess. This could be applied to both direct and indirect methods.

Augmented Lagrangian TRajectory Optimizer (ALTRO) [46] comprises a few solvers for constrained

trajectory optimization problems that aims to achieve the advantages of direct and indirect methods.

It combines the introduction of slack variables that provide a relaxation of the initial problem, allowing

initializations with unfeasible trajectories. An Augmented Lagrangian combined with an iLQR to quickly

compute a first approximate solution and a line-search method, that takes the approximate solution and

enforces the satisfaction of the dynamics and constraints. This solver is then an hybrid approach with

fast computation speeds, numerical robustness, constraints handling and initialization with infeasible

state trajectories. Additionally, all of these methods can be used separately.

2.4 Simulation

Performing tests with free flyers in a microgravity environment is a rather difficult task. Therefore, a good

simulator is extremely important in the development of these vehicles.

The RotorS simulator [50] contains tools that allow the modeling, control and simulation of MRAV.

It is a Gazebo based open source simulator implemented within the ROS environment. This package

makes it relatively easy to create, test, and modify MRAV models. Furthermore, RotorS provides a fairly

accurate modeling of aerodynamic elements present in MRAV, and provides the simulation of several

onboard sensors, example controllers and simulation scenarios.

The NASA Astrobee Robot Software and Simulator [10] are available to the public. Its simulator is

also Gazebo based running a custom propulsion system and sensors. It uses a combination of ROS,

for onboard communication and Data Distribution Service (DDS), for remote messaging. This package

also provides a variety of navigation and localization methods to experiment with.

As RotorS is easier to get acquainted with, it can be viewed as a first choice to develop control

methods while aiming to switch to the Astrobee simulator, given that both simulators are based Gazebo

within the same ROS framework.
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Chapter 3

Background

In this chapter, the background theory regarding the topics required to understand the remainder of this

thesis is presented. In Section 3.1, the general OCP is presented and common optimization methods

are discussed. In Section 3.2, the optimization methods considered to solve general NLP problems with

interest to NMPC are presented with detail. In Section 3.3, the theory regarding NMPC formulation is

presented.

3.1 Optimal control methods

Optimization methods are one of the best ways to operate complex dynamic systems while satisfying

certain optimality criterion. These methods allow the formulation of an OCP that can be solved by

numerical and optimization solvers. Optimality is defined as the minimization or maximization of an

objective function, that can be defined arbitrarily to describe the optimal solution, without violating any

specified constraints. The optimal state is achieved through the selection of optimal values for the

optimization variables, which are normally composed by control inputs to the system [24].

In general, an objective function includes two terms: a boundary objective J and a path integral along

the entire optimization horizon, visible in (3.1). A problem with both terms is said to be in Bolza form. A

problem with only the integral term is said to be in Lagrange form, and a problem with only a boundary

term is said to be in Mayer form [44].

The terms optimization variables or decision variables are used to describe the variables that the

optimization solver adjusts to minimize the objective function. These can be the initial and final time, t0

and tf , as well as state and control variables, x(t) and u(t), respectively [44]. The set of optimization

variables will be henceforth designated by z := (to, tf ,x(t),u(t)).

The optimization is subject to a variety of limits and constraints, namely dynamic constraints (3.2),

path constraints (3.3), and boundary constraints (3.4).
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This concludes the formulation of a general continuous-time OCP

min
t0,tf ,x(t),u(t)

FJ = J(tf ,x(tf )) +

∫ tf

t0

`(x(t),u(t), t)dt (3.1)

subject to ẋ = f(x(t),u(t), t), (3.2)

h(x(t),u(t), t) ≤ 0 (3.3)

g(t0, tf ,x(t0),x(tf )) ≤ 0 (3.4)

There are several ways to approach an OCP. The two main approaches are indirect and direct

methods.

Indirect Methods use the necessary conditions of optimality of the continuous problem to derive a

Boundary Value Problem (BVP) in Ordinary Differential Equations (ODE) [51]. This BVP must be nu-

merically solved, and the approach is often viewed as ”first optimize, then discretize”. The class of

indirect methods encompasses the well known calculus of variations and the Pontryagin Maximum Prin-

ciple. These methods often treat only control inputs as optimization variables while implicitly enforcing

dynamic constraints through the system’s simulation from the beginning to the end using an integrator

[46]. This propagation is highly dependent on the initial state value. For this reason, producing rea-

sonable initializations, and consequently finding a solution is often difficult. Errors introduced in the

beginning of a trajectory also tend to propagate along the prediction horizon.

Direct methods transform the original infinite OCP into a finite NLP. This NLP is then solved by

variants of numerical optimization methods [24]. It is often viewed as ”first discretize, then optimize”,

which is an intuitive way of distinguishing direct and indirect methods. All direct methods are based on

a finite dimensional parameterization of the control trajectory, but differ in the way the state trajectory is

handled [51]. Nowadays, direct methods are the most widespread and successfully used techniques,

and will be the focus of the next section.

3.2 Nonlinear Programing

The interest when using optimization methods is to find global minimizers. However, for general non-

linear problems, and in particular nonconvex problems, such global minimizers are very hard to find in

practice, as it is very unpractical to evaluate the objective function FJ in all its definition space. Never-

theless, general optimization methods are able to find local minimizers [32]. For this reason, good initial

guesses are often required to achieve good solutions.

3.2.1 Newton’s method

Essentially all numerical methods for solving nonlinear optimization problems resort to some type of

iteration with a finite set of unknowns. The fundamental approach to most iterative schemes was sug-

gested by Newton over 300 years ago [52]. Therefore, a brief overview of this approach is essential to

understand how nonlinear solvers work and how a problem can be formulated.
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Following [52], assuming the objective of solving the nonlinear algebraic equations a(z) = 0, a ∈ Rm

for the root z∗, starting from an estimate z, z ∈ Rn, a new estimate z̄ can be computed according to

z̄ = z + α∆z (3.5)

where α is a scalar step length and ∆z is called the search direction, which is computed by solving the

linear system

∇za(z)∆z = −a(z) (3.6)

where ∇za(z) is a m× n matrix of first derivatives of a(z).

Depending on the considered optimal problem, the conditions that define an optimal solution can

vary. These conditions are used to provide information about the problem to the solver.

3.2.2 Unconstrained problem

In unconstrained problems, local extrema points can be found in stationary points, where the first deriva-

tive of the objective function or the matrix of first derivatives, called Jacobian matrix ∇zFJ(z), is equal to

zero.

∇zFJ(z) = 0 (3.7)

Additionally, considering z∗ a local minimizer of FJ , to distinguish minimum points from maximum

points, the second derivative of the objective function or the matrix of second derivatives, called Hessian

matrix ∇2
zzFJ(z), needs to be positive definite in an open neighborhood of z∗ [32]. This ensures that

for a vector d ∈ Rnz with ||d|| < r, where r is a radius such that ∇2
zzFJ(z) is positive definite for all

z ∈ {z | ||z− z∗|| < r}, the following holds

FJ(z∗ + d) > FJ(z∗) (3.8)

These are the necessary and sufficient conditions to consider a given local minimizer z∗ as an optimal

local minimum zopt [32].

3.2.3 Constrained problem

In problems with constraints, optimal points can be found by the Lagrangian multiplier method, which

augments the objective function FJ to take in consideration the equality and inequality constraints

G(z) = 0 (3.9)

H(z) ≥ 0 (3.10)
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for simplicity both constraints are combined into C via

C(z) :=

G(z)

H(z)

 (3.11)

and the Lagrangian is then given by

L(z,λ) = FJ(z)− λTC(z) (3.12)

where λ are Lagrange multipliers. Following [52], necessary conditions for the point (z∗,λ∗) to be a

constrained optimum point require finding a stationary point of the Lagrangian that is defined by

∇zL(z,λ) = ∇zFJ(z)−∇zC(z)Tλ = 0 (3.13)

and

∇λL(z,λ) = −C(z) = 0 (3.14)

These first-order necessary optimality conditions are usually called Karush-Kuhn-Tucker (KKT) condi-

tions [52].

It is important to note that a generalization of constrained problems occurs when inequality con-

straints H(z) ≥ 0 are imposed. For a given minimizer z∗, the constraints will fall into one of two classes.

Strictly satisfied constraints, Hi(z
∗) > 0, which are called inactive constraints. The remaining active

constraints are on their bounds, Hi(z
∗) = 0 [52]. Constraints restrict the feasible direction of the next it-

erate z̄ in (3.5). All equality constraints restrict feasible directions. However, not all inequality constraints

restrict feasible directions. Only when a given minimizer z∗ implies Hi(z) = 0 are feasible directions

restricted by inequality constraints [32]. The active set A(z) of any given feasible point z consists of

the equality and inequality constraints that restrict the feasible directions of that particular point. If A

is known, then the remaining inactive constraints can be ignored and the problem can be solved as

an equality constrained problem. However, as constraints can become active of inactive, an algorithm

needs to compute A, which is not a trivial problem [52].

Apart from this generalization regarding inequality constraints, the same first-order optimality condi-

tions (3.13) and (3.14) apply to equality and inequality constrained problems [52].

3.2.4 Direct Multiple Shooting

There are several direct methods to reformulate the infinite OCP into a finite NLP and each one can

have variants or differ in terms of implementation. Therefore, for brevity only Direct Multiple Shooting

will be detailed as it presents the most relevance for this work.
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According to [32] a NLP problem takes the following form

minimize
z

FJ(z) (3.15)

subject to G(z) = 0, (3.15a)

H(z) ≥ 0 (3.15b)

with maps F : Rnz → R, G : Rnz → Rng and H : Rnz → Rnh . The function G(z) comprises all

equality constraints, the function H(z) comprises all inequality constraints and z represents the set of

the optimization variables. Similarly to previous sections, the function FJ(z) is a cost function.

Here and in the following, state and control constraints sets will be characterized by a set of functions

GSi : X × U → R, i ∈ ES = {1, ... , pg}, and HS
i : X × U → R, i ∈ IS = {pg + 1, ... , pg + ph} via the

equality and inequality constraints presented in (3.15a) and (3.15b).

In order to reformulate an OCP into a NLP, the dynamics need to be transformed into equality and in-

equality constraints, via a discretization method such as multiple shooting or full discretization [32]. Note

that even though discrete time is considered, within this context, the continuous time system equations

are used which are mapped by f in (3.2). This map is obtained through numerical integration methods.

This mapping is used to compute the predicted trajectory xu.

Evidently, the control input u(k) will be an optimization variable in the NLP. The multiple shooting

discretization includes some components of the state vector xu(k, x0), at certain k time instants, as

independent optimization variables in the problem, as opposed to the full discretization method which

would include all xu(k, x0) elements at all k ∈ {0, ... , N − 1} in the NLP [32]. These new variables are

called shooting nodes and the respective times will be called shooting times. In the formal description,

the vector of multiple shooting nodes will be defined by s := (s1, ... , srs) ∈ Rrs where si is the ith multiple

shooting node. The shooting times ς : {1, ... , rs} → {0, ... , N} and indices ι : {1, ... , rs} → {1, ... , d}

define the time and component of the state vector xu corresponding to si through

xu(ς(j), x0)ι(j) = sj (3.16)

This implies that the components xu(k, x0)i, i = 1, ... , d are determined by the iteration

xu(k + 1, x0)i = sj (3.17)

if there exists j ∈ {1, ... , rs} with ς(j) = k + 1, ι(j) = i and

xu(k + 1, x0)i = f(xu(k, x0), u(k))i (3.18)

with initial condition xu(0, x0)i = sj if j ∈ {1, ... , rs} with ς(j) = 0 and ι(j) = i, or xu(0, x0)i = (x0)i,

otherwise. The shooting nodes si become part of the set of optimization variables z, which reads

z := (u(0), ... , u(N − 1), sT )T (3.19)
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To ensure that the NLP solution leads to values of si for which the state vector xu(k, x0) then defined

forms a trajectory of (3.26). To achieve this, following [32] a continuity condition is defined for all shooting

nodes sj with ς(j) ≥ 1 as

sj − f(xu(ς(j)− 1, x0), u(ς(j)− 1))ι(j) = 0 (3.20)

and for all shooting nodes sj with ς(j) = 0 as

sj − (x0)ι(j) = 0 (3.21)

These constraints are included as equality constraints in the NLP (3.15). Its final formulation is then

minimize FJ(z) :=

N−1∑
k=0

Wk`(n+ k, xu(k, x0), u(k)) +WN`N (n+N, xu(N, x0)) (3.22)

with respect to z :=(u(0), ... , u(N − 1), s) ∈ Rnz (3.22a)

subject to G(z) =


[
GSi (xu(k, x0), u(k))

]
i∈ES ,k∈Ki[

sj − f(xu(ς(j)− 1, x0), u(ς(j)− 1))ι(j)
]
j∈{1,,,,rs},ς(j)≥1[

sj − (x0)ι(j)
]
j∈{1,...,rs},ς(j)=0

 = 0 (3.22b)

H(z) =
[
HS
i (xu(k, x0), u(k))

]
i∈IS ,k∈Ki

≥ 0 (3.22c)

where W is a weighting matrix. The index sets Ki, i ∈ ES ∪ IS in these constraints indicate that some

of the conditions may not be applied to all times k ∈ {0, ... , N}. These constraints induce the feasible

set Ω described by

Ω = {z |Gi(z) = 0, i ∈ E ;Hi(z) ≥ 0, i ∈ I} (3.23)

where z ∈ Ω are called feasible points.

This means that any minimizer zopt of the NLP must be an element of Ω by definition [32].

3.2.5 Sequential Quadratic Programming

To solve any NLP of the form (3.15) SQP are common approaches. Recalling the Lagrangian function

L in (3.12), the objective of methods based in SQP is to iteratively approximate z and λ to zopt and λopt

such that the KKT conditions (3.13) and (3.14) hold [51].

A SQP method achieves this by applying the Newton’s method to the KKT conditions to formulate an

approximation of the nonlinear problem around the current iterate, which will be denoted by zk [32]. The

objective is to iterate

zk+1 = zk + αk∆zk (3.24)

where z represents the vector of optimization variables defined in (3.19), αk is the step length and the
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search direction ∆zk is the solution of the Quadratic Programming (QP) subproblem that results from

the application of the Newton’s method according to [32] and formulated by

minimize FQP (zk)+∇FQP (zk)T∆zk +
1

2
∆zTk∇2

zzL(zk,λk)∆zk (3.25)

with respect to ∆zk ∈ Rnz (3.25a)

subject to Ci(zk) +∇Ci(zk)T∆zk = 0 for all i ∈ Wk (3.25b)

whereWk can be seen as an approximation to the active set A(zk) and is updated in each iteration step.

This method can then handle inequality constraints.

3.3 Nonlinear Model Predictive Control

NMPC is an optimization based control method which provides feedback control laws for nonlinear sys-

tems. NMPC originated as an extension of optimal control theory to improve robustness and resistance

to model uncertainties and has become a very popular technique for difficult control problems [24].

3.3.1 Basic algorithm

Given a system with state x(n) ∈ X → Rd, which is measured at discrete time instants tn, n =

0, 1, 2, ..., N − 1, it is considered a controlled system if at each time instant a control input u(n) ∈ U → Rm

can influence the future behavior of the state of the system. The general objective is to obtain the control

inputs u(n) such that x(n) follows a given reference xref ∈ X as good as possible [32]. The objective

of model predictive control, linear or nonlinear, is to use a model of the process in order to predict and

optimize the future system behavior. In this work, models will take the form

x(n+ 1) = f(x(n), u(n)) (3.26)

where f : X × U → X is a known and nonlinear map which assigns to a state x(n) and a control value

u(n) the successor state x(n+ 1) at the next time instant.

Achieving the optimal input sequence will be an iterative process. Starting from the current state

x(n), for a given control sequence u(0), ..., u(N − 1) with horizon length N ≥ 2, the expression (3.26) is

iterated in order to obtain the predicted trajectory xu defined by

xu(0) = x(n), xu(k + 1) = f(xu(k), u(k)), k = 0, ..., N − 1 (3.27)

At this stage, a prediction for the behavior of the system is obtained on the discrete interval tn, ..., tn+N ,

based on the given control sequence u. Optimal control methods are then applied to determine the

sequence u(0), ..., u(N − 1) such that xu is as close as possible to xref [24]. To this end, there must be

a function `(xu(k)) that measures the difference between xu(k) and xref (k) for k = 0, ... , N − 1, that is

denominated as the cost function. To allow penalization of control inputs, the cost function can be of the
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form `(xu(k), u(k)). In this case, both the distance from a reference state and reference control input are

penalized. Following [32], a common choice for this purpose is the quadratic function

`(xu(k), u(k)) = Q||xu(k)− xref (k)||2 +R||u(k)||2 (3.28)

where Q and R are weighting parameters for the state and control, respectively. A general form of an

optimal control problem is the following

minimize FJ(xu(.), u(.)) :=

N−1∑
k=0

`(xu(k), u(k)) (3.29)

Assuming that this optimal control problem has a solution, it is given by the minimizing control se-

quence uopt(0), ... , uopt(N − 1), i.e.,

min
u(0),...,u(N−1)

FJ(x(.), u(.)) =

N−1∑
k=0

`(xuopt(k), uopt(k)) (3.30)

To achieve the feedback form, u(n) will be defined in feedback form as u(n) = µ(x(n)) where µ

maps the state x ∈ X into the set U of control values. Obtaining the desired feedback value µ(x(n)) is

achieved by setting µ(x(n)) := uopt(0), i.e., the first element of the optimal control sequence is applied

as feedback. At the following instant tn+1, the process is repeated from the prediction step, meaning that

the remaining control inputs from the current solution, uopt(1), ... , uopt(N−1), are discarded [32]. In con-

clusion, the feedback law is obtained by an online iterative optimization over the predictions generated

by the model of the system (3.26).

At each time instant t, a prediction is generated for the following N − 1 instants, maintaining the

prediction horizon constant, meaning that the horizon is advancing through time. For this reason, MPC

is often referred to as Moving Horizon Control (MHC) [32].
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Chapter 4

Proposed Approach

In this chapter, the formulation of the selected methods to achieve the objectives of this work are ex-

plored. In Section 4.1, the models considered throughout this work, based in the Space CoBot, will be

derived. In Section 4.2 the methods considered to formulate the NMPC controller integrated in this thesis

are described. Lastly, in Section 4.3, the method used to perform guidance tasks, such as generating

feasible trajectories for the NMPC is detailed.

4.1 Models

Throughout this thesis, three system configurations were considered. A single Space CoBot system,

a Space CoBot carrying a payload system and a formation system comprising two Space CoBots and

a shared payload. An additional formation configuration without payload is considered. However, the

involved vehicles are described by the single Space CoBot dynamic model. The only difference is a

transformation of the provided references, as will be detailed further below.

4.1.1 Space CoBot model

The Space CoBot is an hexarotor UAV with a special rotor design configuration, that can be visualized

in Figure 4.1. All propellers are represented with a blue color with the exception of one represented by

the color red and serves for visual reference of the attitude of the Space CoBot.

It is modelled based on the nonlinear dynamic model described in [5], which is defined through

the Newton-Euler equations of motion. However, in this work quaternions are used to describe rota-

tion instead of Euler angles. The quaternions approach is often used not only to avoid discontinuities

and gimbal-locks but also to allow faster computations, which is essential when dealing with numerical
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Figure 4.1: Space CoBot 3D model.

methods. The resulting model is described by

ṗ = v

v̇ = (1/m) R(q) F

q̇ = (1/2) Q(q)ω

ω̇ = J−1(M− ω × Jω)

(4.1)

where p = [x , y , z] is the position, v = [u , v , w] corresponds to linear velocity, and q = [qw , qx , qy , qz]

is the attitude quaternion, where qw is a scalar and [qx , qy , qz] are vector components which represent

the rotation axis. These components are described with respect to (w.r.t.) the inertial frame I, and

ω = [ωx, ωy, ωz] is the angular velocity described w.r.t. the body frame B. These elements constitute

the state vector x = [p,v,q,ω]. The scalar m is the system’s mass, J is the moments of inertia matrix

and F and M are vectors representing the thrust force and torque generated by the rotors w.r.t. the body

frame. R ∈ SO(3) is the rotation matrix obtained by considering right-hand rotation and defined by

R(q) =


1− 2q2

y − 2q2
z 2qxqy − 2qzqw 2qxqz + 2qyqw

2qxqy + 2qzqw 1− 2q2
x − 2q2

z 2qyqz − 2qxqw

2qxqz − 2qyqw 2qyqz + 2qxqw 1− 2q2
x − 2q2

y

 (4.2)

and Q is a 4× 3 matrix defined by

Q(q) =


qw −qz qy

qz qw −qx
−qy qx qw

−qx −qy −qz

 (4.3)

Note that the dot product Q(q)ω results from a simplification step of the multiplication between a vector

and a quaternion q⊗ ω. Details regarding operations with quaternions are detailed in appendix A.1.
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Propulsive system model

A common approach to model a UAV rotor is to consider the relationships that result from the momentum-

blade theory [53],

Ct =
T

ρn2D4
and Cp =

P

ρn3D5
(4.4)

where Ct is the thrust coefficient, Cp is the power coefficient, ρ represents the air density, D is the rotor

diameter, n is the rotation velocity of the blade expressed in rps (revolutions per second), and T and

P are the thrust and power, respectively. These two parameters are used to describe rotors once they

are often used to present propeller performance test results. Obtaining this experimental information for

a specific propeller can be a significant challenge. Alternatively, a performance study was conducted

for small-scale propellers of different shapes and sizes in [54]. This allows the observation of a similar

propeller and the use of approximations for the coefficients.

For modeling purposes, it is useful to describe the motor model as a function of thrust and torque.

Therefore, starting from the expression (4.4) and considering that the power of a moving body, P , is ex-

pressed by P = 2πτn, where τ represents the generated torque, the following expressions are obtained

T = ρD4Ctn
2 and τ =

ρD5Cp
2π

n2 (4.5)

Note that ρ, Ct and Cp are not constant parameters and vary with the propeller rotational speed

and environment conditions such as pressure and temperature. However, the scenarios considered in

this work do not involve high variations of environmental conditions. Furthermore, the relation Cp/Ct

tends to present a small variation when the rotational speed suffers high variations according to [54].

Consequently, this relation can be considered constant without significant loss of accuracy. For simplicity

sake, the constants K1 and K2 are defined by

K1 = ρD4CT K2 =
ρD5CP

2π
(4.6)

Considering a single propeller i whose motor is rigidly linked to the body frame B, depicted in Figure

4.2, this rotor generates a scalar thrust fi and a torque τi described by

fi = K1ui τi = wiK2ui, i ∈ {1, ... , 6} (4.7)

where wi is either -1 or 1 depending on whether the propeller rotates clockwise or anti-clockwise for a

positive forward thrust fi > 0. The actuation signal ui is defined by ui = sgn(ni)n
2
i , where sgn() is a

sign function, to achieve a linear relation between the actuation and forces/moments.

The orientation of a propeller w.r.t. the body frame B is represented by the unit vector ûi. Conse-

quently, the thrust Fi and total torque Mi, caused by the displacement of thrust from the Center of Mass
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Figure 4.2: Single propeller notation. Figure from [4]

(CoM) and the propeller reaction torque τ i are defined by

Fi = fiûi Mi = ri ×Ti − τiûi, i ∈ {1, ... , 6} (4.8)

Each rotor is represented by a relative position to the CoM, expressed by the vector ri, orthogonal to

the Z axis, and the unit vector ûi, aligned with the propeller orientation axis. Both are uniquely defined

by the angles θi and φi through the following expressions

ri =


d cos(θi)

d sin(θi)

0

 ûi =


sin(θi) sin(φi)

− cos(θi) sin(φi)

cos(θi)

 , i ∈ {1, ... , 6} (4.9)

where d = ||ri|| is the distance from the propeller to the CoM. All these elements can be visualized in

Figure 4.2.

The resulting thrust Fi and torque Mi are obtainedFi

Mi

 = aiui ai =

 K1ûi

K1ri × ûi − wiK2ûi

 , i ∈ {1, ... , 6} (4.10)

where ai represents the components of force and torque of the i-th rotor described by

ai =



K1 sin(θi) sin(φi)

−K1 cos(θi) sin(φi)

K1 cos(φi)

[K1d cos(φi)− wiK2 sin(φi)] sin(θi)

− [K1d cos(φi)− wiK2 sin(φi)] cos(θi)

−K1d sin(φi)− wiK2 cos(φi)


(4.11)

The resulting net force and torque will be the sum of the contributions of the 6 rotors. In matrix formF

M

 = Au (4.12)
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where A = [a1 ... a6] is a square matrix hereby called actuation matrix and u = [u1 ... u6]
T is the actua-

tion input.

4.1.2 Space CoBot with payload model

One of the objectives of the Space CoBot project is to provide assistance to humans. To that end, the

integration of a robotic arm can be considered to provide means of interaction with the environment. This

integration is outside the scope of this thesis. Any addition to the Space CoBot system, such as an arm

or a payload, will require modifications of the model defined in the previous section, due to the change

in CoM. To redefine the model, one can resort to the Parallel axis theorem to compute the resulting

inertial matrix around the CoM of the resulting system. In order to perform this modification, rigid body

conditions are considered, meaning that the payload is rigidly linked to the Space CoBot. An illustration

of the considered system can be observed in Figure 4.3 below.

Figure 4.3: Space CoBot with payload configuration.

The new CoM represented by point S presents a displacement in the z axis only, in the body frame

of reference. In general, the CoM can be found by vector addition of the weighted position vectors which

point to the CoM of each object in a system. Therefore the components of the new CoM can be trivially

calculated by

xS = xSC (4.13)

yS = ySC (4.14)

zS =
mspace cobotzSC +mpayloadzP

mspace cobot +mpayload
(4.15)

Should the payload be asymmetrical, this computation has to be performed for every axis.

Following [55], the Parallel axis theorem states

JA = JG +msystem

(
rTGrGI− rGrTG

)
(4.16)

where JG and JA represent the system’s moments of inertia matrices around the CoM and an arbitrary

point A, respectively. The constant msystem represents the mass of the system, I is the identity matrix
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and rG is a vector representing the position of point G relative to point A.

As mentioned earlier, the objective is to obtain the total inertia of the system expressed around the

CoM of the system, JS , which is defined by

JS = JT1 + JT2 (4.17)

where JT1 and JT2 are defined by

JT1 = JSC +mspace cobot

(
rTSCrSCI− rSCrSC

)
(4.18)

JT2 = JP +mpayload

(
rTP rP I− rP rP

)
(4.19)

Additionally, the actuation model is modified to considered the deviation of the CoM as seen in Figure

4.4, via

rpi = coff + ri (4.20)

Figure 4.4: Visualization of vector operation to obtain rotor positions with payload.

The resulting actuation model can then be redefined byFi

Mi

 = aiui ai =

 K1ûi

K1rpi × ûi − wiK2ûi

 (4.21)

The resulting dynamics model is then
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ṗ = v

v̇ = (1/msystem) R(q) F

q̇ = (1/2) Q(q)ω

ω̇ = J−1
S (M− ω × JSω)

(4.22)

where

msystem = mspace cobot +mpayload (4.23)

4.1.3 Formation with payload model

To increase the applications of the Space CoBot project, a formation configuration while carrying a

payload is also considered. This formation will be considered as a single system where all elements

are rigidly linked, comprising a rigid body. In this case, the model will be defined around the CoM of the

complete system. The resulting configuration can be observed in Figure 4.5.

Figure 4.5: Formation with payload configuration.

Similarly to the single Space CoBot with payload configuration, the new CoM, represented by point

S, can be computed by

xS = xSC1 ∨ xS = xSC2 (4.24)

yS =
mspace cobot 1ySC1 +mspace cobot 2ySC2 +mpayloadyP

mspace cobot 1 +mspace cobot 2 +mpayload
(4.25)

zS =
mspace cobot 1zSC1 +mspace cobot 2zSC2 +mpayloadzP

mspace cobot 1 +mspace cobot 2 +mpayload
(4.26)

The total inertia of the system can be calculated by summing the inertia of each element expressed

around point S, the CoM of the system, using the same method mentioned in the previous section

resulting in the following expression

JS = JT1 + JT2 + JT3 (4.27)
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with

JT1 = JSC1 +mspace cobot 1

(
rTSC1rSC1I− rSC1rSC1

)
(4.28)

JT2 = JSC2 +mspace cobot 2

(
rTSC2rSC2I− rSC2rSC2

)
(4.29)

JT3 = JP +mpayload

(
rTP rP I− rP rP

)
(4.30)

Actuation forces must take into account the new CoM. This is solved by modifying the actuation matrix

A of each Space CoBot to account for the new positions of each rotor relative to the new CoM. Observing

Figure 4.6 for reference, let us consider one Space CoBot from the formation. The modification to its

actuation matrix can be quickly implemented by registering the displacement of the CoM of the Space

CoBot relative to the CoM of the system. This offset will be designated by coff as depicted in Figure

4.6.

Figure 4.6: Visualization of vector operation to obtain rotor positions in formation.

By performing a simple addition of the position of each rotor, ri in (4.9) to coff , the position of each

rotor relative to the CoM of the system emerges, designated by rfi and defined by

rfi = ri + coff (4.31)

The resulting actuation model of the individual Space CoBot can then be defined byFi

Mi

 = aiui ai =

 K1ûi

K1rfi × ûi − wiK2ûi

 (4.32)

The resulting force and torque will be the sum of the contributions of all 12 rotors in the formation. In

matrix form  F1 + F2

M1 + M2

 = A1u1 + A2u2 (4.33)

where Ai = [ai1 ... ai6 ] are the actuation matrices of each Space CoBot and u1 and u2 are individual
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control inputs corresponding to each Space CoBot, which compose the actuation input u =
[
uT1 uT2

]T .

The dynamics of the system described through the CoM of the system is then obtained by summing

the contributions of each Space CoBot and are defined by

ṗ = v

v̇ = (1/mtotal) R(q) (F1 + F2)

q̇ = (1/2) Q(q)ω

ω̇ = J−1
S (M1 + M2 − ω × JSω)

(4.34)

where

mtotal = 2mSpaceCoBot +mpayload (4.35)

Note that the states of the model mentioned above in (4.34) are described in the CoM of the formation

while each Space CoBot has sensors positioned in their own CoM. Therefore, this information needs

to be transformed to the CoM of the formation. This is achieved by following Euler’s equations for rigid

body dynamics. Considering the formation system as a rigid body, the linear velocity and acceleration of

any point A in the body, vA and aA, relative to the inertial frame, can be calculated given that the linear

velocity and acceleration of any point B in the body, vB and aB , relative to the inertial frame, as well as

the body’s angular velocity and acceleration also expressed in the inertial frame, ωb/i and αb/i, and the

position of point A in relation to point B, rBA = pA−pB , are known. The relations that result from these

equations follow the expressions below

pA = pB + rBA (4.36)

vA = vB + ωb/i × rBA (4.37)

aA = aB +αb/i × rBA + ωb/i × (ωb/i × rBA) (4.38)

Given that the angular velocity and acceleration, ωb/i and αb/i, are equal at any given point of the

body, it is fairly easy to transform position, velocity and acceleration data between body points.

4.1.4 Formation flight without payload

Formation flying comprises the flight of multiple objects in a synchronized manner while maintaining

constant relative positions between each element of the formation. Flying in formation without a pay-

load does not require a specific model. For simple operations, flying in formation can be achieved by

making all formation elements track a specific point and a common orientation. Considering a formation

comprising two Space CoBot vehicles, by resorting to (4.36) and opposing relative position references,

the same path can be provided to both vehicles which will be followed via the respective transformations

originated from (4.36). By providing the same orientation, possible collisions are avoided given that both

will follow a unique path.
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It is important to note that until this point, starting from the single Space CoBot model, one can derive

the payload carrying model by altering two parameters, system mass and inertia matrix. One can also

derive a formation carrying model by providing three parameters, system mass, inertia matrix and a set

of relative positions that define the formation shape and the payload positioning in the formation.

Throughout this thesis, the set of relative positions corresponding to the formation are all known

beforehand and considered to be constant. Regarding the payload parameters such as mass, inertia

matrix and position relative to the carrying system, they are all known beforehand as their estimation is

not within the scope of this work. In addition, research on how to perform such estimations has already

been conducted within the Space CoBot project in [56].

4.2 Nonlinear Model Predictive Control

To achieve a NMPC formulation, an NLP must be formulated to allow NLP solvers to find control solutions

at each time step while satisfying any additional imposed constraints. In this section, this problem

formulation and solution are detailed.

4.2.1 Problem formulation

To perform the problem discretization, multiple shooting is used.

First the controls are discretized piecewise on a given time grid

u(t) = qi for t ∈ [ti, ti+1] (4.39)

Then the ODE is solved on each interval [ti, ti+1] independently, starting with an artificial initial value si,

the so-called shooting node [32]

ẋ(t) =f(xi(t),qi), t ∈ [ti, ti+1], (4.40)

xi =si (4.41)

By numerically solving these initial value problems, the state trajectory pieces xi(t, si,qi) are ob-

tained [51].

Simultaneously with the decoupled ODE solution, the finite differences in the cost function (3.28) are

also numerically computed at each point of the grid

li(si,qi) :=

∫ ti+1

ti

`(xi(ti, si,qi),qi)dt (4.42)

In order to ensure dynamic feasibility, the continuity conditions si+1 = xi(ti+1, si,qi) are imposed.
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The 4th order Runge-Kutta integration method applied and described in [57] is used to numerically

solve the integrals.

∫ ti+1

ti

ẋdt =

∫ ti+1

ti

f(x,u)dt→ xt+1 − xi ≈
1

6
(F1 + 2F2 + 2F3 + F4) (4.43)

where

F1 =hf(x,u) (4.44)

F2 =hf

(
x +

h

2
,u +

F1

2

)
(4.45)

F3 =hf

(
x +

h

2
,u +

F2

2

)
(4.46)

F4 =hf(x + h,u + F3) (4.47)

and h is the time interval. Thus, arriving at the following NLP formulation

minimize
s,q

N∑
i=0

li(si,qi) + J(sN+1) (4.48)

subject to s0 − x0 = 0, (4.49)

si+1 − xi(ti+1, si,qi) = 0, i = 0, ..., N, (4.50)

h(si,qi) ≥ 0, i = 0, ..., N, (4.51)

g(sN+1) = 0. (4.52)

All optimization variables can be summarized as z := (s0,q0, ..., sN+1,qN ).

4.2.2 Sequential Quadratic Programming

In order to use NMPC in real-time applications involving fast dynamic processes, solution computation

times must approach at least the millisecond range. Of-the-shelf algorithms are not able to accomplish

this in a stable manner, meaning that certain problems can be solved near the 1 s mark while increas-

ing the complexity of the task increases the computation time to 10 s or no solution is found at all, as

observed in [36].

The SQP considered now, augments the objective function through the Lagrangian function L as in

(3.12). The objective is to apply Newton’s method to the KKT conditions (3.13) and (3.14) as in [52]

resulting in the following linear system

 HL ∇zCT

∇zC 0

∆z

−λ

 =

−∇zFJ
−C

 (4.53)

where HL is the Hessian matrix of the Lagrangian, C is the set of equality and inequality constraints and
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FJ is the objective function being augmented.

HL = ∇2
zFJ −

b∑
i=1

λi∇2
zCi (4.54)

where b is the size of the set of variables (z,λ) being iterated. According to [52], in this approach the

search direction ∆z can be computed by solving the QP subproblem

minimize
1

2
∆zTHL∆z +∇zFTJ ∆z (4.55)

with respect to ∆z ∈ Rnz (4.56)

subject to ∇zC∆z = −C (4.57)

Note that approximations of the constraints C are used (4.57). To increase the computation speed,

an approximation of HL is computed via the Gauss-Newton approach [57].

Real-time scheme

In order to reduce this feedback delay and the computation time in general, an real-time embedding

strategy proposed in [37] is used. This method performs only one SQP iteration per time step and di-

vides the calculations in two separate steps, a preparation step and a feedback step. All operations

that are independent of the current state measurement are included in the preparation step and can be

carried out offline. Upon the observation of the current state values the QP subproblem is constructed

and solved yielding ∆u and ∆x. This provides a control input via u = uguess + ∆u that can be immedi-

ately applied to the system [58]. The control input is maintained during a certain duration in which the

preparation step takes place, where the solution obtained in the previous step ∆x is shifted in time and

used to provide a good initial guess for the next iteration. The feedback step includes the initial value

embedding and the solving of the QP problem, which is typically faster [57]. Consequently, the feedback

delay is reduced to just the computation time of the QP solver.

In this scheme, no globalization strategy is used, under the assumption that approximated solutions

are enough to achieve convergence.

4.3 Trajectory Optimization

In the context of this thesis, for the NMPC to work as efficiently as possible, feasible trajectories will

be provided as references instead of general references. To achieve this, the numerical trajectory op-

timization algorithm ALTRO proposed in [46] will be integrated in this work. This algorithm takes an

indirect optimization approach to solve variations of an OCP such as 3.1 which is known for achieving

dynamically feasible solutions. It comprises several optimization algorithm that can be used together or

individually.
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4.3.1 Problem formulation

The cost function ` is augmented to consider constraints forming a Lagrangian function L defined by

L = `(xk, uk) + λT ck(xk, uk) +
1

2
ck(xk, uk)T Iµck(xk, uk) (4.58)

where ck is the concatenated set of equality and inequality constraints, c = (gk, hk), with index sets Ek
and Ik, respectively, λ are Lagrangian multipliers, µ are the penalty multipliers, and Iµ is a diagonal

matrix defined by

Iµ =

 0 if cki(xk, uk) < 0 ∧ λki = 0, i ∈ I

µi otherwise,
(4.59)

where ki denotes the ith constraint at time step k.

Two main steps are considered to solve this problem. The iLQR iteration and the Augmented La-

grangian update.

4.3.2 Iterative LQR

The objective of this method is to approximate all nonlinear constraints and objective using first or second

order Taylor series expansions at each iteration in order to operate on deviations around the nominal

trajectory defined by δuk. A iLQR iteration has two major steps, a backward pass that minimizes (4.58)

with respect to deviations δuk and a forward pass that updates the nominal trajectories X = {x0, ... , xn}

and U = {u0, ...1, , uN−1} by simulating the dynamics forward with the optimal corrective deviations δuoptk

starting from the fixed initial state x0 [46]. This can be summarized by the following

unewk = uk + δuoptk (4.60)

xnewk+1 = f(xnewk , unewk ) (4.60a)

This iLQR section iterates continuously until one of two conditions are reached. Either an iteration

limit is achieved or a given tolerance is satisfied for the improvement of the objective function relative to

the previous iteration objective function, defined by |L − Lprev| < tolerance [46].

4.3.3 Augmented Lagrangian iLQR

To improve the convergence rate and quality of the solution, after an iLQR step, with λ and µ held

constant, both variables can be updated according to

λ+
ki

=

 λki + µkicki(x
opt
k , uoptk ) i ∈ Ek

max(0, λki + µkicki(x
opt
k , uoptk )) i ∈ Ik

(4.61)
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and

µ+
ki

= φµki (4.62)

where φ > 1 is a scaling factor. A new iLQR step is then started. This step will keep updating these

values until one of two conditions is met. Either an iteration limit is reached or a minimal constraint

violation value is satisfied [46].

Both iLQR and Augmented Lagrange parameters can be tuned by the user.

4.3.4 Active-Set Projection Method

The solution from the Augmented Lagrangian-iLQR stage provides a coarse solution, described in this

section by Y ← X,U, λ for simplicity. For this reason, an active-set projection method is also imple-

mented in ALTRO [46]. It uses this coarse solution as a warm start solution in order to find a solution

that strictly satisfies the dynamics and constraints, rendering the resulting trajectories feasible. This

approach takes the AL-iLQR solution and projects it onto the manifold associated with the active con-

straints, already presented in this work as active set A. Then the algorithm uses a Newton method,

already described in this work, and takes successive steps δY until reaching a desired constraint toler-

ance. From this point on, this method will be referred to as the ALTRO algorithm.

4.3.5 Infeasible state trajectory initialization

As mentioned before, optimization algorithms often rely on a good initial guess, or at least a feasible

initial guess. This is even more evident in indirect methods such as this one, where dynamics are strictly

enforced by forward simulation. In [46], dynamically infeasible state trajectory initialization is possible by

introducing additional modifications to the dynamics with slack controls sk ∈ Rn that provide an initial

relaxation of the problem. The dynamics are then replaced by

xk+1 = f(xk, uk) + sk (4.63)

Following [46], the optimization problem is also modified by adding the cost term

N−1∑
k=0

1

2
sTkRssk (4.64)

and the constraints

sk = 0, k = 0, ..., N − 1 (4.65)

Since at convergence sk = 0 is supposedly achieved, a dynamically feasible solution is still obtained.
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Chapter 5

Implementation

In this chapter, details are presented regarding the implementation of all subsystems within the ROS

framework, namely the simulation environment, the NMPC controller and the trajectory optimization

algorithm. First, Sections 5.1, 5.2 and 5.3 detail all the model parameters used in this work. In Section

5.4 the chosen simulation environment to perform tests on the developed methods is presented in detail.

The integration of the NMPC controller is detailed in section 5.5. Finally, in Section 5.6 the integration of

the trajectory generation algorithm is described.

5.1 Space Cobot parameters

Although this thesis mainly relies on a simulation of the Space Cobot to test and evaluate the control

system developed, the ISR-Lisboa has manufactured a working prototype of the vehicle visible in Figure

5.1. Therefore, the model described in 4.1 will now be parameterized to represent as accurately as

possible the real prototype. This way, future validations on the real prototype can be compared, to some

extent, with the work presented throughout this thesis.

Figure 5.1: Space CoBot prototype.
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5.1.1 Design parameters

The real prototype follows the design proposed in [4] and so shall the model used for simulation. The

Space Cobot comprises six rotors equally distanced to the CoM by d = 0.16m and equally spaced

between each other.

Table 5.1: Design parameters. Angles are expressed in degrees. Table from [4].
i-th rotor 1 2 3 4 5 6

θi 0 60 120 180 240 300
φi 55 -55 55 -55 55 -55
wi -1 1 -1 1 -1 1

The actuation matrix A from (4.12), depends on the vehicle’s design parameters θi, φi, wi, d, K1 and

K2. The first three are presented in Table 5.1.

To define the constants K1 and K2 the desirable option would be to use propeller performance data

from [54] for the propeller used in the prototype, which is designated HQ 4x4.5-BN. However, this specific

propeller is not included in this database. Fortunately, this performance study is not entirely useless. As

mentioned before, the relation Cp/Ct can be considered constant for varying rotor angular velocity and

tends to present little difference between similar propellers. Therefore, a value for this relation will be

assumed and, consequently, K2/K1 can also be calculated, which will be relevant to the work that

follows.

Motor vendors usually provide performance data and technical specifications of the motor when

coupled with different propellers. This information1 is available for the Cobra 2204 motor and HQ 4x4.5-

BN propeller, both used in the prototype. This information will allow the extraction of the K1 constant.

Table 5.2: HQ 4x4.5-BN performance data when coupled with Cobra 2204/2300Kv motor.

Propeller Ω[rpm] thrust [g] thrust [N ]

HQ 4x4.5-BN 23754 543 5.32

Considering the scalar thrust produced by a single propeller fi = K1ui, where ui is expressed in

rps2. The relevant performance data of the used propeller is condensed in Table (5.2). It is then trivial

to obtain the K1 constant if a conversion from rpm to rps is performed, given that angular velocity data

in Table (5.2) is expressed in rpm. Consequently, K1 is simply computed by solving the following

fi = K1ui ⇔ (5.1)

5.32 = K1

(
23754

60

)2

⇔ (5.2)

K1 = 3.39× 10−5 (5.3)

where dividing the angular velocity by 60 performs the conversion to rps.

1https://www.innov8tivedesigns.com/images/specs/Cobra CM-2204-28 Specs.htm
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As stated earlier, an approximate relation K2/K1 can be computed by resorting to the relation Cp/Ct

of a similar propeller2. Although this relation tends to present a small variation with angular velocity,

the selected value, Cp/Ct = 0.397, corresponds to relatively slow velocities (≤ 9000 rpm). Given the

propeller diameter, D = 0.1016m, the relation K2/K1 is then computed by

K2

K1
=
CpD

Ct2π
≈ 6.4× 10−3 (5.4)

The relation in (5.4) is useful once it allows the modification of the actuation matrix A from (4.12)

to be dependent on K2/K1 instead of the individual constants K1 and K2. This is accomplished by

factorizing the constant K1 resulting in the following

A = K1AN (5.5)

where AN = [aN1
... aN6

] which will be hereafter designated by normalized actuation matrix and

aNi =

 ûi

ri × ûi − wi K2

K1
ûi

 , i ∈ {1, ... , 6} (5.6)

The modified forces/moments expression is then described byF

M

 = λrpmANu (5.7)

where λrpm is used to simplify the resulting expression and comprises the K1 constant and a conversion

factor that allows the control input ui to be expressed in rpm2 from this point further. It is defined by

λrpm =
K1

602
= 9.428× 10−9 (5.8)

Other parameter such as mass, m, and inertia matrix, J, were obtained experimentally in the ISR-

Lisboa laboratory and are introduced below

m = 6.047 kg J =


0.0376245 0 0

0 0.0426381 0

0 0 0.0678863

 (5.9)

This concludes the definition of all Space CoBot’s design parameters that will be used in the following

sections.

2https://m-selig.ae.illinois.edu/props/volume-2/data/gwsdd 5x3 static 0323rd.txt
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5.2 Payload parameters

As visible in Figure 4.3, a 6 kg spherical payload with a diameter of 0.1m is considered. Its CoM presents

a displacement of −0.2m in the z axis relative to the CoM of the Space CoBot. With this information,

relative positions in (4.18) and (4.19) can be calculated

rSC → (0, 0, 0.09961) (5.10)

rP → (0, 0, −0.10039) (5.11)

The system mass and inertia matrix then become

msystem = 12.047 kg JS =


0.1774 0 0

0 0.1825 0

0 0 0.073886

 (5.12)

5.3 Formation parameters

To form a flying formation two Space CoBot vehicles are considered in this work. However, the present

approach allows this number to be increased. The payload considered now takes a cuboid shape as

seen in Figure 4.5, which measures 0.5× 0.8× 0.1m. The CoM of each Space CoBot present a relative

displacement of 0.8m in the y axis. The payload is kept at 6 kg to allow possible comparisons to the

single Space CoBot with payload configuration. Its CoM presents a displacement of −0.2m in the z axis

relative to the plane that contains both Space CoBot robots (xy plane). With this information, the CoM

of the resulting system and relative positions in (4.28), (4.29) and (4.30) can be calculated.

rSC1 → (0, −0.4, 0.06632) (5.13)

rSC2 → (0, 0.4, 0.06632) (5.14)

rP → (0, 0, −0.13368) (5.15)

The system mass and inertia matrix then become

msystem = 18.094 kg JS =


2.4957 0 0

0 0.37569 0

0 0 2.5158

 (5.16)

5.4 Simulation environment

The Space CoBot was designed to operate in the absence of gravity. Consequently, it is not easy to

experiment or perform full validations on a real prototype.
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There are several open source simulators available that are easy to use and allow a quick start after

a few tutorials. Most simulators have intuitive ways of implementing a certain desired model and will

automatically define kinematic and dynamic relations based on a few properties, without the need to

specify any equations. However, there are several effects that are not simulated, namely aerodynamic

forces generated by moving bodies. Particularly, moving rotors generate complex aerodynamic forces,

due to their shape, which are essential to accurately model a rotor based vehicle and reduce the gap

between simulation and reality. These effects are strongly dependent on the propeller properties and are

often defined using experimental methods. Therefore, one would have to model these effects manually

or build plug-ins that achieve the same result.

5.4.1 Gazebo

The simulation environment used this work is based in the Gazebo simulator. It provides extensive

documentation and several detailed tutorials that allow a quick introduction to this software. Gazebo uses

Simulation Description Format (SDF) files to describe its models and world environments. Objects are

described through links, which are characterized by mass and moments of inertia, and have geometric

representation for visual and collision purposes. The links can be connected through joints to define

specific kinematics properties. The joints are just a representation of motion and do not possess mass

or inertia.

Motion simulation is performed through Newton-Euler equations together with a first order integrator

which comprises the physics engine Open Dynamics Engine1. Evidently, it simulates only rigid body

dynamics. One of the main reasons to use this simulator is the fact it can be used effortlessly with ROS,

and it already is used as a base for more complex simulators.

5.4.2 RotorS simulator

The RotorS simulator provides tools to model MRAVs with a good level of precision. Unified Robotic

Description Format (URDF) is used to define the MRAV models considered in this work through the po-

sition and orientation of individual elements while using built-in tools to automatically calculate moments

of inertia and to convert the resulting models to SDF, the format used by Gazebo.

Included in this package is a plug-in that computes the lacking aerodynamic forces generated by

propellers mentioned previously. The additional elements simulated for each rotor are the thrust force

FT , the drag force FD, the rolling moment MR and the moment originating from the drag of a propeller

MD following [59] and defined by

1https://bitbucket.org/odedevs/ode/src/master/
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FT = Ω2CT ezB (5.17)

FD = −ΩCDv
⊥
A (5.18)

MR = ΩCRv
⊥
A (5.19)

MD = −wCMFT (5.20)

where Ω is the positive angular velocity of the propeller, CT is the rotor thrust constant, CD is the rotor

drag constant, CR is the rolling moment constant and CM is the rotor drag moment constant. These

constants are all positive. w denotes the turning direction of the rotor for which the thrust produced is

positive, it can be +1 (counter clockwise) or -1 (clockwise). ezB corresponds to the unit vector pointing

in the z-direction of the rotor’s body frame. v⊥A represents the velocity of the rotor projected in the rotor

plane, described by the the same vector ezB .

RotorS provides other tools such as controllers, state estimators, sensor data simulation, wind simu-

lation, among others. A visualization of the RotorS framework is presented in Figure 5.2.

Figure 5.2: Visualization of RotorS framework. Figure from [50].

Darker blocks represent the available tools provided by this simulator. In this work, the MAV Control

block in Figure 5.2 is replaced by the NMPC controller developed for this work.

5.4.3 Simulation parameters

To achieve an accurate model, the parameters CT , CD, CR and CM , corresponding to the constants

in (5.17)-(5.20), mass, m, and moments of inertia matrix, J, are defined in accordance with the Space

CoBot design parameters presented in Section 5.1. Therefore, all elements computed by the RotorS
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plug-in are modified by changing the respective constants in such a way that angular velocity can be

expressed in rpm. This is already described in (5.7). Hence, to match this model the moments of inertia

matrix J in (5.9) is manually inserted into the parameters instead of using RotorS built-in methods. This

is necessary to avoid possible differences between the two models that might cause simulation errors.

Given that RotorS computes the inertia of each individual element of the model separately, this can

result in small inertia values and Gazebo has proven to be unpredictable when dealing with these small

values.

Table 5.3: RotorS model parameters.
Thrust constant CT 9.428× 10−9

Drag constant CD 1.344× 10−6

Rolling moment constant MR 1.667× 10−8

Drag moment constant MD 6.400× 10−3

Rotor radius [m] r 5.086× 10−2

Arm length [m] d 1.600× 10−1

All required parameters are then presented in Table 5.3. Note that although Space CoBot does not

comprise arms as a typical MRAV, the designation Arm length is used to describe the rotor’s distance

to the CoM.

The RotorS plug-in requires the rotors’ angular velocities in order to compute the forces and moments

to apply to the respective links and for setting the visual velocity of the joints in the Gazebo simulator. The

visual velocity computation in RotorS is necessary given that angular velocity in Gazebo is expressed in

rad/s. This conversion is also regulated by a constant defined in the model parameters. Note that this

parameter has visual purposes only. The resulting simulation environment can be visualized through

Figure 5.3.

Figure 5.3: Simulation environment framework.

5.4.4 Payload grasping

In order to form a configuration with several MRAVs, each with an independent controller, RotorS initial-

izes MRAVs individually. Therefore, there is no built-in function to create connections between objects
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during simulation. Considering a formation with a payload, or the act of grasping an object, such as a

payload, is then impossible with the base simulator. To allow these actions, a grasping plug-in2 was inte-

grated into the simulation environment. This addition allows the individual initialization of all elements of

a simulation and the creation of additional Gazebo joints between objects when desired to perform an

attachment, and the respective destruction as well, to perform a detachment. Achieving the formation

with payload configuration is then performed by creating two additional joints between the vehicles and

the payload, creating what can be considered a single rigid body.

5.5 NMPC controller

In order to integrate a NMPC in real-time applications, there are several open source options available.

In this thesis the ACADO toolkit [60] was used to generate the real-time solver described in Section

4.2.2. This toolkit comprises several optimization methods for control and estimation, integrators, mul-

tiple shooting discretization and includes some QP solvers, such as qpoases [61], which is the one

selected to solve the SQP subproblems (3.25) in this work.

One major advantage of this toolkit, is the ability to generate highly efficient C code of the selected

solver. This eliminates much of the complexity involved in the integration of different software in ROS,

which is run in C++ in this work. Also, a MATLAB interface is available that allows the configuration and

testing of the selected solver. A simulation in the loop is also possible within MATLAB, which allows

some testing of the solver and the respective analysis using MATLAB tools before performing the ROS

integration.

The ACADO toolkit generates a set of files, which are included in a ROS node, hereafter designated

by controller node, and comprises several functions that are used to interact with the generated solver.

Other libraries required to run the solver are also exported and integrated within these files, such as

the qpoases solver and an integrator. The most relevant functions are the acado feedbackStep and

acado preparationStep functions that represent, as their names indicate, the preparation and feedback

steps described in Section 4.2.2. Figure 5.4 presents a visualization of these steps and how the solver

works internally.

5.5.1 Actuation

It is important to note some details regarding the integration of the ACADO solver. If the optimal control

input to be found by the solver is expressed in rpm2, the set of possible solutions will be significantly big.

Consider the angular velocity limit |u| ≤ 100002 rpm2, the set of possible solutions is then

u ∈ [−1× 108, 1× 108] (5.21)

In order to remove some complexity of the model provided to the solver, the optimal control input to be

found by the solver will be expressed in force, N , and converted to angular velocity, rpm, afterwards.

2https://github.com/pal-robotics/gazebo ros link attacher
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Figure 5.4: ACADO implementation scheme.

This is achieved by modifying the actuation model and defining the force control input uf as follows

uf = λrpmu (5.22)

resulting in the actuation model F

M

 = ANuf (5.23)

The possible solution set, for the same angular velocity limit example as in (5.21), is then

uf ∈ [−0.9428, 0.9428] (5.24)

This showed a dramatic improvement in computation speed and solution accuracy. This is much

faster due to the way the newton method works. The resulting controller node is now represented by

Figure 5.5.

The control input uf is then converted to angular velocity, urpm, via

urpm = sgn(uf )

√
|uf |
λrpm

(5.25)

The controller node is also responsible for receiving and processing sensor data from the simulator

and sending control inputs to the simulator through ROS topics.

The models provided to ACADO are based in (4.1), (4.22) and (4.34) for the respective configura-

tions. The parameterization of each model is detailed below. ACADO will use these models to generate

the integrator, which will be responsible for predicting future steps.
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Figure 5.5: Visualization of the controller node.

Actuation matrices

The single Space CoBot configuration is parameterized by the following actuation matrix

AN =



0 −0.7094 0.7094 0 −0.7094 0.7094

−0.8192 0.4096 0.4096 −0.8192 0.4096 0.4096

0.5736 0.5736 0.5736 0.5736 0.5736 0.5736

0 0.0837 0.0837 0 −0.0837 −0.0837

−0.0967 −0.0483 0.0483 0.0967 0.0483 −0.0483

−0.1276 0.1276 −0.1276 0.1276 −0.1276 0.1276


(5.26)

while the single Space CoBot with payload configuration is parameterized by

AN =



0 −0.7094 0.7094 0 −0.7094 0.7094

−0.8192 0.4096 0.4096 −0.8192 0.4096 0.4096

0.5736 0.5736 0.5736 0.5736 0.5736 0.5736

0.8159 −0.3239 −0.3239 0.8159 −0.4920 −0.4920

−0.0970 −0.7551 0.7551 0.0970 −0.6581 0.6581

−0.1274 0.1274 −0.1274 0.1274 −0.1274 0.1274


(5.27)

Mass and moments of inertia matrix considered for the Space CoBot with and without payload are

defined in (5.9) and (5.12), respectively.

The formation configuration with two Space CoBot vehicles is parameterized by the individual actu-

ation matrices

AN1 =



0 −0.70941 0.70941 0 −0.70941 0.70941

−0.81915 0.40958 0.40958 −0.81915 0.40958 0.40958

0.57358 0.57358 0.57358 0.57358 0.57358 0.57358

−0.1751 −0.17258 −0.17258 −0.1751 −0.34061 −0.34061

−0.097015 −0.095555 0.095555 0.097015 0.0014593 −0.0014593

−0.12739 −0.15637 0.15637 0.12739 −0.41116 0.41116


(5.28)
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for Space CoBot number 1 and

AN2 =



0 −0.70941 0.70941 0 −0.70941 0.70941

−0.81915 0.40958 0.40958 −0.81915 0.40958 0.40958

0.57358 0.57358 0.57358 0.57358 0.57358 0.57358

0.24194 0.30719 0.30719 0.24194 0.13916 0.13916

−0.097015 −0.059343 0.059343 0.097015 0.037672 −0.037672

−0.12739 0.41116 −0.41116 0.12739 0.15637 −0.15637


(5.29)

for Space CoBot number 2. Mass and moments of inertia matrix are defined in (5.16).

5.5.2 Objective function

To define the objective function to be minimized by the solver, a built-in function of the ACADO toolkit

[62] is used to generate the following

N−1∑
k=0

[h(xk,uk)− yk]Wk[h(xk,uk)− yk]T + hN (xN ,uN )− yNWN [hN (xN ,uN )− yN ]T (5.30)

where h are called reference functions and are denoted with h ∈ Rny and hN ∈ Rny,N , yk ∈ Rny and

yN ∈ Rny,N denote minimizing reference values that can be fixed or time-varying, and Wk ∈ Rny and

WN ∈ Rny,N are the weighting matrices.

To form the reference functions h and hN , error functions composed by the differences between

current state values and desired references are used. Note that the desired references are not the

minimizing references y0,...,N−1 and yN mentioned above. Position and attitude errors along with control

inputs are selected to construct h and hN . The objective is to set y0,...,N = 0 so that minimizing the

objective function implies reducing the position and attitude errors and selecting low control inputs.

The position error vector ∆p ∈ R3 can be trivially obtained by subtraction

∆p = p− pref (5.31)

The attitude difference, ∆Θ ∈ R3, is obtained by computing a truncated version of the quaternion

error, qe described in [63], yielding

∆Θ =


qrefw qx + qrefz qy − qrefy qz − qrefx qw

−qrefz qx + qrefw qy + qrefx qz − qrefy qw

qrefy qx − qrefx qy + qrefw qz − qrefz qw

 (5.32)

Details on the selection of this method to compute the attitude error vector are provided in the ap-

pendix A.2.

The control inputs are used as is. Recalling that y0,...,N = 0 the following objective function is formed
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N−1∑
k=0

[∆pk,∆ΘT
k ,u

T
k ]Wk[∆pk,∆ΘT

k ,u
T
k ]T + [∆pN ,∆ΘT

N ]WN [∆pN ,∆ΘT
N ]T (5.33)

where Wk is a 12× 12 diagonal matrix defined by

Wk = diag(Wp, Wp, Wp, WΘ, WΘ, WΘ, Wu, Wu, Wu, Wu, Wu, Wu) (5.34)

and WN is a 6× 6 diagonal matrix defined by

WN = diag(WpN , WpN , WpN , WΘN
, WΘN

, WΘN
) (5.35)

where Wp and WpN , WΘ and WΘN
, and Wu are scalar values associated with position, attitude and

control, respectively.

Note that for the formation with payload configuration, the weighting matrix Wk is 18× 18, where the

additional diagonal elements, associated with control inputs, are also defined with the scalar Wu.

5.5.3 Initialization, state and control variables constraints

The ACADO auto-initialization routine uses the provided bounds on state and control variables to gen-

erate initial guesses. If upper and a lower bounds are provided, the initial guess will be the result of an

arithmetic mean. If only one of these bounds is specified the initial guess will be equal to this bound. If

there is a variable for which no bounds are specified, the initial guess will simply set to 0. This applies to

the first iteration. Consequent iterations will shift the previous control solution uopt0,...,N−1 and obtain a new

initial guess via uguess0,...,N−2 = uopt1,...,N−2, where the last node uguessN−1 takes the same value as uguessN−2 or is

computed through simulation [64]. The same shift applies for the state solution xguess0,...,N . The initial values

for the differential equations are also generated from their bounds. However, these values are obtained

by a simulation of the differential system with the initial guess computed for the controls, parameters,

and initial states.

When one of the state bounds is violated, the shooting nodes will be projected into the feasible

set enforcing the bounds. Therefore, providing these bounds can be beneficial for the initial guess

generation. However, it can also originate dynamic violations as shooting nodes are not coupled in time

[51].

5.5.4 Solver settings

The resulting controller is now presented.

All selected parameters for the exported NMPC controller are detailed in Table 5.4. Note that several

horizon lengths N were tested during this work.

The resulting simulated environment can now be viewed as in Figure 5.6.
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Table 5.4: ACADO solver settings.
Time Step ts 0.1
Horizon intervals N 20
Shooting nodes rs 21

Discretization type Multiple Shooting
Sparse QP solution Full Condensing
QP solver qpoases
Hotstart QP YES
Shift solution states YES
Shift solution control YES

Figure 5.6: Simulation environment with controller node scheme.

5.6 Trajectory Optimization

General references such as a simple terminal waypoint or even paths composed by waypoints proved to

be insufficient in obtaining a smooth and accurate solution for more complex trajectories or maneuvers.

This is due to the fact that the prediction time window is too short, 2 s, which implies that when a desired

waypoint is well outside this window, the initialization of shooting nodes causes severe discontinuities in

the state trajectory. Together with the fact the considered solver only performs one iteration, it is difficult

find good control solutions.

For this reason, a feasible trajectory is computed offline and fed to the NMPC controller as a reference

trajectory which in theory should reduce significantly the objective function value along N , and allow

better solutions. Given that this computation will occur offline, not included in the real-time framework,

a different optimization approach is considered. The aim here is to obtain the best solution possible

meaning that there is not an express concern regarding fast computations times.

TrajectoryOptimization.jl3 is an open source library implemented in JULIA [65] that is used in this

work to achieve offline trajectory generation capabilities.

The same system models provided to ACADO in Section 5.5.1 are used in this approach to perform

the forward simulation in (4.60a). Note that in this section the full state x = [p,v,q,ω] is considered in

the objective function of an optimization along a given amount of knots NTO. The time step t is selected

to match the time step of the NMPC controller ts.

3https://github.com/RoboticExplorationLab/TrajectoryOptimization.jl

45



The costs are defined by a built-in function and follows the LQR tracking formulation

(xNTO
− xf )TQf (xNTO

− xf ) +

NTO−1∑
k=1

(xk − xf )TQ(xk − xf ) + uTkRuuk (5.36)

where Qf , Q and Ru are 13× 13 diagonal weighting matrices, associated to states and control, respec-

tively. For clarity purposes, the weighting matrices Q will be defined by

Q = diag(Qp, Qp, Qp, Qp, Qp, Qp, QΘ, QΘ, QΘ, QΘ, QΘ, QΘ, QΘ) (5.37)

the weighting matrix Qf is defined by

Qf = diag(QpN , QpN , QpN , QpN , QpN , QpN , QΘN
, QΘN

, QΘN
, QΘN

, QΘN
, QΘN

, QΘN
) (5.38)

and the weighting matrix Ru is defined by

Ru = diag(R, R, R, R, R, R) (5.39)

where Qp and QpN , QΘ and QΘN
, and R are scalar values associated with position, attitude and control,

respectively. Independent calibration of the matrices is now possible. It is important to note that for the

formation with payload configuration, the weighting matrix Ru is 12 × 12, where the diagonal elements

are also defined with the scalar R. This choice of cost function implies that the only reference parameter

the cost function requires from the user is the terminal desired state xf .

Several constraints types are considered in this approach:

Goal constraints,

xNTO
= a (5.40)

State bounds constraints,

min ≤ xk ≤ max, k = 1, ... , NTO (5.41)

Control bounds constraints,

min ≤ uk ≤ max, k = 1, ... , NTO − 1 (5.42)

Sphere constraints,

(xk − xc)2 + (yk − yc)2 + (zk − zc)2 ≥ r2, k = 1, ... , NTO (5.43)

The resulting objective function is the sum of all cost functions and Lagrangian terms originating from

the constraints as defined in (4.58).
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The optimal trajectory xopt ∈ R13×NTO achieved by this method is saved in a .txt file. The NMPC

controller will load this trajectory into an array to serve as references. As the NMPC prediction horizon

is significantly smaller than the obtained trajectory, the references will be updated at each time step

N intervals at a time. The resulting and complete simulation environment then follows the scheme

presented in Figure 5.7.

Figure 5.7: Complete simulation environment scheme.
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Chapter 6

Results

In this chapter, the optimal settings for the NMPC controller are explored through simulation results.

The resulting NMPC controller is then evaluated with different system configurations. All involved parts

will be tested in an incremental manner from individual algorithms to the full control scheme. First, in

Section 6.1, the verification of the model used by the simulator is presented. In Section 6.2 the effect

of different solver settings is analyzed along with the behavior caused by the weighting matrices and

addition of variable bounds. Section 6.3 presents the trajectory generation performance and how the

NMPC controller tracking will be evaluated. Sections 6.4, 6.5 and 6.6 present trajectory execution results

divided in three major groups problems, unconstrained flight, flight with obstacles and formation flying,

respectively. All results were obtained in a laptop computer with an Intel Core i7-4710HQ @ 2.50GHz.

6.1 Model verification

In order to verify the implicit model generated by RotorS, the simulated system response to several

control inputs is evaluated. For comparison, a Space CoBot model is simulated in MATLAB through its

mathematical model. The approach selected to these tests is to provide control inputs to the simulator

and compare the response with the expected value, computed in MATLAB. The results can be observed

in Figure 6.1.

Note that a function of the type y = x is added to provide a reference for the expected values. Linear

acceleration is expressed in m/s2 and angular acceleration is expressed in rad/s2.

Regarding linear acceleration, the RotorS simulator produces very similar responses. However, when

it comes to angular acceleration, there is a small disparity visible in the results in the x and z axes. This

error increases with angular acceleration, which means that the model loses accuracy. In this work, such

high angular velocities are not expected to be reached during operation. Therefore, the model can still

be considered accurate. Nonetheless, this could be an indication of possible errors within the simulation,

which has to kept in mind.
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(a) Linear acceleration x-axis (b) Linear acceleration y-axis

(c) Linear acceleration z-axis (d) Angular acceleration x-axis

(e) Angular acceleration y-axis (f) Angular acceleration z-axis

Figure 6.1: Verification results.

6.2 NMPC controller configuration

It is difficult to predict how OCP settings affect the real-time controller and one can not look at a specific

setting as being independent from the rest. Typically, the time step is a crucial parameter and should

be the first to be set. The faster the dynamic system, the shorter the time step should be [66]. This is

taken as the starting point to find a good initial configuration. Simple waypoints will be considered as

references during this section, reproducing step references.

6.2.1 Prediction horizon

Computation time is essential. Therefore, the selected settings should reflect a tendency to minimize the

solver’s complexity. The objective is to maximize the prediction time window in order to exploit the MPC
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formulation to the fullest. This is accomplished by choosing the longest prediction horizon N that does

not compromise the controller operation, meaning that the computation time fits within the controller time

step. Other concern to have in mind is the NMPC feedback delay, fd, that measures the interval of time

between the acquisition of the current state x0 and the application of the resulting control solution uopt to

the system, this corresponds to the feedback step in Figure 5.4. This delay should be as low as possible

and takes priority over N and ts. It is important to note that ts should be orders of magnitude superior to

fd.

Therefore, a compromise between N and ts has to be achieved while minimizing fd. Evidently

for small ts values, the prediction time window is relatively small, and may cause overshoot problems.

Higher ts values can also cause overshoot and instability, because the control inputs lose resolution and

corrective actions may take longer to achieve the objective reference.

A step reference is used to observe the behavior caused by different ts while holding N = 60. The

results can be visualized in Figure 6.2 below. As expected there is an interval of ts values where no

overshoot occurs.

Figure 6.2: System response to different ts values.

This is a good point to start exploring the effects of N on fd. Resorting to the same step test,

different N values were used to measure fd while holding ts = 0.1. The results can be observed

below in Figure 6.3. Values over 60 were not considered for N given that the ACADO exporting tool

allows a maximum of 61 nodes. Nonetheless, for N = 60, the average feedback delay f̄d represents

over 30% of ts which is extremely high. Higher values for ts would mitigate this percentage. However,

sacrificing control resolution would limit the NMPC controller applicability to very slow operations and

reduce tracking precision.

N = 20 will then be considered for the remainder of this work. It is difficult to state if the selected ts

and N will be the best in all cases, given that weighting matrices can influence the system behavior as

well and have been kept constant until this point. The prediction time window is 2 s.

6.2.2 Weighting matrices

There is a lot of room for experimentation in this topic. The weighting matrices Wk and WN in (5.34)

and (5.35), will be individually tuned through the scalars Wp, WΘ and Wu. Evidently, different problems
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Figure 6.3: Average feedback delay for different N .

will benefit from different weighting values depending on the goal. For example, general navigation can

have higher weights for position Wp = 20, WΘ = 1, Wu = 1. On the other hand, operations requiring

precise attitude tracking can have higher weights for attitude Wp = 1, WΘ = 20, Wu = 1. Similarly,

operations requiring the least amount of energy possible can use high weights for control Wp = 1,

WΘ = 1, Wu = 20.

For the time being these matrices will be defined as Wp = 1, WΘ = 10, Wu = 20, WΘN
= 1000WΘ

and WpN = 1000Wp. However, several experiments with different values will take place during this work.

Considering now a time step in the position reference in the y axis of 1m, presented in Figure 6.4,

the importance of a good prediction time window becomes apparent.

Figure 6.4: NMPC controller step response.

It is visible that the reference is reached with considerable overshoot, meaning finding a solution was

more difficult. This difficulty can be evaluated through the KKT conditions violation and the Objective

function evaluation along time. These results can be observed in Figure 6.5.

Throughout these next sections, solutions generated by the NMPC controller will be evaluated through

the KKT and the Objective evaluation values at each iteration. Low KKT values imply that the solution

obtained at each iteration presents a smooth trajectory to the desired state, which can be interpreted in

this context as a good convergence indicator. In contrast, high KKT values indicate poor continuity con-

ditions that are reflected in a non-smooth trajectory. In the real-time context, an increasing KKT value

presentation, indicates that convergence capability will be eventually lost, given that at each iteration

52



(a) KKT values (b) Objective evaluation

Figure 6.5: Standalone NMPC step solution evaluation.

solutions become worse. Regarding the Objective evaluation, intuitively, a high value indicates loss of

tracking and/or presence of high control inputs, given that the reference for all control inputs is set zero.

Consequently, the Objective evaluation can only truly reach near zero values once it is stationary at the

desired states.

Observing Figure 6.5, around t = 8 s, when the reference approaches, the KKT and Objective evalua-

tion values increase significantly. Solutions obtained during this phase might be poor. This is happening

with a simple step reference due to the small prediction horizon. This means the reference can not

be reached within the current prediction horizon. Consequently, the controller simply tries to get closer

to the reference fast. When the reference enters the prediction horizon, the system simply does not

possess the optimal velocity to approach it and overshoots. Observing the prediction horizon for certain

iterations of the position state y in Figure 6.6, note that the predicted trajectory does not reach the ref-

erence until approximately t = 8 s in the simulation. Nonetheless, in this particular case, the controller

is able to approach the reference and eventually converge, as seen in Figure 6.4. This might not be the

case when considering more complex trajectories.

Figure 6.6: Prediction horizons for y state.

This example serves to demonstrate that it would be ideal for references to be closer to the current

state. Evidently, providing simple waypoints as references to the control system will severely limit navi-

gation capabilities. Even if a waypoint is close to the current state, a solution may be hard to find given

that waypoints do not consider possible constraints or even the system’s dynamics.
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It is worth mentioning that during this step, a significant variation occurs in the position state z visible

in Figure 6.7. This is a consequence of operating with coupled dynamics, meaning that position and

attitude are controlled at the same rate. Given that the Space CoBot was designed to maximize the

thrust in the z axis of the body frame, the controller might temporarily sacrifice attitude tracking or

position tracking to obtain higher accelerations. This can be minimized by carefully adjusting the weight

matrices.

Figure 6.7: Variation induced in z axis during step.

6.2.3 Control constraints

Until this point, no additional constraints were considered, apart from dynamic constraints. The behavior

of the controller is now analyzed with the additional control constraint:

−4000 ≤ u ≤ 4000 (6.1)

Note that u is expressed in force within the controller framework, however, for clarity, control input results

will be presented in rpm.

The same step reference is used to verify if the control bounds are respected, presented in Figure

6.8.

Figure 6.8: Control inputs during step response.

No significant changes are visible with the addition of control bounds. When it comes to f̄d values,

bounded and unbounded control produce similar values presenting averages around 3.6ms.
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6.3 Offline trajectory generation

Waypoint navigation or path following approaches will not yield sufficiently good results to consider the

NMPC controller precise and robust. An offline generation of a feasible trajectory is now considered by

taking in consideration the dynamics of each configuration. As mentioned previously, ALTRO enforces

strict dynamic feasibility, meaning the solution will be as precise as desired, and not just an approxima-

tion. However, this comes at the cost of increased computation times.

Table 6.1: Trajectory optimization computation time.
Trajectory AL-iLQR ALTRO

Unconstrained 59 s 66 s
State/control bounds 86 s 739 s
One obstacle 134 s 892 s
One obstacle w/payload 1732 s 2903 s
Two obstacles 1557 s 2732 s
Formation 260 s 902 s
Formation w/ payload 1198 s 2601 s

To form an idea around the required time for generating a feasible trajectory, a summary of ap-

proximated computation times corresponding to the trajectories generated and analyzed in this work is

presented in Table 6.1. These are approximated times due to the fact that solving the same problem

might produce slightly different computation times. A comparison between the AL-iLQR and ALTRO is

performed to understand the time difference magnitude. This is relevant given that initial guesses can

be provided to the algorithm. One can provide a previously computed ALTRO solution as an initial guess

to warm-start a similar AL-iLQR problem and achieve good feasibility in considerable less time. The

study of the compromise between tolerable feasibility and computation time is out of the scope of this

thesis. Therefore, only ALTRO solutions are used as references, to maximize feasibility regardless of

computation time.

6.3.1 Problems formulation

To generate the offline trajectory, a control bound is formulated to reflect (6.1). Additional bounds are

added to some state variables, namely linear velocities and angular velocities to avoid extreme values.

Given that at the controller level, these bounds result in poor solutions, they will be implemented at the

trajectory generation level which imposes the bounds indirectly.

Applied bounds reflect the following

−4000 ≤ u ≤ 4000 (6.2)

−0.4 ≤ v ≤ 0.4 (6.3)

−0.3 ≤ ω ≤ 0.3 (6.4)

Bounds are also imposed to the position state in order to simulate permanent walls, as if the simula-

tion takes place inside a corridor shaped room 4× 16× 4m, formulated by
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−2 ≤ px ≤ 2 (6.5)

−1 ≤ py ≤ 15 (6.6)

3 ≤ pz ≤ 7 (6.7)

Table 6.2: ALTRO solver settings.
Time Step t 0.1
Number of knots NTO 1001
Penalty scaling φ 2
Constraint tolerance Ctol 1× 10−5

Feasibility tolerance Dtol 1× 10−4

iLQR iterations 500
AL iterations 40

The selected parameters for the trajectory generation algorithm are detailed in Table 6.2. These

were achieved by significantly increasing the number of iterations until feasible solutions are obtained.

Then gradually reduce the iteration and observing the solution feasibility. This represents an attempt

to reach a compromise between the solutions feasibility and computation time. If a generated solution

presents a considerably high feasibility violation, a first approach to solve this problem is to simply

increase the number of iterations performed by the algorithm, at the expense of extra computation time.

As mentioned earlier, computation time is not the primary concern. However, faster computations times

allow less waiting time and unnecessary computation use. The default penalty scaling was also reduced

to allow a more gradual constraints penalization. Therefore, as long as the resulting trajectory is feasible,

settings are not changed.

The ALTRO weighting matrices will also be individually tuned through the respective diagonal ele-

ments, Qp, QΘ and R. The terminal cost weights are defined by the same scalar values multiplied by a

factor of 10, QpN = 10Qp and QΘN
= 10QΘ. Note that weighting matrices will be defined independently

for each problem.

The obtained trajectory comprises all system states x = [p,q,v,ω].

Given that the generated trajectory is feasible, the control bounds in the NMPC formulation will be

removed. Such bounds can be kept as an extra safety measure, which can also help generate a better

first guess through auto-initialization. However, without control bounds, the controller response can be

analyzed in cases where the implicit bounds are not respected, which in theory should not happen under

normal conditions.

6.3.2 Trajectory execution

In order to guarantee good trajectory tracking, the weighting matrices Wk and WN are tuned to reflect

a lower control cost and higher position and attitude costs as a starting point. The weights are then

defined as Wp = 20, WΘ = 20, Wu = 1, WΘN
= WΘ and WpN = Wp. Terminal weights are no longer
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superior as the objective is to follow a given trajectory and not a specific single reference. Changes

applied to these values for different trajectories will be described prior to tracking analysis.

The tracking error of the NMPC controller is analyzed through the following errors

||p||e = ||ptraj − p|| (6.8)

||∆Θ||e = ||∆Θ (qtraj ,q)|| (6.9)

||v||e = ||vtraj − v|| (6.10)

||ω||e = ||ωtraj − ω|| (6.11)

where ∆Θ is defined in (5.32). The values considered for each state correspond to ground truth

data, obtained from Gazebo, and states with subscript traj are the generated trajectory state values.

Note that tracking errors defined by a simple difference are practically unbounded while the attitude

tracking error ||∆Θ||e is bounded between 0 and 1. This has to be taken in consideration when tuning

the weights of the quadratic costs.

6.4 Single Space CoBot

Given that the problem solved by the trajectory optimization algorithm is considerably constrained, the

generated trajectory is evaluated through the maximum violation, Cmax, which corresponds to the max-

imum between constraints and feasibility violations. Space CoBot will also be henceforth referred to by

the abbreviation SC.

Table 6.3: Single SC step problem formulation.
Initial condition Terminal condition

p [0, 0, 5] [0, 5, 5]
q [1, 0, 0, 0] [1, 0, 0, 0]
v [0, 0, 0] [0, 0, 0]
ω [0, 0, 0] [0, 0, 0]

Control weight R 100
Position weight Qp 10
Attitude weight QΘ 400

The problem solved by ALTRO is formulated in Table 6.3. A relatively high weight is selected for

attitude related states to prevent variations in attitude during the step. The control weight also has a

superior value when compared to the position weight matrix. The obtained trajectory can be visualized

in Figure 6.9. Note that even though a trajectory is generated for the entire state x, for simplicity, only the

position and attitude trajectories are presented. A presentation of all states would yield a significantly

high amount of figures that may not be relevant for analysis purposes.

This trajectory yields Cmax = 8.97× 10−5.

As expected, the generated trajectory presents variations in states not directly involved with the
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(a) Position trajectory (b) Attitude trajectory

Figure 6.9: Generated step trajectory for single SC.

desired final state, namely a variation in the z axis and a slight variation in the roll angle, φ. Increasing

the weights associated with the position would likely reproduce the same variations, given that all position

state weights receive the same values. To obtain a trajectory without any undesired variation, the weights

associated with the variations would have to be individually tuned.

The NMPC controller tracking error can be visualized in Figures 6.10 and 6.11 for all states of the

system. Overall, the tracking errors are relatively low. However, a distinct surge in the position tracking

error is visible which eventually disappears as the error converges to zero. This could be a consequence

of the error introduced by the first iteration initialization where there is no information from a previous

solution. Further experiments are required to verify this.

(a) Position tracking error (b) Linear velocity tracking error

Figure 6.10: Step tracking errors ||p||e and ||v||e for single SC.

(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.11: Step tracking errors ||∆Θ||e and ||ω||e for single SC.

The tracking errors presented for this step trajectory will serve as baseline for comparison with in-
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creasingly more complex trajectories.

Additional conclusions regarding the performance of the controller can also be achieved through the

KKT and Objective evaluation values in Figure 6.13 and a distribution of fd during execution in Figure

6.12. Observing the KKT values during the surge in position tracking error, it does present several spikes

that indicate discontinuities between solutions, which can result in poor control inputs. Objectives values

also increase during the error surge, which is expected given that higher errors will result in higher

Objective evaluations.

Figure 6.12: fd for single SC step trajectory.

Observing Figure 6.12, fd values do not present a sparse distribution, achieving f̄d = 1.8ms. This

value will also serve as baseline to compare with subsequent results. A slight improvement is visible

when compared to the standalone NMPC f̄d = 3.6ms during a shorter step reference, which already

shows evidence that providing feasible trajectories to the NMPC is better. This delay does not seem to

affect tracking performance in any noticeable way, as convergence is obtained.

In addition to the decrease of f̄d, providing a feasible trajectory to the controller as reference causes

a significant drop in the effort of finding solutions. This is very clear in Figure 6.13 as KKT and Objective

evaluation values present very small values along the trajectory.

(a) KKT value (b) Objective evaluation

Figure 6.13: NMPC performance with step trajectory for single SC.

6.4.1 Payload carrying

One objective of this thesis is to explore payload carrying with modelled payloads. This means that the

system model is modified to accommodate the changes caused by the payload. Previous work within
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the Space CoBot project in [4] verified that loss of attitude tracking occurs when dealing with unmodelled

payloads visible in Figure 6.14, alongside with significant oscillation regarding position tracking.

(a) Start position (b) Acceleration phase (c) Deceleration phase

Figure 6.14: NMPC response to step reference with unmodelled payload.

Due to the system’s CoM displacement caused by the payload, which the controller is not aware,

both attitude and position tracking are severely affected even though convergence is still obtained.

With the present controller, one way to circumvent this effect could be to significantly increase the

weight values related to attitude tracking. However this is not desirable as it increases the time required

time to converge to the desired position, meaning position tracking is considerably reduced.

A spherical 6 kg payload is considered in this scenario. The model provided to the NMPC controller

and the trajectory optimization algorithm is now described by (4.22). The ability to control the system

is significantly improved. Following (4.36) it is possible to provide the desired position for the payload

and transform that position into the equivalent position of the Space CoBot’s CoM. This is necessary

given that both the controller and trajectory optimization algorithm express position at this point. Without

further modifications, the controller can be used as is.

Table 6.4: Single SC with payload step formulation.
Initial condition Terminal condition

p [0, 0, 5] [0, 5, 5]
q [1, 0, 0, 0] [1, 0, 0, 0]

Control weight R 100
Position weight Qp 10
Attitude weight QΘ 400

The trajectory optimization problem is formulated with the parameters presented in Table 6.4. Note

that information regarding v and ω is omitted from this point forward as it will never change.

Even with such high attitude costs, a trajectory with variation in attitude will still yield lower overall

cost, as it can be seen in the generated trajectory in Figure 6.15. Given the additional mass from the

payload, the overall cost is minimized by facing the vehicle’s z axis towards the desired direction. As

mentioned before, the produced thrust is maximized in the z axis of the body frame of the Space CoBot.

This trajectory yields Cmax = 1.6× 10−2.

The controller performance is worse when compared to the step without payload, although it still

achieves the goal. In order to improve tracking, the cost weights are increased for both position and
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(a) Position trajectory (b) Attitude trajectory

Figure 6.15: Generated step trajectory for single SC with payload.

attitude, Wp = 50, WΘ = 50, Wu = 1 . The resulting tracking error can be evaluated through Figures

6.16 and 6.17.

(a) Position tracking error (b) Linear velocity tracking error

Figure 6.16: Step tracking errors ||p||e and ||v||e for single SC with payload.

(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.17: Step tracking errors ||∆Θ||e and ||ω||e for single SC with payload.

There is a visible increase in tracking errors in this experiment. This could be an indication that the

presence of the payload deteriorates the quality of the solutions. The attitude error i relatively small and

comparable to previous experiments. However, higher errors in the position are verified.

Regarding the controller performance presented in Figure 6.18, although KKT values have an os-

cillating display, they present a visible increase, which further verifies the bad quality of the solutions

obtained. The oscillating nature of the KKT and high Objective values can be attributed to the fact that

the nodes where the evaluations occur are not coupled in time.
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Note that increasing the costs at the controller level present a tendency to increase the KKT values.

This requires some attention once higher KKT values can cause instability in the controller feedback

response and quality of the solution.

(a) KKT value (b) Objective evaluation

Figure 6.18: NMPC performance with step trajectory for single SC with payload.

6.5 Object avoidance

To consider obstacles, first they are modelled and introduced in the simulation environment. Obsta-

cles navigation is outside the scope of this work. Therefore, the NMPC controller is oblivious to their

presence. However, constraints will be added to the trajectory optimization problem to represent these

obstacles, namely spherical constraints (5.43). This addition is performed manually, meaning no algo-

rithm takes part in identifying obstacles. This allows a performance study of the trajectory optimization

algorithm in the presence of obstacles while leaving out the obstacle identification problem, that can be

solved in future work. From the controller point of view, there is no difference from any other generated

trajectory. This reflects the focus in Guidance and Control and not Navigation as stated previously.

The considered sphere obstacles have a radius of 1m. Considering that position measurements are

taken at the Space CoBot’s CoM, a clearance radius has to be considered according to each system

configuration, rclear. This radius defines a sphere that comprises the system. Considering a sphere

instead of exact clearance distances in all 3 axes allows a collision verification based on a single position,

such as the system’s CoM, regardless of the system orientation. A safety margin of 0.5m is also included

in the spherical constraint to obtain a safety barrier that can be visualized in Figure 6.19.

The spherical obstacle constraint is then formulated by

(xk + yc)
2 + (yk − yc)2 + (zk − zc)2 ≥ (1 + 0.5 + rclear)

2, k = 1, ... , N (6.12)

where (xc, yc , zc) corresponds to the sphere’s center point.
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Figure 6.19: Collision safety barrier created by constraint.

6.5.1 Single Space CoBot single obstacle trajectory

A single obstacle is considered to form the first obstacle avoidance problem. The clearance radius of

the Space CoBot considered is rclear = 0.5m. The simulation environment can be visualized in Figure

6.20.

Figure 6.20: Single obstacle problem simulation environment.

Table 6.5: Single SC single obstacle problem formulation.
Initial condition Terminal condition

p [0, 0, 5] [0, 10, 5]
q [1, 0, 0, 0] [1, 0, 0, 0]

Control weight R 100
Position weight Qp 10
Attitude weight QΘ 400

Obstacles (0, 5, 5)

The problem is formulated through the parameters presented in Table 6.5. The obstacle parameter

in Table 6.5 indicates the center point of the sphere.

As mentioned before, the tendency to sacrifice attitude tracking to favor faster position convergence

is minimized by increasing the weight costs associated with attitude tracking. However, observing Figure

6.21, the generated trajectory shows a noticeable attitude deviation from the provided reference. This

is not harmful given that the objective of this solution is to converge to the final position while avoiding
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the obstacle. Should the goal be to accurately maintain a given attitude, the respective costs have to be

further increased.

It is also worth noting that produced thrust in the y axis of the body frame is higher than the produced

thrust in the x axis of the body frame. This is visible in Figure 6.21 as the yaw angle presents two distinct

variations that consist with the orientation of the Space CoBot to the direction of motion.

(a) Position trajectory (b) Attitude trajectory

Figure 6.21: Single obstacle generated trajectory.

This trajectory yields Cmax = 1.21× 10−4.

Regarding the controller tracking capabilities, presented in Figures 6.22 and 6.23, slightly higher

errors can be observed when compared to the step trajectory tracking, Figures 6.10 and 6.11. Since the

controller cost weights are kept constant, this slight variation can be attributed to several causes.

(a) Position tracking error (b) Linear velocity tracking error

Figure 6.22: Single obstacle tracking errors ||p||e and ||v||e.

(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.23: Single obstacle tracking errors ||∆Θ||e and ||ω||e.

Important to note is the fact that attitude tracking is more demanding in this trajectory. Trying to

find optimal solutions that satisfy both position and attitude convergence increases the difficulty. This is

64



visible as the two main surges in ‖p‖e coincide with the main variations of attitude. Time delays can be

excluded as a cause. Observing Figure 6.24, the distribution of the controller computation is similar to

previous cases with f̄d = 1.8m. Even considering the cumulative delay in the control input feedback,

the controller should be able to predict necessary corrections in order to keep an accurate tracking.

Figure 6.24: fd for single obstacle trajectory.

Observing Figure 6.25, the KKT values increase very slightly and presents significant spikes along

the entire duration of the execution. This indicates the solutions being computed are worse than in

previous experiments when it comes to discontinuities. Although the general tendency is to converge,

which eventually happens, bad solutions are being applied when these significant variations in KKT

values occur. This is further confirmed by the increase in the objective value and the visible spikes,

which is expected if the tracking ability is lost. Nonetheless, this small loss of tracking is visible in the

beginning of the trajectory, which means the controller is able react in order to resume an accurate

tracking.

(a) KKT value (b) Objective evaluation

Figure 6.25: NMPC performance with single obstacle trajectory.

Once again the suspicion is that this loss of tracking can then be attributed to initial poor solutions.

Given a slower trajectory, the loss of tracking should be lower as the controller has more time to apply

corrections.

It is important to note that the controller is able to resume tracking effortlessly which might involve

using higher control inputs than the bounds imposed by the trajectory, which indeed happens as can be

visualized in Figure 6.26. This is possible once the NMPC control bounds were removed. Although this

should not happen, it has a positive effect in this context, meaning that when tracking errors increase or

the system is perturbed, higher control inputs can be used to apply the necessary corrections to resume
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tracking. Figure 6.26 also appears to confirm the suspicion that bad solutions are provided along the

execution as the control trajectory is not very smooth.

Figure 6.26: Single obstacle trajectory execution control inputs.

A 3D visualization of the trajectory execution can be observed in Figure 6.27 for visual reference.

The execution is smooth and demonstrates little deviation from the reference trajectory.

Figure 6.27: 3D visualization of single obstacle trajectory execution.

6.5.2 Single Space CoBot with payload single obstacle trajectory

The same scenario as presented in Figure 6.20 is now considered for a single Space CoBot while

carrying a payload.

The problem is formulated based in the parameters presented in Table 6.6. As variations in attitude

were visible in the previous cases, the attitude associated cost is increased once again.

Similarly to previous cases, the generated trajectory, visible in Figure 6.28, presents a significant vari-

ation in attitude. The attitude tracking cost has been increased through different trajectories to observe

if this attitude can be maintained constant. However, the optimized trajectory once again favors a loss

of attitude tracking, but not in the same way as previous experiments. In this case, as attitude weights
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Table 6.6: Single obstacle single SC with payload problem formulation.
Initial condition Terminal condition

p [0, 0, 5] [0, 10, 5]
q [1, 0, 0, 0] [1, 0, 0, 0]

Control weight R 100
Position weight Qp 10
Attitude weight QΘ 800

Obstacles (0, 5, 5)

are increased, an initial orientation is performed to maximize thrust and perform an initial acceleration.

Quickly after, the orientation returns to the reference. This is an indication that it costs less to sacrifice

initial attitude tracking in favor of better acceleration. This can also be associated with the fact that with

the addition of a payload, and bounds on actuation, the acceleration achieved is lower when compared

with the same experiment without payload, which makes the loss of attitude worth it.

Further increases to attitude weights that guarantee that sacrificing attitude tracking costs more are

required to maintain the attitude constant. Note that in this particular case, the generated trajectory

presents a left deviation from the obstacle. This is normal given that there might be different solutions to

the problem that present the same overall cost and Cmax. This implies that running the same problem

with different initial guesses might result in different optimal trajectories.

(a) Position trajectory (b) Attitude trajectory

Figure 6.28: Single obstacle single SC with payload generated trajectory.

This trajectory yields Cmax = 6.1× 10−5.

Regarding tracking performance presented in Figures 6.29 and 6.30, the observed error is signifi-

cantly higher when compared with the case without payload. There is a characteristic initial surge in both

position and attitude related errors present in all experiments so far followed by an eventual convergence

to zero. However, in this experiment, errors in position are visible throughout the trajectory. This could

be an indication that the presence of the payload causes the quality of the solutions to drop. The attitude

error is considerable and may be causing errors in the position as well.

When analyzing the KKT and Objective evaluation values in Figure 6.31, there is an increase in the

Objective evaluation. This is expected given that the same NMPC cost weights are being used and

control inputs are part of the objective function. Therefore, as the total mass of the system is much

higher due to the payload so should be the control inputs. Visible in Figure 6.32 the controls are clearly
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(a) Position tracking error (b) Linear velocity tracking error

Figure 6.29: Single obstacle single SC with payload tracking errors ||p||e and ||v||e.

(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.30: Single obstacle single SC with payload tracking errors ||∆Θ||e and ||ω||e.

operated closely to the implicit bounds, which is not observed in the case without payload. The very non

smooth control trajectory also shows the discontinuities present between each time step. Recalling that

the solver within the NMPC controller only performs one iteration, obtaining smooth control trajectories

becomes more difficult with increases in system complexity.

The fd values present a similar distribution to previous experiments and f̄d = 1.8ms which is also

similar to previous experiments.

(a) KKT value (b) Objective evaluation

Figure 6.31: NMPC performance with single obstacle single SC with payload trajectory.

A 3D visualization of the trajectory execution can be observed in Figure 6.33 for visual reference.

Note that the execution is not as smooth as previous experiments. There are also visible deviations from

the reference trajectory at the beginning and end of the trajectory.
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Figure 6.32: Single obstacle single SC trajectory execution control inputs.

Figure 6.33: 3D visualization of single obstacle single SC with payload trajectory execution.

6.5.3 Two obstacles trajectory

Two spherical obstacles are now considered. This test is performed to evaluate the trajectory optimiza-

tion algorithm capability of dealing with highly constrained problems. Therefore, this scenario is only

considered once and uses the single Space CoBot configuration. The simulation environment can be

visualized below in Figure 6.34.

(a) Top view (b) Side view

Figure 6.34: Two obstacles problem simulation environment.
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Table 6.7: Two obstacles single SC problem formulation.
Initial condition Terminal condition

p [0, 0, 5] [0, 12, 5]
q [1, 0, 0, 0] [1, 0, 0, 0]

Control weight R 100
Position weight Qp 10
Attitude weight QΘ 1000

Obstacles (−1, 3, 5) (1, 8, 5)

It is considered a problem with several constraints due to the fact that, with the exception of the

attitude quaternion, all states are bounded. Control is also bounded and two obstacles are considered,

formulated by two constraints of the form (6.12). Additionally, the attitude associated costs were in-

creased to limit the variation in attitude. The attitude costs are now 100 times superior to position costs.

In Table 6.7, the parameters used to formulate this problem are presented.

Initial attempts to generate a solution yielded poor results, characterized by considerable high Cmax

values. The initial number of iLQR iterations is then raised to 800, which is sufficient to achieve a good

feasible trajectory, presented in Figure 6.35.

(a) Position trajectory (b) Attitude trajectory

Figure 6.35: Two obstacle single SC generated trajectory.

This trajectory yields Cmax = 4.29× 10−4.

It still shows significant variation in the attitude trajectory. It is even more evident in this scenario.

It becomes apparent that a significant increase in the attitude is required to maintain a steady attitude

throughout the entire trajectory. It has already been mentioned several times that attitude variations that

benefit faster convergences are expected. This serves to demonstrate the order of magnitude required

for the attitude cost when compared to position or control costs in order to achieve accurate attitude

tracking. Another reason for this to be the case is that the position error is practically unlimited while

the attitude error is bounded as mentioned in Section 6.3.2. Evidently, the quadratic cost formulation

does not suit well this attitude error computation as costs can not be tuned proportionately to each

other. Sufficiently high attitude costs will generate a trajectory without undesired variations. Meanwhile,

a trajectory with several variations poses a more demanding task for the NMPC, which is the subject of

study of this work.

The cost weights at the controller level corresponding to position and attitude are also increased.
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The aim is to force a faster convergence to the desired trajectory. This change is necessary given

the significant error present in first attempts with the previous cost weights. The NMPC now reflects

Wp = 200, WΘ = 200, Wu = 1.

Observing Figures 6.36, the position tracking error presents a visible surge of high values.

(a) Position tracking error (b) Linear velocity tracking error

Figure 6.36: Two obstacles single SC tracking errors ||p||e and ||v||e.

Other phenomenon can be identified while observing the equally high values of the linear velocity

tracking error. When the controller deviates from the desired trajectory, linear velocity references may

differ significantly from the velocities registered during the recuperation. Evidently this will originate

higher tracking errors for velocity, which makes this error a bad analysis source when deviations such as

these occur. If the linear velocity tracking error was included in the objective function of the controller, one

can extrapolate that if deviations occurred, convergence would probably be lost, given that conflicting

references would be provided to the objective function. However, this is not the case.

Similarly to position tracking, attitude tracking, in Figure 6.37, presents very little error while at the

same time showing slightly increased angular velocity tracking errors.

(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.37: Two obstacles single SC tracking errors ||∆Θ||e and ||ω||e.

The use of higher costs yields higher KKT values, as visible in Figure 6.38. However, it is mainly a

spike that soon ends and quickly returns to relatively low values. As mentioned before, if the KKT values

stayed high for too long, convergence could be lost, which was not the case. The Objective evaluation

value also shows higher values due to the increase in costs.

Regarding NMPC fd values, Figure 6.39 shows a different distribution when compared to previous

experiments with a significant amount of occurrences above 2ms. Consequently, f̄d = 1.9 s which can

almost be considered negligible when compared to previous scenarios considering the used time step.
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(a) KKT value (b) Objective evaluation

Figure 6.38: NMPC performance with two obstacles single SC trajectory.

This small increase can be correlated with the increase of KKT values.

Figure 6.39: fd for two obstacles single SC trajectory.

Feedback delays appear to suffer little change when trajectory complexity increases.

A 3D visualization of the trajectory execution can be observed in Figure 6.40 for visual reference. It

also presents a good tracking performance with a small loss when flying between the obstacles execu-

tion. The controller appears to sacrifice position tracking for attitude tracking as attitude tracking error is

lower than previous experiments.

Figure 6.40: 3D visualization of two obstacles single Space CoBot trajectory execution.
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6.6 Formation with payload object avoidance

The positions state bounds are modified to increase the size of the simulated corridor. Size is increased

to 8×16×4 [m]. This is necessary given that the formation requires a greater rclear compared to previous

configurations. The considered clearance radius is now rclear = 1m.

The problem considered at this stage comprises two phases, approaching a desired payload and

then transporting it back to the start position. A scenario with one obstacle similar to the one in Figure

6.20 is considered.

At the trajectory optimization level, this problem will be divided into the approach problem and the

transport problem. By doing this, one can apply different constraints to both phases. Additionally,

considering the problem as a whole would result in a very complex problem, given the size of the resulting

optimization horizon and amount of constraints. Consequently, it would require a significant amount of

time to achieve a good solution, which is already very high when compared to the real-time framework,

as presented in Table 6.1.

The simulation environment can then be visualized in Figure 6.41.

Figure 6.41: Formation problem simulation environment.

Table 6.8: Formation configuration obstacle problem formulation.
Initial condition Pickup condition Terminal condition

p [0, 0, 5] [0, 8, 5] [0, 0, 5]
q [1, 0, 0, 0] [1, 0, 0, 0] [1, 0, 0, 0]

R 100 100
Qp 10 10
QΘ 400 2000

In order to make the trajectories more interesting and visually easier to understand, both phases

are forced to take different deviations from the obstacle, meaning the approach phase will favor a right

deviation, and the transport phase will favor a left deviation, assuming a constant perspective on the

obstacle. This is enforced by altering the required position state bounds. Additionally, the approach

phase will be constrained to approach the payload from above. Both problems are formulated according

to the information provided in Table 6.8.
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The position state bounds considered for this problem are described by

−4 ≤ px ≤ 4 (6.13)

−1 ≤ py ≤ 15 (6.14)

3 ≤ pz ≤ 7 (6.15)

and the remaining states and control are bounded as in (6.3) and (6.4), and (6.2), respectively.

6.6.1 Approach phase

The position state bounds corresponding to the z and x axes considered during this phase are modified

to reflect

4 ≤ pz ≤ 7 (6.16)

0 ≤ px ≤ 4 (6.17)

which is sufficient to guarantee an approach from above and a right deviation from the obstacle.

The generated trajectories yields Cmax = 2.12× 10−4.

The controller tracking errors are now analyzed for both Space CoBot vehicles. Observing Figures

6.42 and 6.43, there is small difference between both vehicles.

(a) Position tracking error (b) Linear velocity tracking error

Figure 6.42: Approach in formation tracking errors ||p||e and ||v||e for both SCs.

Note that during this phase, no payload is considered, and no rigid link exists between the two

vehicles. The individual controllers are operating with the single Space CoBot model. They are however

tracking the CoM that results from both vehicles and the orientation of the formation as a whole. This

is not strictly necessary, and simple trajectories based in the CoM of each vehicle could be sufficient.

However, this does not guarantee a collision free trajectory to the payload. By making both vehicles

follow a fictional point by a given distance, coincident with the resulting CoM of both vehicles, a collision

is much less likely to occur as both vehicles follow unique paths.

That being said, the observed tracking errors are very similar to the tests conducted with single

vehicles.
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(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.43: Approach in formation tracking errors ||∆Θ||e and ||ω||e for both SCs.

Similarities with the single SC performance are also visible when observing the KKT and Objective

evaluation values presented in Figure 6.44.

(a) KKT value (b) Objective evaluation

Figure 6.44: NMPC performance with approach in formation trajectory for both SCs.

6.6.2 Transport phase

The position state bounds corresponding to the z and x axes considered in this phase are now described

by

3 ≤ pz ≤ 7 (6.18)

−4 ≤ px ≤ 0 (6.19)

The generated trajectory yields Cmax = 2.23× 10−4.

During this stage, the individual MPC controllers are now operating with the formation dynamic model

(4.34). This model considers the total system as a single rigid body which implies that substantial

errors in one vehicle’s tracking performance will reflect substantial tracking errors on the other. It is

also important to recall that the each controller comprises the computation of the actuation of both

vehicles, but only uses its respective actuation input. Therefore, the cost associated with the control

inputs must be further decreased while the position and attitude costs are increased. The NMPC now

reflects Wp = 500, WΘ = 500, Wu = 0.1. This changes were performed once again after the poor

performance of initial attempts to execute the trajectory. It is important to state that, intuitively speaking,
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each vehicle expects an optimal action for the other member in the formation.

Indeed, observing Figures 6.45 and 6.46 the disparity between tracking errors of both vehicles is

even smaller when compared to the approach phase.

(a) Position tracking error (b) Linear velocity tracking error

Figure 6.45: Formation payload transport tracking errors ||p||e and ||v||e for both SCs.

The magnitude of the tracking errors presents a slight increase when compared to previous cases.

Particularly, there are two noticeable surges in the position tracking that can be attributed to acceleration

and deceleration phases. This could indicate that when higher control inputs are required, the controller

solutions become worse.

(a) Attitude tracking error (b) Angular velocity tracking error

Figure 6.46: Formation payload transport tracking errors ||∆Θ||e and ||ω||e for both SCs.

Observing the controller performance in Figure 6.47, a big spike in both the KKT and Objective

evaluation values are visible during the same time intervals corresponding to the mentioned phases.

The significantly high increase in KKT values indicates that the control inputs applied to the system as

feedback were far from optimal, which consequently increases the Objective evaluation. This can be

caused by an initial poor response to the errors registered by the controller and the consequent attempt

to return to the desired trajectory, by applying increasingly aggressive corrections to the control input.

This can be observed in both vehicles in Figure 6.48. Control inputs are significantly higher than implicit

bounds. It is important to note that even though two vehicles are used to move a payload with similar

mass to the single vehicle case, in the formation configuration, vehicles are further away from the total

system’s CoM, and maintaining a stable attitude while moving becomes a costly operation, requiring

significantly higher control inputs.

The corrective reaction can also be verified by the return of KKT values to significantly low values

after the first surge, even though considerable position tracking error is still present. This implies that
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after the first surge, the controller is predicting convergence again. Note that the prediction horizon,

N , was reduced from 60 to 20 for performance sake. This means that if the controller loses tracking

performance too quickly, and, consequently, increases the gap to the reference, an overshoot situation

might occur, as already observed in Figure 6.4. Higher N values might result in better predictions when

this kind of tracking issues happen.

(a) KKT value (b) Objective evaluation

Figure 6.47: Controller performance with generated trajectory.

(a) Space Cobot 1 control inputs (b) Space Cobot 2 control inputs

Figure 6.48: Single obstacle formation with payload trajectory execution control inputs.

The considered model in this configuration is significantly more complex. This in turn increases fd

values as visible in Figure 6.49.

The NMPC controller operates with f̄d = 12.5ms compared to f̄d = 1.8ms for the single SC model.

This means that, at any given instant, not only the controller applies the optimal control input 12.5ms too

late, but also maintains the previous control input, creating a double source of error. This means that

increasing N is not an option in this particular case, given that it would increase fd even more. On the

contrary, reducing N might help in achieving faster responses. Further reducing N is also not desirable

as operating a NMPC controller with a small N defeats the purpose of using the controller at all.

Reiterating the problem at hand, high accelerations and decelerations phases will result in poor

tracking once the controller operates with considerable delay. This ought to be a problem in complex

maneuvers that require constant and quick changes to position and attitude. Such maneuvers don’t take

part in the applications of this vehicle. Regardless, it is important to note that explicit bounds need to

be applied at the controller level to prevent such high inputs. This will cause the tracking error to lower

much slower but converging nonetheless. Reducing linear velocity bounds in the trajectory optimization

will also help by generating slower trajectories, where fd can be mitigated, which would be ideal for high
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Figure 6.49: fd for single obstacle formation with payload trajectory.

mass systems.

Lastly, a 3D visualization of the complete trajectory, comprising both segments of the problem, is

presented in Figure 6.50 for visual reference. The execution of the the approach phase is smooth

similar to previous experiments with the single Space CoBot. The execution of the transport phase also

presents a reasonable smooth execution with a small tracking error in the beginning of the trajectory.

Figure 6.50: 3D visualization of full formation trajectory execution.
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Chapter 7

Conclusions

This work presents a study regarding the performance of a NMPC controller for the Space CoBot free-

flyer and its possible applications. This was achieved by testing the limits of the real-time formulation to

the fullest while trying to perform Control and Guidance tasks in a single formulation, which proved to be

unreliable.

The biggest limitation remains the computation time required to obtain control solutions. In order to

speed the computation, a significant portion of the prediction horizon of the NMPC is sacrificed. This

means that the controller requires another stage that can plan ahead of this horizon. To achieve this,

a trajectory optimization method was integrated, which allowed better and more complete solutions.

However, this method also presents a severe delay in computation and had to be considered as an

offline step.

The tests performed throughout this work showing the performance of the NMPC controller demon-

strate that often errors introduced in a given state will propagate to the entire state vector, as a result of

optimizing all states simultaneously. These experiments also define the NMPC controller apparent limi-

tations. Hence, under less complex scenarios the controller should also present a good performance.

7.1 Achievements

7.1.1 Control and guidance

A good exploration of the NMPC limits was conducted to obtain a controller capable of operating in a

real-time frame very close to the microsecond range.

Limitations of the NMPC controller to guidance capabilities were found when testing waypoints navi-

gation. A separate scheme was then considered with the NMPC controller responsible for Control tasks

only.

Extensive experimentation was performed to obtain good configurations for different scenarios and

different missions, such as weighting costs values. This allows a more detailed model parameterization

for each considered configuration. This information can be used to formulate a single model that can be

interacted with through a few parameters in order to better adjust to different situations. This means that
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the same controller can operate with different models without recurring to weighting costs tuning or re-

compiling any code. Possible so far is the operation of the Space CoBot in three different configurations,

single, payload carrying or formation payload carrying, where switching between each one can be done

effortlessly through few parameters.

Integrated a trajectory optimization method to take on the Guidance task, that generates feasible

trajectories, even in a highly constrained environment.

7.1.2 Simulation

From this work results a simulation environment able to represent the Space CoBot with reasonable

accuracy and with means to interact with elements within the simulation, such as object grasping. This

can serve as a base simulation environment for future work.

7.2 Future work

The present work can benefit from several further developments to its parts. Experimentation with

different error functions could yield interesting results, for example a function that makes the attitude

tracking error unbounded. Better approximations for the model parameters such as K1 and K2 can be

achieved. Different control architectures, such as a faster NMPC control within a much slower NMPC for

trajectory generation as in [42], to allow an increase of the prediction horizon and more importantly, the

elimination of the dependence on offline trajectory generation.

Obstacle identification methods would significantly improve the functionalities of the NMPC. For static

obstacles and general mapping integrating Octomaps [67] or a similar package would provide means

of identifying bounds and obstacles to constrain the trajectory optimization generation. Other vision

methods can also be studied to identify additional obstacles that may not be stationary to increase

navigation awareness.

Integrating other developing projects such as a robotic arm or similar to provide means of interaction

with the surrounding environment would allow more realistic simulation environments.

It would be interesting to perform a study on the energy spent by this NMPC controller when com-

pared to other control methods, as a NMPC might provide close to optimal control where energy usage

is minimized, but requires significantly higher computation power.
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Appendix A

Quaternions

In this Appendix, some operations involving quaternions used throughout this thesis are detailed fol-

lowing [68]. Additionally, a comparison of methods to obtain attitude errors resorting to quaternions is

presented.

A.1 Quaternion operations

The quaternion considered in this work follows the notation q = [qw, qx, qy, qz], where qx, qy and qz are

the components of the rotation axis and qw is a scalar corresponding to the magnitude of the rotation. In

this appendix a quaternion will be represented formally as qw + qxi+ qyj + qzk, where qw, qz, qy and qz

are real numbers and the symbols i, j and k satisfy the following identities:

i2 = j2 = k2 = −1 (A.1)

ij = k, ji = −k (A.2)

jk = i, kj = −i (A.3)

ki = j, ik = −j (A.4)

(A.5)

A.1.1 Multiplication between vector and quaternion

ω ⊗ q =

ω
0

⊗ q (A.6)

=

−[ω×] ω

−ωT 0

q (A.7)

= Ω(ω)q (A.8)

= Q(q)ω (A.9)
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where the skew-symetric matrix operator [ω×] for the vector ω is defined as:

[ω×] =


0 −ωz ωy

ωz 0 −ωx
−ωy ωx 0

 (A.10)

and matrices Ω and Q are defined as:

Ω(ω) =


0 ωz −ωy ωx

−ωz 0 ωx ωy

ωy −ωx 0 ωz

−ωx −ωy −ωz 0

 , Q(q) =


qw −qz qy

qz qw −qx
−qy qx qw

−qx −qy −qz

 (A.11)

A.2 Attitude error approach comparison

Assuming the quaternion notation q = [qw, qx, qy, qz] the quaternion error qe, following [63], is defined

by:

qe =


qrefw qx + qrefz qy − qrefy qz − qrefx qw

−qrefz qx + qrefw qy + qrefx qz − qrefy qw

qrefy qx − qrefx qy + qrefw qz − qrefz qw

qrefx qx − qrefy qy + qrefz qz − qrefw qw

 (A.12)

where q represent the current attitude and qref corresponds to the desired attitude. The resulting

quaternion error can then be viewed as qe = [e1 e2 e3 e4] where e4 = ±1. For this reason, a truncated

version of the quaternion error will be used and henceforth be considered to describe attitude error vector

designated by∆Θ = [e1 e2 e3] and the norm function is used to describe the attitude error magnitude

||∆Θ||e.

To verify the properties of the attitude error vector ∆Θ and attitude error magnitude ||∆Θ||e, a com-

parison is performed with the attitude error approaches in [69] defined as:

The magnitude of the attitude error Ψ is defined by

Ψ(R,Rref ) = 2−
√

1 + tr[RTrefR] (A.13)

and the attitude error vector eR is defined by

eR(R,Rref ) =
1

2
√

1 + tr[RTrefR]
(RTrefR−RTref )∨ (A.14)

where ∨ corresponds to the inverse skew operator and tr to the trace of a matrix.

88



The following Figures A.1 and A.2 present the properties of both approaches for an error of ||x|| ∈

[0, 360] degrees in θ and ψ.

(a) Attitude error vector eR (b) Attitude error vector ∆Θ

Figure A.1: Comparison between attitude error vectors.

The attitude error vectors present practically the same properties. However, eR presents a disconti-

nuity at ||x|| = 180 degrees The magnitude error functions are both bounded. The Ψ is bounded between

(a) Attitude error magnitude Ψ (b) Attitude error magnitude ||∆Θ||e

Figure A.2: Comparison between attitude error magnitude.

0 and 2 while ||∆Θ||e is bounded between 0 and 1.

Both approaches present similar properties. The main advantage of the approach based in the

quaternion error is the simplicity of the required computations. Therefore, this method is selected to

minimize computation time within the NMPC.
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