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Abstract

Gait has been the target of many recent research works. Many pathologies affect the normal gait patterns and the analysis of gait indicators can be a useful way of assessing the different gait disorders and their evolution, while also providing valuable information for rehabilitation. Current gait assessment is mostly either based on subjective analysis, that lacks precision and quantitative measurements, or done in dedicated laboratories with complex and expensive equipment setups, that can be impractical. However, recent studies have been made with the objective of obtaining precise gait analysis and classification using simpler systems, composed of a variety of sensors. This work presents a method for classification of abnormal gait types from videos of gait sequences. The proposed system is based on the use of gait representation images, like the Gait Energy Image (GEI) and a novel representation we call Skeleton Gait Energy Image (SGEI), that uses information of the skeleton, obtained with a pose machine. These representations are used as input to a VGG-19 convolutional neural network, that is used to perform classification or to extract a feature vector that is then classified using machine learning methods such as Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA). The system is trained and tested in a newly acquired gait dataset, the GAIT-IST dataset, that simulates four different types of abnormal gait and is also tested with another dataset, to assess its generalization ability.
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1. Introduction

1.1. Motivation

Gait can be defined as a set of movements of the limbs that, in a cyclic manner, allows for the locomotion of humans [1]. Certain neurodegenerative disorders can affect this set of movements leading to an impaired or abnormal gait and, although each individual has its own unique gait, some gait indicators, such as step or stride length and joint angles, can be analyzed in order to distinguish normal from abnormal gait and even discriminate which disorder is present. The most common practice of gait assessment consists of a specialist simply observing these indicators. This approach lacks the precision and information that can be obtained with instrumented methods that provide quantitative and objective measures and can have a negative impact on the diagnosis and posterior treatment of the conditions. On the other side, there are solutions from specialized companies that use a wide variety of, mainly vision based, sensors in laboratories and sophisticated equipment that can acquire motion data with high accuracy. However, this uses high cost technology in specialized environments, which is not always available in clinical conditions and often require equipment setup and calibration procedures that can be complicated and time-consuming. As such, there is a need for reliable and accurate ways of assessing gait and its indicators and monitoring them over time, using simple device setups, for a quick, yet precise, gait analysis.

1.2. Contributions

Besides presenting an implementation of a system that is able to perform classification between normal gait and four different types of abnormal gait using the widely used Gait Energy Image (GEI) representation, there are two main contributions of this work. The first one is the acquisition of a new gait database, where 10 subjects simulate the four types of gait with different types of severity, which is important given the lack of datasets regarding pathological gait. The second main contribution is the usage of pose data obtained from a pose machine algorithm to compute a new gait representation we call the Skeleton Gait Energy Image (SGEI), which is not affected by the body shape or clothes being used, in contrast with silhouette based representations, and which outperforms the usage of GEIs on the same system.
1.3. State of the Art
To tackle the issue of gait analysis, there has been a rise of new technologies and methods aimed at solving the problem of obtaining objective measures of a varied selection of gait indicators and classifying gait between normal and abnormal and even between the different possible pathologies. These methods use a variety of sensors, that can be wearable or not, to measure the different gait indicators.

Wearable sensors are attached to parts of the body in order to measure gait kinetics and kinematics. Examples include electrogoniometers, textile sensors, ultrasonic, electromagnetic tracking systems, inertial sensors, force and pressure sensors and electromyographies. These methods, while being precise and not restricting their usage to a controlled environment, can be considered intrusive, as they may cause discomfort to the patients or even affect their gait, producing inaccurate measurements.

The non wearable sensors include floor sensors, whose main limitation is their length, which restricts how many steps can be taken and measured, and vision based sensors. The last ones are used in the specialized laboratories mentioned before, but, lately, there has also been an increased number of techniques using only a couple, or even just one camera. For instance, systems using less costly devices, such as the Kinect and basic RGB cameras are capable of obtaining precise results on gait indicators and perform an accurate classification of abnormal gait. These vision-based methods often rely on the use of algorithms that take gait video sequences as input. Depending on whether the gait video features are computed with algorithms that make specified measurements on the image or are extracted automatically using more sophisticated deep learning techniques, we can divide video base methods into the ones that use handcrafted features and learned features, respectively.

Handcrafted feature methods can be further classified into shape-based or model-based. Shape-base techniques analyse the shape of the subject, often times in the form of silhouettes extracted from the videos after background subtraction, to compute gait indicators. An example is the work in [2], who developed an algorithm to estimate Heel Strike (HS) and Toe Off (TO) events, in order to calculate indicators and classify between normal and abnormal gait. To tackle the self-occlusion problem accentuated in patients whose impairments reduce the step size significantly, a new way to determine step related indicators is proposed in [3], based on the detection of foot-flat (FF) events, where the foot is in full contact with the ground. When using model-based techniques, after acquiring images from one or more cameras, a model is matched with the sequence of images where gait is observed, usually in the form of a human skeleton model or by segmenting the different body parts into independent shapes. After having this information about segment and joint positions it is easy to obtain indicators such as joint angles, stride length etc. In [4] a method is proposed for gait analysis based on the extraction of joint positions and angles from 2D images captured from sagittal and frontal planes. The second part of the study in [2], mentioned before, presents a similar algorithm to obtain an approximated full body 2D skeleton model from the silhouettes of the gait sequences captured with a single camera from the sagittal plane.

The methods based on learned features make use of deep learning algorithms to perform automatic feature extraction and classification. These techniques often require some pre-processing of the images beyond background subtraction. An often seen example of this is the computation of the Gait Energy Image (GEI) [5], which represents the information of full gait cycles in a compact way. These images can then be used as input into a Convolutional Neural Network (CNN) that performs feature extraction [6, 7] and classification can be done using the same network or recurring to more conventional machine learning techniques, that operate on the extracted features. Other deep learning methods involve the use of other types of gait representation, such as skeleton data [8, 9] and optical flow images [10] as well as different types of deep learning architectures, such as Long Short-Term Memory (LSTM) networks [11].

1.4. Outline
This report is organized as follows. In Chapter 2, the acquisition of the GAIT-IST dataset is described. Chapter 3 presents the proposed solution for a system that is able to classify between normal and different types of abnormal gait. In Chapter 4, the results of the proposed system are presented and discussed. Final conclusions are drawn in Chapter 5 and future work possibilities are presented.

2. GAIT-IST Dataset Acquisition
Regarding gait databases, they can belong to two different categories, whether the objective is to perform gait recognition or pathological gait analysis. Regarding gait recognition databases, there is a significant amount of databases, as seen in [12], as their acquisition only requires subjects to walk normally. However, due to the difficulty of obtaining gait sequences from real patients, and also due to privacy and ethical issues, there are not many gait databases available dedicated to the study of pathological gait and the ones that exist are composed of simulated gait impairments and have a reduced number of samples, which is not optimal. The most
notable pathological gait datasets are the following:

- The INIT Gait Dataset [13], with samples from 10 subjects, performing gait impairments in the arms and legs;
- The DAI Gait Dataset [14], with samples from 5 subjects that perform normal and random abnormal gait simulations;
- The DAI Gait Dataset 2 (DAI2) [15] that includes sequences of 5 subjects performing normal and four types of abnormal gait simulations.

For the motives mentioned before, it was decided to make a new dataset acquisition, called GAIT-IST, to be used in this work, in addition to the existing ones.

When deciding about the types of pathological gait to be analyzed and to be featured in the dataset, there is a decision to be made between considering the disorder that causes gait impairment or the type of abnormal gait. For this work, the latter was used and the types of gait chosen, besides normal gait, were the Diplegic, Hemiplegic, Neuropathic and Parkinsonian gaits [1, 16]. This decision was made because each disorder that affects gait, such as Parkinson’s, Multiple Sclerosis and Cerebral Palsy, is often composed of a combination of different types of abnormal gait. In turn, each one of these types of gait are defined by a set of symptoms and movements that can be easily simulated. In addition, these four types of pathological gait are also the ones simulated in the DAI2 dataset, making it possible to perform some cross-database tests on the created model.

There were in total 10 subjects (8 males and 2 females) in the age range of 20-50 years old. The participants were voluntary and signed a consent form allowing the use of their images for research purposes. Each one performed 4 sequences for each of the 4 pathological gait types (2 per severity level) and 2 sequences for the normal gait, for a total of 180 sequences. In each one, the subject walks, parallel to the camera plane, one time from left to right and another from right to left, with a minimum of 2 complete gait cycles captured in each direction, which varied between gait types and subjects. For the situation of the freezing of gait, a gait cycle is considered to be the interval involving the step immediately before and after the episode.

The image capture was done using a cellphone camera with a resolution of 720p, fixed on a tripod at a height of about 1.5 meters and at a distance of about 4 meters from the target. The illumination was fairly constant, mostly composed of the artificial light of the room. The background was constant and uniform, consisting of a white wall and gray ground, with some shadows and reflections present.

3. Proposed Gait Analysis System

The objective of the proposed gait analysis system consists in, starting with videos of subjects depicting normal gait and abnormal gait representing different pathologies, being able to classify the type of gait into one of those categories. A database of gait sequences will also be constructed to be used and help performing this task.

The development of an image classification system is often divided into different steps, as shown in the block diagram of Figure 1, which represents a general architecture of the system to be developed. The first step is the image pre-processing which firstly aims at obtaining a set of images that can be used as input in the next stages. In this work, two types of input are considered, and so this step will be different for each one. The resulting images are then used as input to a feature extraction module, although they can be used in the classification module directly. Finally, the resulting feature vector is used to perform classification. This chapter starts by describing the acquisition of the GAIT-IST dataset and the implementation of the different steps of the proposed system.

![Figure 1: General block diagram of the proposed gait analysis system.](image)

3.1. Pre-processing

In the case of the GEIs, the pre-processing stage starts with background subtraction of the original images in order to obtain silhouette images. Then these silhouettes are cropped, resized to a normalized height and the width is padded with zeros in order to obtain 224x224 sized images, which is the input size of the VGG-19. Then the gait cycles are detected, by analysing the variation of the width of the feet of the silhouettes along the frames and the sets of images, $I_t(x,y)$, corresponding to complete gait cycles are averaged according to (1) in order to obtain the final GEIs.

$$GEI(x,y) = \frac{1}{a + N} \sum_{t=a}^{N} I_t(x,y)$$

The SGEIs, the process starts with the use of the OpenPose [17] algorithm, to obtain a set of coordinates corresponding to certain joints of the body. These coordinates are then used to draw an image of the skeleton of the subject in each frame. Finally, the images go to a similar resizing and averaging...
process as described before in the case of the GEI, in order to obtain the final SGEIs.

Examples of obtained GEI and SGEI images are shown in Figure 2.

Figure 2: Examples of an obtained GEI (left) and SGEI (right).

3.2. CNN Feature extraction
After performing image pre-processing, the next module is the feature extraction, performed by a CNN in order to obtain a feature vector for every image input, which will later be used for classification.

The chosen architecture for this task was the VGG-19, which is a very deep CNN which is easy to implement and train, as it converges quickly, and is generally the best solution for feature extraction. The VGG-19 was chosen over the VGG-16 because it is a deeper network and will have a better performance overall [6]. Its input is a 224x224 image that passes through several blocks of convolutional layers composed of very small sized filters (3 × 3). The stride and padding are both fixed to 1 pixel. Spatial pooling after each convolutional block is done with max-pooling over a 2 × 2 pixel window and a stride of 2. The end of the network is composed of three fully connected layers, in which the first two have 4096 channels and the third one, that performs the classification, has originally 1000 channels, and is followed by a soft-max layer. The third fully connected layer is also changed to one with only 5 channels, corresponding to the the 5 classes of gait in our classification problem.

As the available datasets for training are very small, it would be impossible to use them to completely retrain the network, as it would lead to problems such as overfitting. To overcome this issue, transfer learning is performed using a version of the VGG-19 pre-trained using the ImageNet database [18]. The practice of transfer learning is a widely used technique in machine learning, in which a model trained with a given dataset to perform some classification task is partially retrained with a second, usually smaller, dataset to perform a related task. In this case, as the first convolutional layers are responsible for detecting basic generic shapes in the images, they can be frozen during training, maintaining their weights. Succeeding layers are then fine-tuned using the GAIT-IST dataset in order for them to learn features that are more specific to our problem.

In a first stage the VGG-19 was fine-tuned and used to perform classification directly on the GEIs and SGEIs computed from the GAIT-IST dataset. However due to the low amount of data available and the high probability of overfitting when training the network, another classification method was considered. Inspired by the work in [6], the CNN was used as a feature extractor, taking the first fully connected layer as a feature vector for each GEI and SGEI. These vectors, which have a size of 4096, are then used for classification.

3.3. Classification
The classification step is done in two different ways. The first option is direct classification using the VGG-19 with the images obtained after pre-processing as input. The second option is, after obtaining feature vectors from the feature extraction module, performing dimensionality reduction using Principal Component Analysis (PCA) and classification with either Linear Discriminant Analysis (LDA) or Support Vector Machine (SVM).

The Matlab Classification Learner app allows us to provide a set of data with labels and apply several types of supervised machine learning methods automatically, in order to evaluate what is the best one to be used. After using some of the extracted feature vectors as input for training all the methods available, the LDA and SVM were observed to be the most promising ones, obtaining a higher training accuracy. The models of these classifiers were then saved and used to perform classification.

In both cases, PCA was applied to the feature vectors for dimensionality reduction, such that the resulting components explained 95% of the original variance.

Regarding the SVM, several models with different kernel functions were tested, namely Linear, Quadratic, Cubic and Gaussian kernels. It was later observed that the Linear kernel function produced the most consistent and generally best results.

In the case of LDA, both full and diagonal covariance structures were tested, of which the regular LDA with full covariance structure performed better.

4. Results
In order to test the proposed system in the task of detecting and classifying different types of abnormal gait, results were first obtained using the GAIT-IST. Cross-validation tests were conducted, using the GAIT-IST dataset for training, first using the GEIs and then the SGEIs. After this, to assess the generalization capability of the system,
the model trained with the GEIs was tested using the DAI2 dataset [15], which is composed of gait sequences of 5 individuals simulating the same types of gait as our dataset, allowing us to use one dataset for training and the other for testing. The computation of skeletons using the DAI2 dataset was not possible, as the original images were not available, only the silhouettes. This chapter presents results with the different methods proposed.

4.1. CNN Hyper-parameter Tuning
The CNN network chosen for feature extraction and classification was the VGG-19 pre-trained with the ImageNet database [18]. The batch size was fixed to 16, based on the memory available on the graphic card used. A higher value could help the model to converge more quickly, as more data would be used in each training epoch to update the network, however it would lead to problems when trying to allocate too much memory. The number of epochs was set to 50, as it was observed that the training accuracy converged close to 100% quickly and further training would lead to overfitting. Also an early stopping strategy was adopted, in which the training always runs for the set number of epochs, but the saved model is the first one to achieve the highest validation accuracy during training.

The chosen loss function was the categorical cross entropy, which is the default loss function to use for multi-class and single label classification, which means that each data instance belongs to only one of the available classes.

After briefly testing some optimizers and observing the accuracies during training, the chosen one was the Stochastic Gradient Descent (SGD), which is a version of Gradient Descent (GD) in which only part of the dataset is used to compute an estimate of the gradient, which achieves faster iterations despite converging more slowly. The learning rate was set to 0.0002.

In order to improve the convergence rate, momentum was introduced, namely a modification called Nesterov Momentum. The use of momentum improves the convergence speed by giving more importance to the directions that decrease the loss function the most. After some experimentation the momentum parameter was set to 0.9.

With these parameters, an example of the evolution of the training and validation accuracy during training is shown in Figure 3.

4.2. CNN Fine-tuning and Classification
After the parameters of the CNN were selected as defined in the previous section, another parameter was tested while fine-tuning, which was what layers are actually being retrained with the GAIT-IST dataset. As the convolutional layers are responsible for learning shapes and patterns in the images, it can be advantageous to also fine-tune some of them using data related to the task being performed. Having this in mind, a set of tests were performed to evaluate which configuration of fine-tuning was best, in terms of blocks of layers to be retrained. In each of the tests, like before, 10-fold cross-validation was done, and for each fold a confusion matrix of the classification results for the validation set was obtained. Then a global confusion matrix is calculated, with the mean results from all the validation sets. This process was done first using the GEIs and then using the SGEIs as input. The global confusion matrices for the best experiments are presented in Tables 1 and 2, for the usage of GEIs and GEIs respectively.

![Figure 3: Training (blue) and validation (orange) accuracies (left) and losses (right) during training of one fold of cross-validation with learning rate = 0.0002 and using Nesterov Momentum.](image)

<table>
<thead>
<tr>
<th>True Class</th>
<th>Diplegic</th>
<th>Hemiplegic</th>
<th>Neuropathic</th>
<th>Parkinsonian</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diplegic</td>
<td>0.95</td>
<td>0.02</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>Hemiplegic</td>
<td>0.04</td>
<td>0.90</td>
<td>0.04</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Neuropathic</td>
<td>0.00</td>
<td>0.07</td>
<td>0.93</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Parkinsonian</td>
<td>0.00</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Normal</td>
<td>0.00</td>
<td>0.04</td>
<td>0.01</td>
<td>0.00</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 1: Confusion matrix with the mean validation accuracy of the CNN GEI classification across all cross-validation folds, for the configuration where the VGG-19 is trained starting at the third convolution block. The overall accuracy was 94.5%.

Regarding the confusion matrices, there are two interesting things to note. First, the Parkinsonian gait is the one most accurately classified, most noticeable when using GEIs. This is probably due to the fact that the GEIs of this class are the most dis-
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<table>
<thead>
<tr>
<th>True Class</th>
<th>Diplegic</th>
<th>Hemiplegic</th>
<th>Neuropathic</th>
<th>Parkinsonian</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diplegic</td>
<td>0.93</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.00</td>
</tr>
<tr>
<td>Hemiplegic</td>
<td>0.01</td>
<td>0.98</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>Neuropathic</td>
<td>0.00</td>
<td>0.00</td>
<td>0.98</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>Parkinsonian</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
</tr>
<tr>
<td>Normal</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 2: Confusion matrix with the mean validation accuracy of the CNN SGEI classification across all cross-validation folds, for the configuration where the VGG-19 is trained starting at the second convolution block. The overall accuracy was 97.4%.

Regarding the global GEI classification accuracy, it can be noted that fine-tuning more convolution blocks generally leads to better results, as the best accuracies are obtained when fine-tuning from block 3 and 2 for GEI and SGEI respectively. Also noticeable is the fact that the majority of the times that each gait type is misclassified, the wrongly predicted class is Hemiplegic gait. This occurrence is much less visible when using the SGEI, which suggests that this representation is better suited for this classification task. However, in this case, there is a consistent misclassification of Diplegic gait as Parkinsonian. This may be because of the similar posture that the two abnormal gaits present.

4.3. CNN Feature Extraction and Classification

In order to avoid some overfitting due to working with a limited amount of data, we can use a classifier trained separately from the CNN, which is now only used for feature extraction.

Using the trained VGG-19 models obtained in the previous section, feature extraction was performed, on every GEI and SGEI, in the form of 4096-sized feature vectors obtained from the first fully connected layer. Like before, 10-fold cross-validation was performed for each fine-tuning experiment. PCA was applied to the feature vectors, for dimensionality reduction, keeping only the most representative components, and they were then used to train LDA and SVM models, to be used as classifiers. Each validation fold always corresponded to the GEIs and SGEIs used to train the CNN model from which those features were extracted, for performance comparison purposes.

The LDA achieved a slightly better overall accuracy and the confusion matrices are shown in Tables 3 and 4, for GEIs and SGEIs respectively. The results are very similar and it does not seem to exist any improvement when comparing to the ones using the CNN classification, obtained from the last fully connect layer of the network. The same observations can be made about the high accuracy on the classification of the Parkinsonian gait, most of the misclassifications corresponding to a wrong prediction of Hemiplegic gait when using GEIs and the confusion between Diplegic and Parkinsonian gaits when using SGEIs. Also like before, the configurations that achieve the highest overall accuracy are the ones where fine-tuning is done starting at the third and second convolution block, for GEIs and SGEIs respectively. Finally, once more, SGEIs produce better results than GEIs.

4.4. Cross-database Scenario

With the objective of testing the ability of generalization of the proposed system in the classification and feature extraction tasks, tests were made using a different gait database, namely the DAI Gait Dataset 2 (DAI2). This dataset is similar to the GAIT-IST, as it is composed of simulations of the same gait types, performed by 5 subjects. This makes it possible to use it for testing the models already trained with the GAIT-IST dataset. As the original images from the DAI2 dataset were not available, it was not possible to make a cross-database test using the SGEI representation.

The first experiment consisted in doing CNN classification of the GEIs obtained from the DAI2 dataset using the VGG-19 fine-tuned with the GAIT-IST dataset. As previously noted, the con-
Table 4: Confusion matrix with the mean validation accuracy of the LDA classification using SGEIs across all cross-validation folds, for the configuration where the VGG-19, used for feature extraction, is trained starting at the second convolution block. The overall accuracy was 96.4%.

<table>
<thead>
<tr>
<th>True Class</th>
<th>Diplegic</th>
<th>Hemiplegic</th>
<th>Neuropathic</th>
<th>Parkinsonian</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diplegic</td>
<td>0.91</td>
<td>0.01</td>
<td>0.00</td>
<td>0.08</td>
<td>0.00</td>
</tr>
<tr>
<td>Hemiplegic</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Neuropathic</td>
<td>0.00</td>
<td>0.02</td>
<td>0.96</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>Parkinsonian</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
</tr>
<tr>
<td>Normal</td>
<td>0.00</td>
<td>0.02</td>
<td>0.01</td>
<td>0.00</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 5: Confusion matrix depicting the mean validation accuracy of the CNN classification across all cross-validation folds, when testing with the DAI2 dataset. The overall accuracy was 43.3%.

<table>
<thead>
<tr>
<th>True Class</th>
<th>Diplegic</th>
<th>Hemiplegic</th>
<th>Neuropathic</th>
<th>Parkinsonian</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diplegic</td>
<td>0.09</td>
<td>0.50</td>
<td>0.18</td>
<td>0.23</td>
<td>0.00</td>
</tr>
<tr>
<td>Hemiplegic</td>
<td>0.00</td>
<td>0.97</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Neuropathic</td>
<td>0.00</td>
<td>0.86</td>
<td>0.09</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>Parkinsonian</td>
<td>0.17</td>
<td>0.19</td>
<td>0.04</td>
<td>0.60</td>
<td>0.00</td>
</tr>
<tr>
<td>Normal</td>
<td>0.00</td>
<td>0.91</td>
<td>0.01</td>
<td>0.00</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 6: Confusion matrix depicting the mean validation accuracy of the LDA classification across all cross-validation folds, when testing with the DAI2 dataset. The overall accuracy was 76.7%.

<table>
<thead>
<tr>
<th>True Class</th>
<th>Diplegic</th>
<th>Hemiplegic</th>
<th>Neuropathic</th>
<th>Parkinsonian</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diplegic</td>
<td>0.53</td>
<td>0.16</td>
<td>0.01</td>
<td>0.30</td>
<td>0.00</td>
</tr>
<tr>
<td>Hemiplegic</td>
<td>0.13</td>
<td>0.72</td>
<td>0.15</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Neuropathic</td>
<td>0.09</td>
<td>0.22</td>
<td>0.69</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Parkinsonian</td>
<td>0.08</td>
<td>0.00</td>
<td>0.00</td>
<td>0.92</td>
<td>0.00</td>
</tr>
<tr>
<td>Normal</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

4.5. CNN Deep Feature Visualisation

Neural networks are currently not very transparent and interpretable, as we do not fully know why and how models make decisions or learn features. As an application based on deep learning can raise questions about its reliability if there is no explanation given by the model, besides the final result, it is important to try to understand how these methods work. The Keras Visualisation Toolkit includes several techniques to give some insight about what is happening inside a CNN during classification. The two visualization techniques tested were the Saliency Maps and the Class Activation Maps, or grad-CAM that result in a visual representation of the attention given by the network to the different areas of the input images. An example of the application of these algorithms on a SGEI corresponding diplegic gait is presented in Figure 4.

One of the conclusions that was made right away was that the most important pixels of the image...
are the ones on the border of the GEI, and on places that correspond to parts of the body that have a larger amplitude of movement. This was expected, as the inside of GEIs is mostly the same across all classes, specially in the upper body region, where there is almost no movement. This once again suggests that the SGEI is a better representation as there is less information that is not used in the image. More evidence to this is the fact that the saliency maps on the SGEIs show a more distributed attention across the entire SGEI, meaning that more information is used by the CNN.

In every type of gait, except Parkinsonian, attention is given to the legs and arms. In the case of Parkinsonian gait this does not happen, probably due to the fact that there is not much movement on the legs and the features learned are more related to the posture and position of the hands.

5. Conclusions and Future Work

A new gait dataset, GAIT-IST, is acquired, with sequences from 10 subjects simulating four different types of abnormal gait, to be used in gait analysis and classification systems.

A system is implemented with the objective of performing feature extraction and classification on datasets composed of different types of abnormal gait. The system uses the widely used GEI representation and the new proposed representation SGEI, which performs better in the proposed system. The system is also tested using a different dataset, the DAIS, in order to evaluate its generalization capability.

The results are analysed and discussed, in order to explain the classification output of the system. Furthermore, a deep feature visualisation toolkit is used to create images representing attention maps, indicating which parts of the input images are the focus of the CNN for feature extraction. This helps improving our understanding of the functioning of the network.

There are three main propositions for future developments for this work.

Firstly, the importance of having large and representative datasets is of the utmost importance when dealing with classification tasks. The lack of data in the topic of pathological gait leads to problems when testing this kind of system, for instance, overfitting. Thus one important task is the acquisition of bigger datasets representing abnormal gait.

As the results show, the SGEI representation produces best classification accuracies than the GEI. The next step would be a combination of the two representations. This could be done at different levels. For instance a new image representation combining both of them. Other option would be the combination of the scores or classification output given by the system, regarding the two representations.

The last suggestion is the use of a recurrent neural network such as the LSTM to perform the classification task. Although the GEI and SGEI representations already include some temporal information, the use of an LSTM could further emphasize the time aspect of the gait sequences. Input to the LSTM could be in the form of skeleton coordinates data or feature vectors extracted from the silhouettes composing each gait cycle.
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