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Abstract

Melanoma is the deadliest type of skin cancer, due to its high potential to metastasize. However, when detected at
an early stage it has a high cure rate. Dermoscopy is an image acquisition technique used by dermatologists to observe
and diagnose skin lesions. This technique allows the observation of dermoscopic structures. These structures are
then used in several diagnostic procedures, such as the ABCD rule and the 7-point list. The recent development and
public availability of numerous databases of detailed dermatoscopic images and medical annotations have relaunched
the development of automated diagnostic systems for skin lesions based on clinical criteria. These systems present
a diagnosis of the lesion and return a medical justification, which can be understood by the specialists, using the
dermatoscopic structures detected. In this thesis there are presented three different automatic methods to detect
and locate four dermatoscopic structures (pigment network, milia-like cysts, negative pigment network and streaks),
using the ISIC2017 database: two supervised methods, developed based on local medical annotations (SVM and
ANN); and a weakly supervised method that only uses global image annotations (Corr-LDA). The results obtained
suggest that the supervised methods present promising results, even in the detection of rare structures. Using the
weakly supervised method, the results obtained for pigment network are as good as the ones obtained with supervised
methods, which emphasize the high potential of the Corr-LDA. But the algorithm was not able to detect the remaining
structures.
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1. Introduction

Melanoma is the deadliest type of skin cancer, due to
its high potential to metastasize in later stages, propa-
gating to to other parts of human body. However, when
melanoma is diagnosed at an early stage there are signifi-
cant improvements in the survival probability [1]. The rea-
son why this happened is that, at an early stage, melanoma
is located in the epidermic layer and does not has contact
with the blood vessel that are only present in the dermis.
Due to this, the lesion does not have metastatic capac-
ity. This is the reason why early melanoma detection is
so important [2]. Melanoma in its early stage is called
melanoma in situ.

Several medical procedures have been proposed to exam-
ine and diagnose skin lesions. A common technique used
by dermatologists to diagnose this disease is dermoscopy
[2]. Dermoscopy is an inspection method which magnifies
the size of a lesion up to 100x, allowing a better visualiza-
tion of several dermoscopic structures that are invisible to
the naked eye [3].

There are established medical procedures to analyze der-
moscopy images and to help in the diagnosis [4]. Some
examples of these methods are: ABCD rule [5], 7-point
checklist [6] and pattern analysis [7]. Despite the exis-
tence of such methods, the diagnose of a lesion is still a
subjective process that relies both on the visual acuity and
experience of the dermatologist. Moreover, there are some

melanomas that are very similar to other bening lesions,
and it is very difficult to distinguish them. Due to these
limitations, several computer aided diagnosis (CAD) sys-
tems have been proposed, for the automatic analysis and
diagnosis of dermoscopy images [8]. These systems have
some common steps: image preprocessing, lesion segmen-
tation, feature extraction and classification.

There are two types of CAD systems: Pattern Recogni-
tion CAD systems and Clinically Inspired CAD systems,
depending on the kind of features extracted in each sys-
tem. The first ones are usually inspired by ABCD rule
and try to extract features that can be related to the
four criteria of this rule [8]. Some examples of these fea-
tures are: asymmetry, shape, color and texture features
[8]. Some works that uses these features have been achiev-
ing very promising results. However, the used features are
expressed in numerical values and it is difficult correlate
them with the dermoscopic criteria. Due to this, these
methods do not provide comprehensive clinical informa-
tion that can be used by dermatologists to understand the
system classification (benign or malign lesion). This is the
reason why dermatologists do not easily accept these type
of CAD systems [9]. In addition, the data bases used in
different works are not the same and the feature extrac-
tion processes are usually poorly described, which does not
allow a direct comparison between different systems.

To overcome the lack of clinical information in classic



CAD systems, there have recently been developed some
systems that are trying to replace the abstract features
by clinical features. The clinically inspired CAD sys-
tems try mimic the dermatologist’s procedures of analyze
and diagnosing a lesion. This means that an additional
step, corresponding to the extraction of dermoscopic fea-
tures from numerical features, is required. Afterwards, the
dermoscopic features are used to classify the lesion (e.g.
[10]), making some clinical information that can be un-
derstood by dermatologists available. This clinical infor-
mation makes dermoscopic features so important in auto-
matic diagnosis. The systems should provide a set of text
labels referring which are the dermoscopic criteria present
in the lesion, and associating those labels with specific re-
gions, such that they can be evaluated by physicians [9].
An approach to deal with this problem consists in detect-
ing clinical criteria that can be related with ABCD rule
and/or 7-point checklist. Some studies aiming to detected
structures such as blue-whitish veil [11], regression areas,
pigment networks [12], dots and streaks [13] were already
conducted.

This paper describes three different method to detect
four dermoscopic structures (pigment network, milia-like
cysts, negative pigment network and streaks) that can be
used to diagnose a skin lesion by a CAD system. Two of
these methods are supervised (SVM and MLP) and an-
other one is a weakly supervised method (Corr-LDA). Un-
til now, the development of automatic methods for the
detection of structures has a small developed by each re-
search group for a single structure due to the difficulty in
obtaining medical annotations. Recently, a large dataset
(ISIC2017 [14]) was published with detailed annotation for
each region (superpixel).

This document has the following structure: In section 2,
an overall description of the study id presented, as well as
the system’s architecture; in section 3 a brief description
of the two supervised methods used in this thesis (SVM
and MLP) are presented; on the other hand, in section 4 a
description of the Corr-LDA, a weakly supervised learning
algorithm used to detected and locate dermoscopic struc-
tures based on global annotations is presented; section 5
presents the implementation methods, results and discus-
sion, and in section 6 the main conclusions of this work
are presented.

2. Overall Description

This section succinctly describes the proposed work. The
sequential architecture (Fig. 1) of this work is similar to
the analysis performed by dermatologists.

2.1. Local and Global Annotations

The data set of dermoscopy images used in this thesis has
also available local annotations for all the images. Local
annotations are labels that associate one or more clinical
criteria with one or more regions (local labels). On the
other hand, global annotations are text labels produced for
the entire image (global labels). With this type of labels,
it is not possible to have informations on what regions
present the clinical criteria. The database used in this
thesis [14] does not provide global annotations, but these
can be obtained from local annotations, i.e, if a region of

an image has a certain local annotation, it can be assumed
that the image also has this global annotation.

2.2. Superpixel Segmentation

Having available the local and global annotations, the next
step is superpixel segmentation. The goal of superpixel
segmentation is to divide the lesion into different regions.
These regions are the ones that are annotated by an ex-
pert dermatologist. The data provided by the ISIC2017
database also includes the superpixel segmentation. The
lesion segmentation that is available is perfomed using the
SLICO algorithm [15].

A lesion image’s superpixels are provided as an integer-
valued label map mask image. All superpixel mask images
have the same spatial dimensions as their corresponding
image. However, to simplify storage, superpixels masks are
encoded as 8-bit-per-channel 3-channel RGB PNG images.
It was necessary to run an algorithm that allowed decoding
these PNG superpixel images into a label map.

2.3. Feature Extraction

After superpixel segmentation, each of the 1,2,..., N re-
gions is characterized by a feature vector r, € Rf. The
feature vector is like a description of each superpixel and
contains information about color and texture feature that
will be related with dermoscopic structures. An image d is
characterized by a set of r? = {r{,...,7%} € R/*Na, Based
on the study [16], the features that is used to describe each
superpixel are:

e Color: The mean color vector in the HSV space
(ugsv). Since the original dermoscopy images are
in RGB space, it is necessary converting each pixel
from RGB to HSV space.

e Texture: In addition to color, the superpixels are de-
scribed using texture features. In this work the tex-
ture features extracted are: mean contrast (u.) of the
gray level values in the regions and statistics com-
puted using the directional filters proposed in [12].

The pigment network, as well as the negative pigment net-
work and the streaks, present directional structures whose
directions are unknown. For this reason, a filter bank,
called directional filters, was adopted. These filters are
a set of N + 1 filters, computed at different orientations
0; € [0,7],i =1,..., N, with the impulse response hy, given
by:

ho; = Gi(z,y) — Ga(z,y),

where G, is a Gaussian filter:

(1)
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Figure 1: System’s Architecture.

The values for the parameters o, and oy are chosen in
such a way that the second filter is highly directional and
the first one is less directional or isotropic. Based on image
dimension and parameters chosen in [12], creating a func-
tion that, given the image dimensions returned the appro-
priate o, and oy, parameters, was required in order to
verify the situation described above.

An image [ is filtered by each directional filter. The
result image is given by the application of the following
convolution:

each image I creates N + 1 filtered images, corresponding
to each directional analyzed. To combine all directions a
selection of the maximum and minimum output at each
pixel (z,y) is performed:

J(z,y) = max Ii(z.y) (5a)

L(z,y) = miin Ii(z.y). (5b)
All superpixels are described by the mean and standard
deviation of the maximum and minimum values combined
in all the directions: s, opr, fhm € 0m. The contrast fea-
ture (p.) is obtained through the image channel of greater
entropy, and it corresponds to the difference between the
maximum and the minimum value of each region.

2.4. Supervised and Weakly Supervised Learning
The next step in the system’s architecture (Fig. 1) is the
learning phase. At this point, after supeprixel segmen-
tation and feature extraction, it is necessary to train the
algorithms to detect dermoscopic structures. In this work,
two types of algorithms are trained to do automatic im-
age annotation (ATA): Supervised Learning and Weakly
Supervised Learning Methods.

The first one is trained separately for each of the pos-
sible labels, i.e, an annotation problem is created for each
possible text label (as in the SVM ans ANN), which is not
very practical if there is a large number of possible labels
and/or images [17]. The fact that the algorithm is super-
vised implies that, during the training phase, the segmen-
tation of each clinical criterion in the image, containing the
information of the regions in which is observed a certain
criterion, is available. This information is introduced into
the input.

On the other hand, the general idea of weakly supervised
learning algorithms is to introduce hidden variables, which

are capable of detecting a probabilistic relation between
image regions and text labels [17]. These methods do not
need to know the ground truth. An example of this type
of ATA is Corr-LDA [18]. This is a probabilist model used
to learn the correlation between labels and regions. Corr-
LDA has a capacity of generating local annotation and
associating them with the different regions of a lesion, from
global annotations [18].

3. Dermoscopic Structures Detection with Local
Annotations

Two supervised algorithms are trained in order to identify
and localize some dermosocpic structures. These meth-
ods are support vector machine (SVM) and artificial neu-
ral networks (ANN), which are capable of detecting these
structures in each superpixel based on local annotations.

3.1. Support Vector Machine (SVM)

SVM is a binary classification algorithm based on super-
vised learning [19]. Given a set of descriptions (feature vec-
tors) and the region’s binary labels, the goal of SVM is to
create an hyperplane that separates the training patterns
of two classes. Since this problem may have multiple (infi-
nite) solutions, another restriction is added: the separation
hyperplane must be the one that has the largest distance
to the nearest training pattern of each class. This distance
is called margin. This problem can have another formula-
tion: finding the optimal hyperplane that maximezes the
margin to the training set.

When a SVM classifier is trained, one of the three sit-
uations occurs [20]: linearly separable data, non-linearly
separable data and non-linear SVMs.

Sometimes it is not possible to separate the training data
using an hyperplane, since the two clouds of training fea-
tures overlap. To deal with this drawback, a soft-margin
formulation is used. In this formulation, a penalty term is
added to the optimization problem, which represents the
trade-off between increasing the margin size, and ensuring
that a training pattern is correctly classified. This hyper-
paramenter is adjusted during the training phase.

Although the aforementioned formulation assumes that
training data are linearly separable, this does not happen
in most of the cases. In theses cases, the training data is
not linearly separable in the input space. To deal with this
difficulty, the patterns are mapped into a high dimension
space, called feature space, where the patterns are linearly
separable. The strategy used to learn the optimal hyper-
plane, which can be found in [19], depends on the compu-



tation of inner product between all pairs of feature vectors
and mapping them to the feature space is a hard com-
putational problem. The strategy used to deal with this
problem is called kernel trick. This solution involves the
usages of a kernel function to compute the inner product
between the training patterns in a high dimension, without
actually having to map them. The most well-known ker-
nel function is the Gaussian Radial Basis Function (RBF),
which is the one used in this thesis. But there are other
kernel functions that can be found in the literature.

3.2. Multi-layer Perceptron
Multi-layer perceptron (MLP) is a type of artificial neu-
ral networks (ANN). ANN is a supervised or unsupervised
learning algorithm that can be used both in classification
and regression [21]. The development of this algorithm
was inspired by the characteristic functioning of the hu-
man brain, having some common aspects, such as: single
processing unit (neuron), with a high number of intercon-
nections between them; these neurons are organized in lay-
ers and have the capacity of learning based on experience.
MLPs are based on a supervised procedure, i.e., the net-
work builds a model based on examples in data with known
outputs. At structural level, MLP comprises three layers:
input, hidden and output layers (Fig. 2). The informa-
tion flows from the input layer through the hidden ones
and finally reaches the output layer. All neurons from one
layer are fully connected to neurons in the adjacent layers.
These connections are represented as weights in the com-
putational process. The weights contain the knowledge of
the neural network about the problem, i.e, the solution
relation.

Property 1

Property 2

Input
layer

OQutput
layer

Figure 2: Multi-layer Perceptron (Image from [22]).

The number of neurons in the input layer depends on the
number of independent variables in the model. The num-
ber of neurons in the output layer is equal to the number
of dependent variables, i.e, depends on the predicted out-
put and can be single or multiple. On the other hand,
choosing the number of neurons in the hidden layers is not
simple. Since this number depends on the complexity of
the model, it is a parameter that should be chosen and ad-
justed during the training phase of the MLP. All neurons
have an activation function that determines their output
signal, depending on the input one. There are different ac-
tivation functions that can be used, namely [21]: Logistic
Function, Linear Function, Hyperbolic Tangent Function
and Rectified Linear Unit Function (RELU).

MLP is trained based on the minimization of a cost cri-

teria (e.g, quadratic cost or entropy) that measures the
difference between the network outputs and the desired
outputs. Since the cost criteria depends on non-linear net-
work weights, cost optimization has to be done based on
numerical optimization methods (e.g, gradient method).
These methods allow to adjust the network weights and
minimize the cost function [21]. As a result of this reduc-
tion, the following responses returned by the MLP will be
closer to those desired.

In order to be used to solve classification problems, MLP
must be trained, based on a training set. For this, the
best network configuration and activation functions must
be chosen, based on the validation set: the configuration
that is chosen is the one that reproduce the best results.
Usually, a neural network with fews hidden neurons pro-
duces a greater training error due to the lack of flexibility;
many hidden neurons produce a low training error but may
present a higher generalization error due to over-fitting.
Over-fitting corresponds to situations in which the algo-
rithm fits very well to the already observed data set, but
is not able to generate good results when is applied a new
set [23].

4. Dermoscopic Structures Detection with Global
Annotations

When a dermatologist analyzes a lesion, he notes each im-
age with the clinical criteria that it is present. However,
the specialist does not identify the location of each crite-
rion in the image. This type of annotation is called global
annotation. In this way, this thesis intends to develop
a method that is capable of generating local annotations
from global annotations. The method that will be use to
achieve this goal is the Corr-LDA [14]. Finally, the re-
sults obtained with this weakly supervised method will be
compared with those obtained by the supervised methods
proposed in the section 3.

4.1. Correspondence Latent Dirichlet Allocation
(Corr-LDA)

The goal of this image annotation method is to find a re-
lationship between text labels and image features. Corr-
LDA is a generative model that first creates the patch fea-
tures and then generates annotation words conditioned on
the image regions [18].

One dataset comprises D dermoscopy images, each one
of the d images is divided into N small non-overlapping
regions (superpixels). Each superpixel is characterized by
a feature vector r,. An image d is characterized by a set
r={r,..,rn} € RF*N of N vectors. For each image d
there are a set of global text labels provided by dermatol-
ogists. The text labels belong to the set w € {wy,...,war},
where w,, is the i-th label of the dictionary w.

Based on this information, the model must allow the
computation of the following probabilities: the distribu-
tion of a label given a single region p(wyy,|ry,), which can
be use to region labeling; and the distribution of a label
given the entire lesion p(w,,|r), which is used to obtain the
global labels.

The probabilistic formulation of Corr-LDA defines that,
for an image d, N feature vectors to characterized each im-
age regions are generated. Fach one of these descriptors
are generated conditioned on a hidden variable (topic) 2,



being z = {z1,...2n} the set of topics that was used to
obtain the image d. Finally, for each of the M global an-
notations, one of the region is selected and a corresponding
annotation w,, is obtain conditioned on the topic that was
used to generate the region descriptor. The selection of the
image region is performed using a latent indexing variable
Ym that takes values between 1 and N.
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Figure 3: Coor-LDA representation (Image from [18]).

The full generative process and the parameter involved
are present in the Figure 3. The generative process can be
summarized as follows [18]:

1. For each image d (from a set of D images), sample a
topic distribution 8 ~ Dirichlet(a).

2. For each of the N image regions described by r,:

(a) Sample a topic z, ~ Multinomial(9).

(b) Sample a region descriptor r, ~ p(r | zn, i, o)
from s distribution conditioned on z,.

3. For each of the M labels w,,:

(a) Sample an indexing variable

Uniform(1,...,N).

(b) Sample an annotation wy, ~ p(w | Ym, 2, 8) from
a multinomial distribution conditioned on the
2y, topic.

Ym ~

During the training phase, all of the model parameters
o, and (8 are estimated, using a training set of weakly
annotated images. The common way to do this is to use
a Maximum Likelihood formulation. All the steps of this
formulation can be seen in [16], [18] and in the main docu-
ment of this thesis. These steps end with the application of
a variational Expectation-Maximization (EM) algorithm.

5. Implementation and Experimental Results

In this section the dataset and the evaluation metrics used
in this work are presented. In addition, the way that the
algorithms were implemented, the hyperparameters chosen
using the validation set, and the results obtained for the
test set, are also presented.

5.1. Dataset and evaluation metrics
The proposed algorithms were trained using a dataset of
2000 dermoscopy images from the ISIC2017 [14] dataset.
These dataset includes a test set with 600 images and a
validation set with 150 images.

All the images available in the database are segmented
into superpixels, which are approximately homogenous lo-
cal regions, which form a partition of the image. The

database also provides the medical annotations that in-
dicate the dermatoscopic structures present in each su-
perpixel, from a total of 4 possible structures (pigment
network, milia-like cysts, negative pigment network and
streaks) - Fig. 4. This medical information is exhaustive
and difficult to obtain. This type of information was avail-
abel on a large scale for the first time with the publication
of the ISIC2017 database.
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Figure 4: Examples of dermoscopy images from ISIC 2017
dataset - Original lesion and superpixel annotations: Red -
Milia kile cysts; Green - Negative Pigmnet Network; Yellow -
Milia like cysts and Negative Pigment Network; Blue -
Pigment Network; Light Blue - Streaks.

Table 1 shows the distribution of the different dermo-
scopic structure in each of the image sets. It is possible to
note that the number of superpixels associated with each
of the structures is very unbalanced.

Table 1: Superpixels distribution and percentage in each

images dataset.
% of Superpixels

# Superpixels ~ Pigment  Milia like  Negative Pigment Without
Set Streaks

total Network cysts Network structure

460272
193730
31946

16.92 1.01 0.71 0.46
10.38 0.66 112 0.07
10.41 1.02 1.03 0.04

81.12
87.82
87.56

Training
Test
Validtion

The pigment network is the structure that is most rep-
resented, being the one that is present in a higher per-
centage of superpixels. On the other hand, negative pig-
ment network, milia-like cyst and streaks are structures
that are present in a small percentage of superpixels. The
values presented in Table 1 also suggest that there are a
large percentage (80-90 %) of superpixels where none of
the structures are present. This matter is reflected in the
classification systems, since there is a great difference be-
tween the classes, i.e., if the detection of each structure is
considered as a binary problem, there are a large number
of examples that belong to class 0 (without structure) and
few examples that belong to class 1.



In order to evaluate the results obtained from the pro-
posed algorithms, the same metrics were used for all the
algorithms and for all the structures. The three algo-
rithms proposed return a binary classification for each type
of structure (superpixel with structure, '1’, or superpixel
without structure, ’0’). This information is later organized
into a confusion matrix, resulting in one confusion matrix
for each structure and for each test performed. A confusion
matrix makes it easy to compare the results obtained by
the classifier with the real medical annotations and allows
the classification of each superpixel as true positive (TP),
true negative (TN), false positive (FP) or false negative
(FN). These parameters are used to calculate the sensitiv-
ity (SE) and the specificity (SP). Sensitivity is defined as
the percentage of superpixels for which each structure was
correctly identified. Specificity is the percentage of super-
pixels for which each structure was correctly non detected.
These two metrics are defined as [24]:

_ #TP

SE = JTp+ #TN’ ©)
TN

SP = SN+ 7P @)

Since it is not defined which of these two metrics is
most important, the desirable situation would be having
the highest possible value of each of them. However, in-
creasing one of these metrics usually means decreasing the
other. For this reason, it is also chosen to evaluate the
algorithms the balanced-accuracy (BACC), which for a bi-
nary classification problem is no more than the arithmetic
mean between sensitivity and specificity.

5.2. Results obtained with Supervised Learning
Algorithms

This section presents a description of how the supervised
learning methods used (SVM and ANN) were implemented
using the eight characteristics extracted from lesion im-
ages. The results obtained with these algorithms are also
presented in this section.

5.2.1 SVM

The Support Vector Machine is a supervised learning al-
gorithm that can be used in pattern recognition, which
allows the detection of dermatoscopic structures. The der-
moscopic structure detection was formulated as four inde-
pendent binary classification problems (one for each struc-
ture), each of which was solved using an SVM classifier.
The software used for this purpose was MATLAB2017b.
To train each binary classifier the fitcsum function was
used. Since the training data was non separable, it was
necessary to use a non-linear SVM. Thus, a Gaussian Ra-
dial Base (RBF) function was used as kernel function.
Based on Table 1, it is possible to note that the data
is unbalanced, i.e, there are structures that are presented
in a considerable percentage of superpixel, while others
were associated with a small number of superpixels. To
deal with this problem, we associate a class dependent
weight to each structure. The value of weight assigned
to each structure depends on the number of superpixels

where this structure are presented, being inversely propor-
tional to this value.

To evaluate the effect of the weights in the classification
problem, five SVM models were trained for each struc-
ture, varying the weights in each model. Thus, we trained
a model with the weight, P, inversely proportional to the
number of superpixels with a given structure in the train-
ing set and with the weight P by adding and subtracting
from it 20 % and 40 % of this value (0.6P,0.8P, P,1.2P
and 1.4P). The P value was calculated from the training
set as follows:

P = # Superpixels Total
? # Superpixels where structure i is present

(8)

Table 2 presents the value of the weights P considered
for each structure, as well as the values obtained for the
variations of weights considered.

Table 2: Weights assigned to each structure.

Dermoscopic Structure

. Pigment Milia-like Negative Pigment
Weight Negtwork cysts ¢ Networ%( Streaks
0.6P 4 59 85 131
0.8P 5 79 114 174
P 6 99 142 218
1.2P 7 119 170 262
1.4P 8 139 199 305

SVM is a method whose complexity increases with the
number of training data. Although it is not necessary to
map all the input characteristics to the feature space, it
is necessary to calculate the internal product among all
the training patterns, which is computationally complex.
Thus, it was not possible to train a SVM classifier with
all training patterns (460272). To deal with this fact, we
choose to divide the training set into 9 disjoint subsets and
calculate a SVM classifier for each of them.

The test and validation set was applied to each classifier,
with this it was obtained 9 different annotations for each
superpixel. To obtain the final annotation, the most voted
annotation in each superpixel was chosen. It was used an
odd number (9) of classifiers to avoid having equality in
the number of votes in each class (0 or 1). A confusion
matrix is constructed after obtaining of the most voted
annotation, and, consequently, the metrics that was used
to method evaluation.

The results obtained for the validation set are presented
in Fig. 5 . These graphics allows the evaluation of the
weights attributed to each structure in the SVM perfor-
mance.

Figure 5 suggest that the BACC value (green line)
is practically constant with the weights variation for all
structures. This result confirms the trade-off between sen-
sitivity and specificity.

Another detail that should be emphasized is that the
pigment network is the only structure whose sensitivity
values are always higher than the specificity for the consid-
ered weight variation. On the other hand, for the negative
pigment network the sensitivity value is never higher than
the specificity, in the range of weights considered. For the
remaining structures, the sensitivity values are only supe-
rior to those of the specificity from a given weight: for
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Figure 5: Sensitivity, Specificity and BACC graphs,
measured in the validation set, in function of the weights,
obtained from SVM classifier.

milia cysts it is from the weight P and for the streaks only
from the weight 0.8P.

Based on Table 1, the pigment network is the structure
that is present in a greater percentage of superpixels in
the training set. Due to this, this strusture is the one that
presents a greater variety of examples that can be learning
by SVM classifier, which may justify the fact that pig-
ment network present sensitivity values higher than those
of specificity, for all weights considered. Although a weight
formulation was used, in the remaining structures the ex-
amples in the training set have low variation and diversifi-
cation. This may justify the fact that the sensitivity values
are only higher than those of specificity from a sufficiently
high weight, since lower weights continue to give greater
importance to the examples without structures.

In order to evaluate which structure presented the best
results, the weight with the highest BACC of each of the
four graphs presented above was chosen, corresponding to
each dermoscopic structure studied. After the selection of
this hyperparameter, the test set was applied to the SVM
classifier trained with its weight. The results obtained are
shown in Table 3.

Table 3: Best results obtained with the best hyperparameters
and test set for each structure using SVM.

. Sensitivity  Specificity BACC
Structure ‘Weight (%) (%) %)
Pigment Network 0.8P 84.63 69.18 76.91
Milia-like cysts P 62.65 60.31 61.48
Negative Pigment Network 1.2P 67.62 70.80 69.21
Streaks P 71.43 72.98 72.20

Analyzing Table 3, it is possible to conclude that pig-
ment network is the only structure that presents better
results for a weight smaller than P. Furthermore, pigment
network is the structure that presents the highest BACC
value of 76.91 %. For this reason, it is possible to conclude

that this structure is the one which is more easily cor-
rectly classified. This result was expectable, since pigment
network is the structure with the highest number of exam-
ples in the training set. Streaks is the second structure to
be more easily detected, presenting a BACC of 72.20 %,
followed by negative pigment network and milia-like cysts.
Thus, it is possible to conclude that SVM classifiers trained
for detecting structures with a small number os examples
in the training set have lower performance. However, even
for these structures the results obtained are quite promis-
ing.

5.2.2 ANN

As mentioned in Section 3.2, it is necessary to train sev-
eral neural networks and evaluate which one produces the
best results to select the number of layers and hidden neu-
rons for a given problem. Thus, using MATLAB2017b,
several parameters were optimized. In a first step, the ac-
tivation function was chosen for the hidden layers neurons
and the number of epochs necessary to obtain the lowest
cost value. Subsequently, the best configuration and the
most adequate weights assigned to each of the dermato-
scopic structures were chosen.

The two activation function considered were the Rec-
tified Linear Unit (RELU) -F(S) = max(0,S) - and the
hyperbolic tangent (tanh) - F(S) = ZS-T-::S' These acti-
vation functions were studied using the following hidden
layers configuration: [30], [30,30] and [30,30,30].

The best results obtained for each ANN trained for each
structure are represented in Table 4.

Table 4: Activation Function and number of ephocs that
produce best results in validation set for each structure.

Dermoscopic Activation Number of
Structure Function Epochs
Pigment Network RELU < 1000
Milia-like cysts RELU < 1000
Negative Pigment Network RELU < 1000
Streaks tanh < 1000

After defining the most appropriate activation function
for each structure, as well as the number of epochs neces-
sary to obtain a better network performance, the hidden
layers configuration and the weights assigned to each struc-
ture were studied. Thus, for each dermoscopic structure
networks with nine different configurations were trained.
The number of hidden neurons considered were 10, 30 and
50, and the number of hidden layers were 1, 2 and 3. The
ANN trained not only included all the configurations varia-
tion, but also the weights assigned to each structure. Thus,
all the weights of Table 2 were also considered. In this way,
it was obtained 45 ANN (9 configuration x 5 weights vari-
ation) for each dermoscopic structure.

Based on the results obtained for each structure (that
can be found in the main document of this thesis), the
best hidden layers configuration was chosen as the one that
generated higher BACC values. After choosing the best
hidden layer configuration, it was possible to study the
weights influence in the ANN performance (Fig. 6).

Based on Figure 6, it is possible to confirm the trade-off
between sensitivity and specificity. The arguments used to
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Figure 6: Sensitivity, Specificity and BACC graphs,
measured in the validation set, in function of the weights,
obtained using ANN.

justify the graphics behavior for each structure using ANN
are the same ones used to justify the graphics obtained
with SVM.

Another fact that needs our attention is the best hidden
layer configuration of each structure, that is present in
each graph description. As it is possible confirm the most
complex structures, such as pigment network and negative
pigment network are the ones that require configurations
with more layers (3 layers) to obtain best results in the
validation set. Namely, the negative pigment network is
the structure that needs the most complex configuration,
among all the configuration tested, to obtain the best per-
formance.

As it was done for the case where SVM classifier was
used, the weights influence was also evaluated. To do this,
the weight (in the graphics of Fig. 6) with the highest
BACC values was chosen for each dermoscopic structure
and the test set was applied to the corresponding neural
network. The results obtained are shown in Table 5.

Table 5: Best results obtained with the best hyperparameters
and test set for each structure using MLP.
Sensitivity Specificity BACC

Structure Configuration Weight

(%) (%) (%)

Pigment Network [10,10,10] P 85.37 66.92 76.15
Milia-like cysts [30] 0.8P 55.80 78.72 67.26
Negative Pigment Network [30,30,30] 1.4P 85.84 38.30 62.07
Streaks [50] 0.8P 65.00 83.08 74.04

Analyzing Table 5, it is possible to see that the der-
moscopic structure with the highest BACC value is, as in
the case of the SVM, the pigment network, followed by
the streaks, whose value is also high. Although streaks
are present in a small number of superpixels, their struc-
ture is similar to the pigment network, being present in

well defined directions, and being easily detected due to
the use of directional filters to obtain the characteristics
of each region. However, based on the results presented, it
is possible to conclude that, also in the case of ANN, the
structures present in a smaller percentage of superpixels
in the training set (milia-like cysts and negative pigment
network) are more difficult to detect, presenting a lower
BACC value.

5.3. Results obtained with Weakly Supervised
Learning Algorithm

In order to apply a weakly supervised learning method,
based on the image global annotations, the Cor-LDA algo-
rithm [18] and the ISIC2017 database [14] were used. This
algorithm has already been used by C. Barata et al. [16]
for color detection in dermoscopic images and was imple-
mented in MATLAB2017b. Thus, using the global anno-
tations and the features extracted for each image region,
it was possible to train this algorithm and find the best
parameters for the model.

The topic number K is a very important parameter in
this model, because it influences the distribution of Dirich-
let 0. For this reason, the topic number was varied to test
its effect on the results obtained. The topic number used
ranged from 100 to 300, from 50 in 50 units (100, 150, 200,
250 and 300).

The ISIC2017 database was also used to train this model
and, as mentioned before it is a unbalanced database. Due
to this, and considering that it is impossible to introduce a
weight formulation in this algorithm, the training images
associated to the less represented classes were repeated.
Thus, the Corr-LDA was trained with at least 500 images
for each structure. Figure 7 illustrates the numerically
changes that were made in the database.

Streaks 116 Streaks 545

Pigment Network

Negative Pigment Network

Milia-like cysts

125

568

# of Images

1128

Pigment Network

Negative Pigment Network

Milia-like cysts

1644

555

568

# of Images

(a) Original training set. (b) Adapted training set.

Figure 7: Images number of training set where each structure
is present.

It should also be noted that images that do not have any
of the structures present were not discarded in order to
allow the algorithm to recognize negative cases. Thus, the
initial training set has 2000 images and with the changes
performed it became composed of 2814 images. Before this
change was made the algorithm did not produce favorable
results, since the training set had, in fact, very few images
where negative pigment network and streaks were present.

The Corr-LDA is a probabilistic model that uses condi-
tional probabilities and, therefore, cannot have as input a
global null legend, i.e, the model cannot receive as input
a global label that does not have present any of the four
structures in analysis. However, as can be seen from Table
1, there is a high percentage of superpixels (about 80 % in
each of the three sets of images) that does not have any



of the four structures. For this reason, it was necessary to
add a new structure that represented ’other structure’.
To test the results obtained by the algorithm when ap-
plying the test and the validation set a threshold was used.
The result obtained by the Corr-LDA corresponds to an
array whose size is equal to the superpixel total number of
each set where the probabilities of the five structures are
present (the four structures that we want to detect and
the ’other structure’), p(wp|ry). If the structures were
equiprobable, the probability of each structure would be
0.2 (1/5 = 0.2). Thus, in order to detect which structures
were most likely to be identified in each superpixel, several
steps were made: choosing structures with a probability
greater than 0.2 and increasing the probability threshold
to 0.3, 0.4 and 0.5. This formulation allows to discard
structures with very low probabilities and to assign more
than one structure to each image superpixel, which is what
happens in ground truth. Therefore, the hyperparameters
that were evaluated using the Corr-LDA were the topics
number (5) and the probability threshold (4). As a result,
five sets of parameters wew obtained, one for each topic
number, to which it was applied the validation set with
the different probabilities threshold. The best probability
threshold found for each structure is present in Table 6.

Table 6: Best threshold results obtained for each structure
using Corr-LDA.

Dermoscopic Structure  Threshold
Pigment Network 0.3
Milia-like cysts >0.4
Negative Pigment Network 0.2
Streaks 0.2

Based on the thresholds present on Table 6, the corre-
spondent topic number was select and its influence one the
algorithm performance was studied. To do this, the vali-
dation set was used to choose the best topic number. The
results obtained are present in Figure 8.

In a first analysis, and contrary to what was expected,
it is possible to verify that the variation in topics’ num-
ber does not produce significant changes in the sensitivity,
specificity and BACC values. It is possible to see (Fig. 8
(b) and (c)) that the milia-like cysts and the negative pig-
ment network are practically undetectable. The graphics
of these structures present sensitivity values very close to
0 %, which indicates the existence of many false negatives
cases, i.e, superpixels that have the structure are classified
as not having it.

The graphics corresponding to the pigment network
(Fig. 8(a)) show very good results, with BACC values
between 70 % and 80 %. Thus, for the case of pigment net-
work detection, the weakly annotated algorithm achieves
a very similar performance to the methods based on a very
dense set of local annotations (supervised methods). This
result emphasizes the high potential of this type of meth-
ods that use a small quantity of annotations to detect der-
moscopic structures. The streaks structure also presents
promising results, although it is a structure with few ex-
amples in the training set.

As it was done for the two supervised methods, also for
the Corr-LDA the topics with higher BACC in each of the
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Figure 8: Sensitivity, Specificity and BACC graphs,
measured in the validation set, in function of the weights,
obtained using Corr-LDA.

structures were chosen and the method performance for
the best hyperparamentes using the test set was evaluated.
The results obtained are shown in Table 7.

Table 7: Best results obtained with the best hyperparameters
and test set for each structure using Corr-LDA.

) Sensitivity  Specificity BACC
Structure # Topic
(%) (%) (%)
Pigment Network 100 73.34 76.00 74.67
Milia-like cysts 300 0.62 98.60 49.61
Negative Pigment Network 200 3.37 99.33 51.35
Streaks 150 25.71 94.55 60.13

As obtained in supervised algorithms, the pigment net-
work is the structure more easily detected, followed by the
streaks. This can, again, be explained by the use of direc-
tional filters in the extraction of characteristics. However,
milia-like cysts and negative pigment network present a
very low performance since they are structures with few
examples and, being this a weakly supervised method, it
has even more difficulty in detecting these structures than
the supervised ones.

6. Conclusions

The automatic detection of dermatoscopic structures aid
the diagnosis of skin lesions and provides an auxiliary tool
to the specialist physician. The proposed methods to de-
tect four dermosocpic structures produced very promising
results.

Comparing the results that were obtained with super-
vised learning algorithms, to others that use the same
database, it is possible to see that the results found in
this work are very promising (see Table 8).

Although the supervised learning method has a best per-
formance in the detection of the four structures, it is possi-
ble to see that the Corr-LDA, a weakly supervised method,



Table 8: Results obtained for the detection of dermatoscopic
structures using the ISIC 2017 database.

Sensitivity Specificity
(%) (%)
66.50 91.50
54.20 98.10
71.58 68.32
73.00 66.76

Author, Ref. Method AUC*/BACC

Yuexiang Li , [25] 0.833*
0.895*
69.95

69.88

Deep Learning Network
Jeremy Kawahara, [26] ~ Fully Convolutional Networks
SVM

ANN

Our work

Our work

produce results as good as those obtained by the super-
vised methods for pigment network detection. This is the
most important conclusion of this thesis and with this, it
is possible to show the high potential of this type of meth-
ods that only need global annotations of the dermoscopy
images to detects dermoscopic structures.
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