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Resumo

Um dos maiores desafios do século XXI é a prevenção, diagnóstico e tratamento de doenças oncológicas. Para estudar os principais fatores de risco é comum recorrer-se a dados de sobrevivência dos pacientes. Estes conjuntos de dados estão frequentemente associados à expressão genética do indivíduo, sofrendo a maldição da dimensionalidade. Métodos como o LASSO e Elastic Net têm-se mostrado eficientes para lidar com problemas com as mesmas características. No entanto, resultam regularmente em modelos complexos que podem ser biologicamente pouco relevantes.

Como solução, neste trabalho, é apresentada uma metodologia que melhor restringe o espaço de solução, favorecendo os genes mais relevantes tendo em conta datasets públicos. É considerada uma rede de relações entre proteínas para explorar um novo método de regularização, com base em medidas de centralidade, nomeadamente o grau e a intermediação. Com a restrição apresentada, são obtidas soluções que, no geral, consideram genes que são biologicamente mais interessantes, tendo uma forte presença em diversas investigações oncológicas.

Os resultados obtidos indicam que a metodologia proposta resulta de facto em modelos mais simples e com melhores resultados. Além disso, permite obter genes que não estão ainda associados ao tipo de cancro em estudo, mas manifestam-se como potenciais candidatos a ter em conta. A aplicação desta metodologia em diversos datasets com as mesmas características em conjunto com uma maior validação científica, poderá levar à determinação de novos genes significativos no estudo da expressão de diversos tipos de cancro. Além disso, resulta na construção de modelos simples e mais robustos.

Palavras-chave: Regressão Cox, Regularização, Redes, Expressão de genes, Proteínas.
Abstract

One of the principal challenges of the 21st century is the prevention, diagnosis and treatment of oncological diseases. To study the dominant risk factors, it is common to rely on patient survival data. These data sets are often associated with the genetic expression of the individual, suffering the curse of dimensionality. Methods such as LASSO and Elastic Net have proven to be efficient in dealing with problems with the same characteristics. However, these sometimes result in relatively complex models that might not be biologically significant.

As a solution, this thesis presents a methodology that best restricts the solution space, favouring the most relevant genes taking into account public datasets, from the The Cancer Genome Atlas (TCGA). It is considered a network of relations between proteins to explore a new method of regularisation, based on measures of centrality, namely degree and betweenness. With the restriction presented, solutions are obtained which, in general, consider genes that are biologically more interesting, having a strong presence in several oncological investigations.

The results indicate that the proposed methodology results in simpler models with better results. Besides, it allows obtaining genes that are not yet associated with the type of cancer under study but manifest themselves as potential biomarker candidates to take into account. The application of this methodology in several datasets with the same characteristics together with a greater scientific validation could lead to the determination of new significant genes in the study of the expression of several types of cancer. Furthermore, it leads to the construction of simple and more robust models.

Keywords: Cox Regression, Regularisation, Networks, Gene Expression, Proteins.
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Chapter 1

Introduction

1.1 Motivation

Over the years the scientific knowledge has been reached through a well defined scientific process. To bring new theories and discoveries to the scientific community, one needs to generate many hypotheses that will go over tests and then are rejected, accepted or readjusted. This process is still an effective method. However, without the invention of the computers, a bottleneck would be reached due to the complexity of the new hypotheses yet to be presented. In every field of knowledge, there is a strong relationship between the amount of data and the complexity of the phenomena under study. A scientist might spend a lifetime creating and testing some few hypotheses, while a computer, with some lines of code, could test some thousands of hypotheses in less than a second [1]. Machine learning is the origin of this change allowing a scientist to create and test complex models (hypotheses) out of the given data, with the usage of a computer.

Not only did computers allow human beings to test hypotheses much faster, but also to store and work more data. Thanks to all the technological advances, much more data is possible to gather and collect, currently known as big data. The access to a large amount of information is leading to higher interest from many powerful entities to use it properly. A wide range of industries and companies are focused on finding new ways to predict future events based on collected data. The process of considering, testing and implementing this kind of approaches is mandatory for companies to have success among their competitors. Moreover, there are industries, such as energy and the health-care that, with the use of machine learning models, can increase their profits by reducing waste and provide better services to patients by improving their treatment processes.

The number of biological databases is increasing exponentially as presented in Figure 1.1. There is a vast quantity of useful information that needs to be handled and structured, enhancing the role of bioinformatics. The usage of this information leads to significant insights to improve individuals’ treatment, perform better diagnostics or detect unusual body reactions. However, dealing with such datasets presents significant computational challenges. An example of these types of datasets are the ones collected by The Cancer Genome Atlas (TCGA). It is a project that “aims to catalogue and discover
major cancer-causing genomic alterations to create a comprehensive ‘atlas’ of cancer genomic” [2].

![Figure 1.1: Need of Bioinformatics given the Growth of Biological Data. Histogram to understand the comparison between rates of biological data growth and the number of bioinformatics over time (source [3]).]

With the development of machine learning techniques to deal with the most well known computational challenges, the models' construction by itself can bring knowledge to the scientific community, leading to major improvements for the individuals’ health and diagnostic. Moreover, the increasing interest in data science, all over the world, is inspiring the development of reliable models that, shortly, might combine into one single algorithm that will learn nearly anything out of well-structured data: The Master Algorithm [1].

There are many clinical trials based on a time-to-event endpoint, frequently considering survival analysis. “Survival analysis comprises of the methods used to estimate the rates associated with time-to-an-event data, compare the rates between groups, and assess how other factors impact these rates” [4]. A particular case of survival analysis is the cancer patients in advanced stages, being the event of interest, frequently, death. Some interesting work has been developed using machine learning techniques on survival data in order to better estimate the risk of a given individual. These types of studies are having a significant impact on clinical trials, allowing better diagnosis and understanding of the main factors associated with the increase of the individual’s risk.

1.2 Topic Overview

As stated, the machine learning approach is here to stay and is the bioinformatics’ challenge to take the best knowledge they can out of the provided data. In fact, these words are not the most accurate. To be precise, the challenge is first to work and prepare the data and then find the best combination between model and parameters, to reach a solution. At that point, the computer will do all the work and learn the best model out of the given data. It is up to us to explore new hypotheses (different data pre-processes, models and parameters), take conclusions and, if possible, readjust based on the results and intuition.
There are different scopes within machine learning, being one of them the classification of new observations through regression models. Many distinct types of datasets can be used in order to achieve classification models. In this project, it will be considered survival data, more specifically, concerning cancer patients where the event of interest is death. Typically, when dealing with cancer datasets, gene expression data needs to be considered, being inserted into the big data category.

Even though many genes have already been studied and documented, modelling their behaviour concerning gene expression to predict the individual risk and cancer development is still difficult to accomplish. With machine learning algorithms, reasonably good models have been obtained. Nevertheless, there are some problems due to the dataset dimension: the number of features significantly outcomes the number of individuals in the study.

Multiple features to consider often leads to overfitted models and for that cases feature selection techniques have been developed [5, 6]. Even though the results are promising, the over-fit problem might persist. To undertake this problem, Zhang et al. and Veríssimo et al. proposed to further constraint the solution space, based on rich networks that model relations between genes [7, 8].

Taking profit from previous works developed by many other specialists, this thesis project purposes a new procedure to measure the gene importance based on a protein-protein interaction network. Using this information to promote a confined solution space is an encouragement to access a more generalised model with genes selected that have great biological relevance and, ultimately, can be associated with cancer investigations.

1.3 Objectives

Many regularisation methods consider only the dataset input and can construct strong models. Nevertheless, it has been proved that using a-priory knowledge can lead to better results and that is what is expected from the presented project. It is proposed the usage of a protein-protein interaction network from the Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) database [9] to get a more generalised and simpler model. It is necessary to define the best metrics to extract meaningful knowledge out of the network. For that reason, the exploration and comparison between the main centrality metrics over this network to define the protein’s importance is one of this project ambitions.

Moreover, after defining the protein relevance, the relation between the genes responsible for their creation and presence in cancer studies will be analysed. The usage of this information as a penalisation over the solution space will hopefully result in a simpler model with less but more relevant variables selected with results that are, at least, as good as the ones obtained with the known techniques. This study also hopes to validate the usage of STRING datasets for this type of approaches, motivating others to use it on future works.
1.4 Thesis Outline

This thesis is divided into the following chapters: Introduction, Background, Proposed Methodology, Network Properties of STRING, Results and Conclusions.

The Introduction makes a brief overview of the thesis’ theme, focusing on the motivations for the development of this work as well as the main objectives of the thesis project.

In the Background, the state-of-the-art is presented as well as the main concepts that need to be understood to follow the presented method and material. Moreover, the sources of the protein-protein network and the protein-gene mapping are also presented, along with the explanation of the relation between genes and proteins.

The Proposed Methodology covers the steps taken to reach the used models as well as the pre-process applied over the considered data. Furthermore, a closer focus is given to the betweenness metric because it has been proved to be an interesting metric regarding biological networks and is for the first time used as a penalty factor on this type of problem.

In the next chapter, Network Properties of STRING, the considered protein-protein network is analysed, focusing on different characteristics of the network and centrality metrics distribution. The penalty factor distribution is also presented in this chapter as it depends on the considered centrality measures.

The chapter Results presents the performance of the models training and testing procedures over a survival dataset focused on breast cancer from TCGA. All the steps and decisions to get to reach the final models are explained in detail. The respective results’ analysis is also presented in this chapter.

Next, the Conclusions chapter focus on the achievements and the discussion of possible future work.
Chapter 2

Background

There are many computational challenges when dealing with clinical datasets due to a large number of variables considered and the complex behaviour of the living organisms. A particular case regarding clinical analysis is the survival data (life-tables) analysis, meaning the study of the time between entering a study (or other baseline condition) and experiencing a subsequent event of interest [10]. This type of datasets is possible to analyse and shape through the Cox Proportional Hazard Model (Cox PH Model) [11].

More specifically, the analysed dataset in this project concerns cancer patients having their gene expression information, which is attached to the dimensionality problem: the number of variables is much higher than the number of observations, sometimes, with two orders of magnitude difference. In this type of scenarios, getting generalised models is extremely difficult due to the large number of variables to be considered in the final model and few observations to sustain the model’s hypothesis. Moreover, finding the balance between the number of features selected and models performance can be challenging. The higher the number of variables selected, the higher the probability of having an overfitted model.

There have been many different techniques applied to work on this problem, some with promising results. Regularisation methods like Least Absolute Shrinkage and Selection Operator (LASSO) and their derivatives can reduce the number of features to consider, by penalising a least squares regression by the sum of the absolute values ($L_1$-norm) of the coefficients [5, 12, 13]. The LASSO method is used for both variable selection and regularisation, including, for Cox regression [14]. Although the LASSO and their derivatives are powerful regularisation methods, the usage of the sum of the squared error of the coefficients ($L_2$-norm) to penalise a least squares regression also leads to positive results. Based on both approaches, Zou and Hastie have presented a more generalised method, in 2005, that considered both $L_1$ and $L_2$ norms. With that method one can get sparse solutions while having a grouping effect: “the most correlated predictor tend to be in or out of the model together” [6].

Recently, the idea of using networks to analyse biological behaviour has been proposed, and exciting results and insights have been achieved [15–18]. As stated by Zhang et al., “protein-protein interaction network or co-expression can provide useful prior knowledge to remove statistical randomness and confounding factors from high-dimensional data for several classification and regression models. The major
advantage of these network-based models is the better generalisation across independent studies since the network information is consistent with the conserved patterns in the gene expression data.” [7]. Based on these words, the method Net-Cox has been presented and achieved bright results on ovarian cancer survival data, considering gene expression features [7]. Another interesting approach was introduced by Veríssimo et al., which proposed to use the degree centrality from gene co-expression networks and gene functional maps to constraint the model [8].

With those concepts in mind, it will be shown how to use the protein-protein interaction network and select a centrality measure to penalise the solution space further. The protein-protein interaction data used was extracted from the STRING database, that “includes direct (physical) and indirect (functional) associations; they stem from computational prediction, from knowledge transfer between organisms, and from interactions aggregated from other (primary) databases” [9].

All the major concepts are presented in detail in the following chapters along with the state-of-the-art.

2.1 Survival Analysis and Cox Regression

An interesting problem is to predict, based on the individual’s gene expression on a specific tissue, whether he is inserted in the high-risk group or low-risk group. In order to do this, survival data is normally considered. These type of datasets are meant to study the period between the time an individual joins the study and the time the event of interest is observed. Some examples over which survival analysis can be performed on are given in Table 2.1.

<table>
<thead>
<tr>
<th>Example</th>
<th>Features</th>
<th>Event of interest</th>
<th>Survival time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disease-free cohort</td>
<td>weight, height, etc</td>
<td>heart disease</td>
<td>years</td>
</tr>
<tr>
<td>Leukemia patients</td>
<td>gene expression</td>
<td>remission</td>
<td>weeks</td>
</tr>
<tr>
<td>Melanoma patients</td>
<td>gene expression</td>
<td>death</td>
<td>months/years</td>
</tr>
</tbody>
</table>

Table 2.1: Survival analysis examples.

As we can see from the given examples, survival analysis is frequently used over medical data with the following primary goals [19]:

- Estimate and interpret survivor and hazard functions;
- Compare survivor and hazard functions;
- Assess the relationship of explanatory variables to survival time.

Typically this type of datasets are composed by the calculated features and the survival time or time-to-event. An important point to consider in the survival analysis is the need to deal with cases that the individual survival time is unknown. This type of observations is called censored data. To deal with these, the datasets also include a variable that specifies if it is an event occurrence or censored data.

The most common type of censored data is the right-censoring, meaning that the event time is earlier than the one of the event occurrence. It may occur because “the person observes the event after the
study ends, is lost to follow-up or withdraws from the study because of death or some other reason.” [19]. Another type of censored data, not so frequent, is the left-censoring that happens when an individual has experienced the event of interest, but it was only registered after it happened, not being possible to know the exact event time. In Figure 2.1, all the failure times are equal to ten days. However, scenario A would be classified as left-censoring, scenario B as right-censoring (possible withdraw) and scenario C as no censoring. To deal with this datasets, removing the censored observations may seem a reasonable solution. Nonetheless, this is not accurate because censored observations greatly contribute to the total number at risk up to the time that they ceased to be followed.

Figure 2.1: Left-censored, right-censored and failure time illustration (adapted from [19]).

In order to properly analyse these incomplete observations, Kaplan and Meier collaborated and came up with Kaplan-Meier curves [20], a powerful tool to deal with differing survival times. The individuals need to be ordered from the lower to the higher survival time value to then obtain the cumulative probability ($y$-axis) of surviving over time. The lengths of the horizontal lines along the $x$-axis correspond to the time difference between two consecutive individuals from the same group experiencing an event. For this reason, the Kaplan-Meier curves have a non-continuous nature, meaning that calculating a point of survival can be difficult. The censored observations are going to have a significant impact on these curves because they count as surviving individuals until their censored time. This way, there’s a higher cumulative survival value until their censor time leading to a more significant drop in the cumulative value between two successive survival times (event occurrence) [21].

As an example let’s consider the built-in lung cancer dataset [22] that ships with the package “survival” from R. The original dataset comprises 10 different variables, however, for this example, only the variables time, status (1 if censored and 2 if the event was verified), age and sex were considered. A total of 228 individuals were considered in the study, yet, only 20 individuals were randomly selected in order to understand the described concepts. The selected individuals are displayed in Table 2.2, having a relatively similar distribution concerning sex (8 out of the 20 individuals are females). As for the age, it can be defined two different groups, one with the individuals with more than 60 years old and other with less or equal. Note that the individuals are ordered based on the survival time to facilitate the analysis and obtain the Kaplan-Meier curves. In Table 2.2, within each considered variable, the two groups are specified with different colours:
- Age - green cell if less than 60 years old and yellow if greater or equal to 60;
- Sex - blue if male (1) and red if female (2).

<table>
<thead>
<tr>
<th>index</th>
<th>time(days)</th>
<th>status</th>
<th>age</th>
<th>sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>53</td>
<td>2</td>
<td>68</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>59</td>
<td>2</td>
<td>73</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>2</td>
<td>65</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>92</td>
<td>1</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>131</td>
<td>2</td>
<td>50</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>132</td>
<td>2</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>203</td>
<td>1</td>
<td>71</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>212</td>
<td>2</td>
<td>49</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>237</td>
<td>1</td>
<td>69</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>246</td>
<td>2</td>
<td>58</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>259</td>
<td>1</td>
<td>58</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>268</td>
<td>2</td>
<td>44</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>284</td>
<td>1</td>
<td>39</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>286</td>
<td>2</td>
<td>53</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>292</td>
<td>1</td>
<td>51</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>293</td>
<td>2</td>
<td>59</td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>301</td>
<td>1</td>
<td>61</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>433</td>
<td>2</td>
<td>59</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>558</td>
<td>2</td>
<td>70</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>965</td>
<td>1</td>
<td>66</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2.2: Lung cancer survival dataset sample.

Considering these two situations, the respective Kaplan-Meier curves have been obtained as shown in Figure 2.2. Even though the number of observations is small, some interesting insights can be taken from that figure. For instance, considering sex, Figure 2.2 (a), the curve associated to the female individuals is above the male curve which means female individuals seem to have smaller death risk when considering lung cancer. Regarding the age, Figure 2.2 (b), it looks like most of the individuals from the older group experience the event sooner since nearly half of them have a survival time of fewer than 100 days. This intuition seems reasonable because the older the person, the weaker their immunologic system. However, this hypothesis requires further study because there are three individuals inserted in the older group that live considerably longer than the average (likely because the evolution of the disease is slower on older persons).

The presented analysis was simply based on the curves appearance, however, further validation is needed to consider the separation between the curves statistically significant. An well know measure is the computation of the $p$-value using a statistical hypothesis test called the log rank test. It tests the null hypothesis that there is no difference between the population survival curves, meaning, the probability of an event occurring at any time point is the same for each population [23]. The test statistic is calculated considering,

$$
\chi^2 \text{ (log rank)} = \frac{(O_1 - E_1)^2}{E_1} + \frac{(O_2 - E_2)^2}{E_2},
$$

(2.1)
where $O_1$ and $O_2$ are the total numbers of observed events in groups 1 and 2, respectively, and $E_1$ and $E_2$ are the total numbers of expected events. The $E_1$ are computed according to

$$E_1 = \sum_{i=1}^{k} \frac{d_i}{r_i} \cdot r_{1i}, \quad (2.2)$$

with $k$ as the number of individual in study, $d_i$ as the number of occurred events, $r_i$ as the total number of individuals that did not experience the event and $r_{1i}$ as the total number of individuals that did not experience the event on the group 1. The $E_2$ is computed accordingly to the same formula but considering elements from the group 2 instead of the group 1.

This gives the $p$-value, being considered statically significant separation between population survival curves if it is smaller than 0.05. On the case of the example presented in Figure 2.2, the $p$-value for the age curves is 0.34 and for the sex curves is 0.3, not being statistically significant. Of course, this is just an example, and the conclusions are very limited due to the small the number of individuals.

Now that the survival data and respective ways to analyse it have been presented, the way to model this type of inputs is going to be considered. This is achieved through Cox regression, more specifically with Cox PH Model [11] developed by Cox in 1992. There are some other models such as Exponential and Weibull [24]. However, the Cox PH Model has proved to be more robust [4, 19].

Considering the usual survival analysis framework with $((x_1, y_1, \delta_1), ..., (x_n, y_n, \delta_n))$, where $n$ is equal to the number of individuals in the study, $x_i$ is the gene expression profile and $y_i$ is the observed time, being the time of failure if $\delta_i$ is 1 or right-censoring if $\delta$ is 0. As in regression, $x'_i$ is a vector of potential predictors $(x_{i1}, x_{i2}, ..., x_{ip})$, in this case, considering $p$ genes. The Cox model assumes a semi-parametric form for the hazard

$$h_i (t) = h_0 (t) e^{x'_i \beta}, \quad (2.3)$$

where $h_i(t)$ is the hazard for patient $i$ at time $t$, $h_0(t)$ is an unspecified baseline hazard, and $\beta$ represents the regression coefficients, being a fixed, length $p$ vector.
The regression coefficients are obtained by maximising the Cox’s log-partial likelihood

\[ l(\beta) = \sum_{i=1}^{n} \delta_i \left( x_i' \beta - \log \left( \sum_{j: y_j \geq y_i} e^{x_j' \beta} \right) \right). \] (2.4)

By considering the partial log-likelihood, all the information between failure times is ignored. Another important point to consider is the fact that this formula assumes that failure time \( t \) is unique, \( t_1 < t_2 \ldots < t_n \), however, this is normally not the case. A solution to this problem was presented by Efron as the approximation of the partial likelihood for ties [25].

In the cases where \( n > p \), the baseline hazard is ignored. To estimate the baseline hazard, \( h_0(t) \), the Breslow estimator is commonly used [26], defined as

\[ \hat{h}_0(t) = \frac{1}{\sum_{i=1}^{n} e^{x_i' \beta}}. \] (2.5)

The partial likelihood and the Breslow estimator are induced by the total log-likelihood given by

\[ l(\hat{\beta}, h_0) = \sum_{i=1}^{n} -e^{x_i' \hat{\beta}} H_0(t_i) + \delta_i \left( \log \left( h_0(t_i) \right) + x_i' \hat{\beta} \right), \] (2.6)

with

\[ H_0(t_i) = \sum_{t_k \leq t_i} h_0(t_k). \] (2.7)

The inference of the optimal regression coefficients is then computed by maximizing the total log-likelihood. Moreover, with the definition of the \( \beta \) vector and \( h_0(t) \), the patients’ hazard relative risk can be computed according to the Eq. (2.3).

### 2.2 Networks Properties

The presented method strongly focuses on the analysis of a big and complex network. For that reason, it is important to explore the main network properties to understand the relevance of the elements involved and the network topology.

Graphs have been studied since the early 18th century with the discussion of the Seven Bridges of Königsberg problem, by Leonhard Euler. This problem schema is presented in Figure 2.3, being \( B \) and \( C \) both sides of the Pregel River and \( A \) and \( D \) two large islands (Kneiphof and Lomse). All of them were connected by 7 bridges \( a, b, c, d, e, f \) and \( g \) and the challenge was to visit all the city passing all the bridges once and only once. Leonhard Euler concluded that it was not possible to achieve a solution to the problem and developed nomenclature to deal with similar problems. His work greatly contributed to this huge research area used in many different fields of knowledge called graph theory [27].

The schema depicted in Figure 2.3 (a) can be represented through a graph, Figure 2.3 (b). The presented representation is the common framework having \( G := (V, E) \), with \( V \) denoting the set of nodes, in this case, parts of Königsberd city, and \( E \) the weighted interaction between them, the bridges. This
structure is used in many fields of knowledge as, for instance, computer science to represent integrated systems, sociology to present and study how individuals relate to each other and biology to represent how proteins or genes are related. Over the years, there’s been a tendency to distinguish between the usage of the graph structure to detail the mathematical object representing the topology of systems and describe physical and biological systems. The latter is the one of interest for the problem faced, being commonly called network. When dealing with networks, due to the amount of information to store in a single network, it often leads to huge networks impossible to analyse without clear metrics. One of the most important metrics for this type of networks is the “connectivity distribution, estimated by counting the frequency $P(\lambda)$ of nodes of degree $k$” [29]. As the connectivity distribution stands for analysing the full network, there are also metrics to analyse the importance of each node in the network, in particular, the centrality measures. The ones considered are closeness centrality, betweenness centrality and degree centrality.

A very interesting work was presented by Travers and Milgram in 1977 [30], verifying that the average number of links to connect any two people in the United States was 6. However, only later, in 1998 this concept was defined by Watts and Strogatz naming this type of graph as small-world network [31]. This types of networks are frequent in systems developed by the human such as the world’s banking system [32] or the links between pages in the Wikipedia [33]. All these systems are characterised by the fact that it is possible to connect any two nodes with a relatively low number of connections given the network size.

Another attractive property that usually is associated with this type of networks, in real-world graphs, is the scale-free topology, which means the connectivity distribution follows the power law function [34]. This means the probability $P(k)$ that a vertex in the network interacts with $k$ other vertices decays as a power-law, as presented in

$$P(k) \sim k^{-\gamma},$$  \hspace{1cm} (2.8)
To understand this concept of scale-free topology in small-world networks, the Google and Apple patents creation network, presented in Figure 2.4. In these networks each node corresponds to a person, and the higher the number of patents associated with that person, the bigger the node is. There are connections between nodes and those correspond to cooperation between persons in the network for patent creation. On the right, the Apple network is presented, and it can be seen that it focus on some few persons that have a substantial impact concerning discoveries for the company. The shape of the Apple network is the typical form of a scale-free topology. On the left, it is presented the Google network that has a different topology, having many nodes that have a small/medium contribution in term of patents creation. It is interesting to verify that just by looking at this image, it is clear that the company strategy is very different.

![Figure 2.4: Google and Apple patents network (source [35]).](image)

This type of scenarios indicates that large networks self-organise into a scale-free state, resulting in only a few nodes in the network, called hubs, that have a high number of connections (high degree value) and many with few connections (low degree value). The hubs usually are very powerful because of their influence on the network. Taking Figure 2.4 as an example, in the Apple network, elements like Steve Jobs (the green node on the right), had a substantial impact, whether it is positive or negative.

Surprisingly, this goes beyond sociology relations and structures created by the human being. Other complex networks such as genetic, protein and metabolic networks have been analysed and showed the same properties, meaning it is essential to consider them while dealing with biological networks.

### 2.2.1 Degree Centrality

Focusing on the connections between two nodes in a graph, there can be two different types of graphs: weighted and unweighted. The former corresponds to the cases that each edge in the graph can have a different value based on some variable, for instance, cost or distance. The latter corresponds to a Boolean...
merely stating if the two nodes are connected or not in the network. A graph can also be classified as a
direct graph if directions are associated with the edges, having $s_{ij} \neq s_{ji}$. On the scope of this project,
however, the network that will be considered is undirected, meaning $s_{ij} = s_{ji}$. For that reason, the
concepts that will be presented are focused on undirected networks.

When dealing with unweighted networks, the degree of a node $d_i$ is the number of nodes adjacent to it. The degree formula is therefore given by

$$d_i = \sum_{j=1}^{P} a_{ij},$$

(2.9)

with $P$ equal to the total number of nodes, $a_{ij} = 1$ if node $i$ and $j$ are connected and $a_{ij} = 0$ otherwise. Note that the node degree was defined in the early days of graph theory. However, the usage of the degree as centrality measure was only presented in 1974 [36].

In order to work with weighted networks, extensions of the Eq. (2.9) have been proposed. The weighted degree formula is defined as

$$D_i = \sum_{j=1}^{P} s_{ij},$$

(2.10)

where $s_{ij}$ corresponds to the normalised weight of the edge [37].

For both presented metrics, the nodes with high degree value are called the hubs and may be in the path between many other nodes with lower degree value. In scale-free typologies there usually are only a few nodes of this type, being the ones responsible for keeping the longest path of all the shortest paths in a network (diameter) low. An illustration of the degree metric is presented in Figure 2.5 (a), with the nodes diameter directly proportional to their degree value.

2.2.2 Betweenness Centrality

The betweenness is a centrality measure, defined by Freeman in 1977, that is based on the shortest paths between nodes [38]. Considering the node $y_i$, the betweenness is the frequency of the presence of the node $y_i$ in the shortest paths between every two vertices ($y_j, y_k$) in the network, with $i \neq j \neq k$. The betweenness centrality $B_i$ is, therefore, given by

$$B_i = \sum_{j=1}^{P} \sum_{k=j+1}^{P} \frac{g_{jk}(y_i)}{g_{jk}},$$

(2.11)

with $g_{jk}$ equal to the number of shortest paths between node $y_j$ and $y_k$, and $g_{jk}(y_i)$ as the number of shortest paths between $y_j$ and $y_i$ with node $y_i$ present.

This metric is significant because it gives the idea of the “flow” through the vertices in the network. Although the degree might seem a better indicator of node importance in the network (the more connections, the greater the influence in the network), the betweenness will probably still give high values to the high degrees nodes (hubs). Moreover, it will also give high values to nodes with a low degree that make the bridge between two big groups in the network as presented in Figure 2.5(b). Investigations have
been developed to study the relation between centrality metrics. This investigations have shown a strong relationship between the degree and betweenness centrality [39]. Exploring this relation on biological networks can lead to significant insights given the characteristics of both metrics.

2.2.3 Closeness Centrality

For a specific node \( y_i \), the closeness centrality value corresponds to the inverse of the sum of shortest paths to every node \( y_j \) in the network with \( i \neq j \) [40, 41]. It is given by

\[
C_i^{-1} = \sum_{j \neq i} g_{ij},
\]

having \( g_{ij} \) as the distance of the shortest path between node \( y_i \) and \( y_j \).

Considering the presented metric, it is expected that nodes in the middle of the network have smaller closeness centrality values. However, this might not be directly related to the node importance in the network. Another important fact to take into account is that this metric can only be used in the case of a connected graph, meaning that from any node \( y_i \) it is possible to reach any other \( y_j \) with \( i \neq j \). If there is no path between any two nodes, that means that all the nodes have at least one node they cannot reach. That scenario results in a situation where \( s_{ji} = s_{ij} = \infty \), meaning the centrality is going to be zero to all nodes.

![Figure 2.5: Degree, betweenness and closeness centrality measures (source [8]).](image)

2.3 Regularization Methods

For situations where the number of variables is smaller than the number of individuals \( (p < n) \), like the one analysed in the example, the Cox model has a reasonably good performance. However, when this is not the case \( (p \gg n) \) it might lead to a degenerate behaviour (the larger the difference between \( p \) and \( n \) the worse): most of the regression coefficients tend to \( +\infty \), and multiple possible solutions appear. Having this type of situation may lead to severe complications when dealing with new observations to classify, being a well known computational problem.

Some regularisation methods have been presented over the years to constrain the solution space
further. Many of them appeared as a way to get a clear solution considering common regression types, for instance, linear [5], having later adjusts to deal with Cox Model [14]. However, given the importance of extracting significant insights from life-tables, regularisation techniques were developed for the Cox Model such as the Net-Cox and DegreeCox [7, 8].

The total log-likelihood, presented in Eq. (2.6) at page 10, is penalised according to

\[
l(\beta, h_0) = \sum_{i=1}^{p} \left( -e^{x_i'\beta} H_0(t_i) + \delta (\log (h_0(t_i)) + x_i'\beta) \right) - \lambda P(\beta),
\]

with \(\lambda\) as the variable that controls how much the solution space is constrained and \(P(\beta)\) as the penalisation function according to the regression coefficients, \(\beta\). Depending on the regularisation technique used, \(P(\beta)\) will be estimated in different ways. Their penalisation formula \((P(\beta))\) will be presented in the following pages.

### 2.3.1 LASSO, Ridge and Elastic Net Regressions

To solve this unwanted, for scenarios with \(p \gg n\), Tibshirani has proposed the usage of the \(L_1\) norm penalty in the Cox Model to constrain the solution space [14].

LASSO is widely used because it imposes sparsity in the solutions (many coefficients equal to zero), getting well-defined solutions while making feature selection. Just like LASSO, many other penalties methods have been proposed, such as Fused LASSO and Ridge regression [12, 42]. The Ridge regression considers the \(L_2\) penalty instead of the \(L_1\), which leads to unclear solutions, where differ from zero. Nevertheless, it is still a strong penalisation technique as it handles correlated coefficients better. If two coefficients are strongly correlated the Ridge regression will give equal weight to both while LASSO would probably choose only one of them as non-zero.

Regarding the \(L_1\) norm penalty in LASSO, it constrains the residual sum of squares subject to the sum of the absolute value of the coefficients being less than a constant, being defined as

\[
P(\beta) = \sum_{i=1}^{p} |\beta_i|.
\]

On the other hand, the Ridge regression constrains the sum of the squared coefficients, having

\[
P(\beta) = \sum_{i=1}^{p} \beta_i^2.
\]

Both penalties had their strengths and weaknesses and based on that, the elastic net method was created, combining the strengths of the two approaches. In this case, LASSO and Ridge regression formulas are joint in a single one having \(\alpha\) as a controller between \(L_1\) and \(L_2\) penalties, given a fixed \(\lambda\), given by

\[
\lambda P_\alpha(\beta) = \lambda \left( \alpha \sum_{i=1}^{p} |\beta_i| + \frac{1}{2} (1 - \alpha) \sum_{i=1}^{p} \beta_i^2 \right).
\]

With \(\alpha = 0\), the constraint applied is like the Ridge regression, and with \(\alpha = 1\), the constraint is
equal to LASSO. The ability to balance sparsity and correlation between variables makes the elastic net a much more flexible method for different types of problems/datasets. For instance, by choosing $\alpha$ values very close to 1, for instance 0.95, the solution is going to be very sparse. However, it still keeps regression coefficients different than zero for variables that are strongly related and significant, given the considered problem.

In Fig 2.6 a geometric perspective is presented to understand the differences and similarities between the three regularizers better. The red curves represent the objective function to minimise $f(\beta)$, in this case, the mean squared error (MSE). The red dot in the middle of the curves corresponds to the non-penalised solution. However, this is not the wanted solution for the case $p \gg n$ there is no restriction on the $\beta$ values leading to multiple possible solutions. Therefore another objective function is added depending on the regularizer applied, $g(\beta)$. The objective is to find the minimum of the sum of this two objectives, which corresponds to the intersection between the curves.

For the sake of the example, only the features $\beta_1$ and $\beta_2$ are being considered, having the LASSO with $g(\beta) = \lambda(|\beta_1| + |\beta_2|)$ and Ridge regression with $g(\beta) = \lambda(\beta_1^2 + \beta_2^2)$. Now looking at the curves, it is clear to see that the LASSO nearly always implies selecting only one of the coefficients into consideration, in this case, the $\beta_1$. On the other hand, when only considering the $L_2$ penalty, both $\beta_1$ and $\beta_2$ regression coefficients will have a value assigned even though it is clear that the parameter $\beta_1$ is much more significant. Considering the Elastic-net curves, the following scenarios can occur:
• if $\alpha$ is close to 1 the curves are going to be sharper just like in LASSO, only probably selecting $\beta_1$;

• if $\alpha$ is close to 0 the curves will approximate the Ridge curve, most likely having $\beta_1$ and $\beta_2$ regression coefficients with non-zero values.

Having the penalisation function defined as Eq. (2.16), when considering the elastic-net regularization, the log-likelihood is therefore given by

$$l_{L_1L_2} (\beta, h_0) = \sum_{i=1}^{n} \left( -e^{X_i' \beta} H_0 (t_i) + \delta (\log (h_0 (t_i)) + X_i' \beta) \right) - \frac{1}{2} \frac{\lambda}{\alpha} (\alpha |\beta|_1 + (1 - \alpha) |\beta|_2^2).$$

(2.17)

### 2.3.2 Net-Cox Regression

In 2013, another interesting idea was proposed based on the fact that many relation networks were being constructed based on previous studies and discoveries. Zhang et al. believed that network-based computational models were “attracting increasing attention in studying cancer genomics because molecular networks provide valuable information on the functional organizations of molecules cells” [7]. Based on that and given that gene expression was being considered, gene relation networks can be used:

• gene co-expression network – based on the given data;

• gene functional linkage – features a large variety of biologically informative perspectives.

Based on those networks, a network constraint to the Cox model was developed, considering both $L_2$ norm and graph-based constraint. Given a normalised graph weight matrix $S$, it is assumed that related genes should be assigned similar coefficients by respecting the cost term

$$\Psi (\beta) = \frac{1}{2} \sum_{i,j=1}^{p} S_{ij} (\beta_i - \beta_j)^2 = \beta' (I - S) \beta = \beta' L \beta.$$

(2.18)

This consideration encourages smoothness among the regression coefficients in the network, having, for any pair of genes connected by an edge, a cost proportional to both the difference in the network and the edge weight.

In regard to Figure 2.7, consider the regression coefficients $\beta_a$ and $\beta_b$ value difference was very high as well as the value $S_{ab}$. This scenario would result in a very high penalisation for both coefficients, meaning that the objective function encourages similar coefficient values to genes connected by edges with greater weight. Aiming for regularising the uncertainty of the network an additional $L_2$ norm constraint is added to $\Psi (\beta)$. With $\alpha$ as the parameter adjusting between the $L_2$ norm and the "Lagrangian-norm" constraints, the penalisation function can be rewritten as

$$\lambda P_\alpha (\beta) = \lambda ( (1 - \alpha) \beta' L \beta + \alpha |\beta|^2) = \frac{1}{2} \lambda \beta' ((1 - \alpha) L + \alpha I) \beta.$$

(2.19)

Considering the penalization function given by Eq. (2.19), the total log-likelihood is presented as
\[ l_{Net\text{Cox}}(\beta, h_0) = \sum_{i=1}^{n} \left( -e^{X_i'\beta} H_0(t_i) + \delta (\log (h_0(t_i)) + X_i'\beta) \right) - \frac{1}{2} \lambda \beta' (1 - \alpha) L + \alpha I \beta. \] (2.20)

### 2.3.3 DegreeCox Regression

In the sequence of the work presented by Zhang et al., Veríssimo et al. proposed the DegreeCox[8]. This method considers the same networks as the Net-Cox, yet, the penalisation on the regression coefficients is based on a centrality measure. More precisely, it considers the degree centrality measure for each regression coefficients in the obtained networks. This constraint is given by

\[ \Upsilon(\beta) = \sum_{i=1}^{p} \beta_i^2 d_{ii} = \beta' D \beta, \] (2.21)

where \( D \) is a diagonal matrix with \( D_{ii}^{-1} = \sum_{j=1}^{p} S_{ij}, \) i.e., the inverse of the vertex weighted degree.

That means the regression coefficients will be further penalised if they are associated with low degree values. This penalisation method was built on the assumption that nodes with high degree level will have a strong influence in the network, being, therefore, less penalised. For instance, in Figure 2.7, given the number of connections of the regression coefficient \( \beta_e \), the penalisation would be much less than the one applied on \( \beta_a \), being presumed for the gene expression associated to \( \beta_e \) to be considered in the final model. By adding the DegreeCox constraint to the Cox model, the full likelihood is given by

\[ l_{Degree\text{Cox}}(\beta, h_0) = \sum_{i=1}^{n} \left( -e^{X_i'\beta} H_0(t_i) + \delta (\log (h_0(t_i)) + X_i'\beta) \right) - \frac{1}{2} \lambda \beta' D \beta. \] (2.22)

![Diagram](image_url)

**Figure 2.7:** Net-Cox and DegreeCox network regularizers (adapted from [8]).

### 2.4 STRING Dataset, TCGA and BioMart

Based on the evolution of the regression methods over time to deal with datasets with the dimensionality concern, it is clear that the use of networks information is very relevant in this field. Dealing with gene expression dataset involves dealing numbers of features with four orders of magnitude and, if lucky, with little more than a thousand individuals. Therefore, having information regarding biological behaviours
and relationships between entities at a molecule level can be a significant help in the process. There have been many developments in the field to enrich these types of databases over the years; data that is frequently stored in a graph format. Many datasets are available online for the bioinformatics to use and take insights. These datasets use the graph format to translate relations between entities, for instance, proteins or genes.

Genes are distinct sequences of nucleotides that form part of a chromosome and corresponds to the basic unit of heredity. All living things depend on genes as they specify all proteins and functional RNA chains through the interaction between molecular regulators and other substances in the cell. DNA, RNA, proteins and complexes of these are examples of regulators. The interaction between them is responsible for conducting the genes' expression levels.

Proteins are large, complex molecules that play many critical roles in the body. They also determine how the organism looks, how well the body metabolises food or fights infection and sometimes even how it behaves.

Gene expression is the process by which information from a gene is used in the synthesis of a functional gene product. Over the years, measurements techniques have been developed and improved by scientists since it is a significant matter for life sciences. One of these techniques considers protein degradation, giving emphasis to the relation between gene expression and protein activity [43–45].

The journey from gene to protein is controlled within each cell and consists of two significant steps – transcription and translation. The proteins synthesis process is presented in Figure 2.8. It starts with genetic transcription, resulting in a mRNA. After that, the maturation of the mRNA is performed, and finally, protein synthesis is achieved through translation of the mature mRNA.

Each protein-coding gene is responsible for creating proteins needed for the good function of the organism, uncovering a strong relationship between them. Having established the bridge between genes,
proteins and gene expression, a network of protein-protein interaction will be used to constrain the solution space further.

The used database was extracted from the STRING, a well-documented and updated collection of data, featuring known and predicted protein-protein interactions for many different organisms [9]. The interactions include direct (physical) and indirect (functional) associations, stemmed from computational prediction, from knowledge transfer between organisms, and from interactions aggregated from other (primary) databases. Interactions in STRING are derived from five primary sources:

- Genomic context predictions
- High-throughput lab experiments
- (Conserved) co-expression
- Automated textmining
- Previous knowledge in databases

The dataset considered for training and test the proposed method is extracted from the The Cancer Genome Atlas (TCGA). The TCGA is a collaboration between the National Cancer Institute and National Human Genome Research Institute, that has generated comprehensive, multi-dimensional maps of the key genomic changes in 33 types of cancer so far. Their datasets comprise 2.5 petabytes of data describing tumor tissue and matched normal tissues from more than 11,000 patients [2]. Their datasets are available to everyone and have been widely used by the research community [8, 47].

The studied dataset concerns survival data of cancer patients, having death as the event of interest and gene expression values as features. These features values are obtained through a process that involves measurement of the gene expression from several cells from a sample of a specific tissue. The values of each gene expression correspond to the average value given all the analysed cells. Those values are achieved through one of the following techniques: Fragments per kilobase (FPKM), Reads per kilobase (RPKM) or Transcripts per million (TPM) [48]. The process involved in each technique will not be specified.

Figure 2.9 corresponds to an example given by the STRING development team, presenting the proteins associated with the 20 most frequently mutated human cancer genes. Each node corresponds to a specific protein, and each line connecting two nodes indicates a channel through those nodes are connected.

Each protein-protein connection is weighted based on seven different channels presented in Table 2.3. The table holds a brief description of how channels’ values are obtained/calculated and a different colour is assigned according to the channel type: purple for known interactions, yellow for predicted interactions and green for other. Besides these channels, STRING provides the combined score for each protein-protein connection [50]. This score is often higher than the individual sub-scores, expressing increased confidence when several types of evidence support an association.

The STRING database is widely used, covering an extensive range of organisms and proteins. Currently comprises more than two thousand organisms, including the Homo sapiens, and nearly ten million proteins. This dataset has been used to support the hypothesis that highly connected proteins have a
stable steady-state distribution of gene expression [51]. It has also been used for searching candidate genes involved in the immune response to gluten [52].

<table>
<thead>
<tr>
<th>Channel</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Curated Databases</strong></td>
<td>Asserted by a human expert curator - pathway databases.</td>
</tr>
<tr>
<td><strong>Experimentally Determined</strong></td>
<td>Comes from experiments in the lab - primary interaction databases organised in the IMEx consortium, plus BioGRID</td>
</tr>
<tr>
<td><strong>Gene Co-occurrence</strong></td>
<td>Considers the phylogenetic distribution of orthologs of all proteins in a given organism. If two proteins show high similarity in this distribution, then an association score is assigned.</td>
</tr>
<tr>
<td><strong>Gene Neighbourhood</strong></td>
<td>Genes are given an association score where they are consistently observed in each other’s genome neighbourhood.</td>
</tr>
<tr>
<td><strong>Gene Fusions</strong></td>
<td>Given an association score when there is at least one organism where their respective orthologs have fused into a single, protein-coding gene.</td>
</tr>
<tr>
<td><strong>Textmining</strong></td>
<td>Based on mentions of protein names in all PubMed abstracts</td>
</tr>
<tr>
<td><strong>Co-expression</strong></td>
<td>Based on gene expression data originating from a variety of expression experiments. Pairs of proteins have a higher score if consistently similar in their expression patterns under a variety of conditions.</td>
</tr>
</tbody>
</table>

Table 2.3: Protein-protein interaction features (source [9]).

The usage of this type of information has proven to be reliable, leading to relevant insights. With time the available information will grow in quantity and quality resulting in a better and richer database. However, the information presented so far focus on proteins and the problem in study concerns gene expression. Therefore, the link between genes and proteins needs to be established.

Given the strong relation between proteins synthesis and genes, many studies focusing on this relation
were developed and published for academic and medical purposes. Base on those type of relations between biological entities, the *BiomaRt* package have been developed, allowing the “access to large amounts of data in a uniform way” [53, 54]. The presented package collects and relates the information stored in rich public datasets, for instance, the Ensembl [55], allowing the mapping between structures at the cell level. As explained, the relations between those type of structures are very complex, and discoveries occur daily. For this reason, the BiomaRt functions are crucial for bioinformatics to establish the relationship between proteins and genes. Furthermore, just like the STRING case, as the years go by, the richer the databases get, leading the *BiomaRt* package to comprise more and better connections.
Chapter 3

Proposed Methodology

In this chapter, the explanation of the path taken to achieve the method in study is exposed. In order
to do this, first, the pre-process and analysis of the STRING network had to be performed. Based on
these network properties, a penalty factor has been considered giving preference to some specific genes
comprised in the dataset used for train and validation.

3.1 Computational Model

As previously presented, many works have been developed to deal with the curse of dimensionality
problem in gene datasets. Some of those works, considering networks information to further and “better”
constrain the solution space. Firmly based on the work exposed by Veríssimo et al. [8], the proposed
method also considers centrality measures as a penalty factor. However, the network in analysis focuses

The idea behind the method under study is to use the $L_1$ and $L_2$ norms penalisation as the Elastic-Net
method, yet, with an extra penalty factor $v_i$, described on

$$
\lambda \sum_{i=1}^{P} v_i \alpha (\beta_i) = \lambda \sum_{i=1}^{P} v_i \left( (1 - \alpha) \frac{1}{2} \beta_i^2 + \alpha |\beta_i| \right).
$$

3.1.1 Computational Model

The usage of the glmnet package [56] allows the implementation of this model, having a penalty factor
defined by the information provided by the STRING dataset.

With that in mind, the objective is to find the best properties in the network that reflect each node
importance and use it to control the level of penalisation of the regression coefficients. As demonstrated
in Section 2.4, the STRING dataset comprises a robust network regarding protein-protein interactions
as it considers different connection channels. Moreover, for each connection, it is also given an overall
score named “combined score”. With all the edges information, a biological network can be defined as
the adjacency matrix $A$, given by
\[ A = \begin{pmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ a_{21} & a_{22} & \cdots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \cdots & a_{nn} \end{pmatrix}, \tag{3.2} \]

with \( a_{ij} \) equal to the “combined score” between protein \( i \) and protein \( j \) when considering a weighted network.

It can also be studied the unweighted scenario, where \( a_{ij} \) is given by

\[ a_{ij} = \begin{cases} 1, & \text{if } i \neq j \text{ and } \text{combined}\_\text{score}_{ij} > \theta \ (i,j \in \{1, 2, \ldots, n\}) \\ 0, & \text{otherwise} \end{cases}, \tag{3.3} \]

where \( \theta \) is equal to the threshold applied to the “combined score”. This defines whether two proteins are considered connected \( (a_{ij} = 1) \) or not \( (a_{ij} = 0) \). Having the matrix \( A \) defined, the biological network can be seen as a graph \( G := (V,E) \), with \( V \) denoting the set of proteins and \( E \) the weighted interaction between them.

With the presented graph, centrality measures will be used to deduce the importance of each protein in the network because they reflect important characteristics of the nodes, given the network under analysis. The metrics in study are the ones already presented in the Section 2.3: degree, betweenness and closeness.

The described process is presented in Figure 3.1. In addition to the centrality metrics calculation, the relation between them is going to be explored. A greater focus is given to the betweenness centrality metrics because it has a strong relation with degree centrality, already validated by Verássimo et al. [8], and covers nodes that control the network flow. For that reason, an explanation of the used algorithm to obtain the betweenness centrality vector is presented in Section 3.2. Note that for each of the presented networks, the three centrality metrics are considered, having a total of six possible protein vectors to study.

The presented network analysis is accomplished to find the best measures to have an accurate definition of the most relevant nodes in the overall system. For that reason, as the results are obtained, some of the considered metrics will be rejected, as illustrated in Figure 3.1.

The relevant metrics are going to follow the presented process to reach the final regression coefficients values. The first step to apply over the obtained protein vectors is the protein-gene mapping. With the accomplishment of this process, exposed in Section 3.3, the vector comprises gene information just as the features vector of the considered train/test data. The penalty factor is then computed considering each of the metrics applying the penalty formula presented with detail in the Section 3.4. Finally, the regression coefficients are obtained according to the process presented in Section 3.5.

The centrality metrics selection process, the penalty factor computation and gene-protein mapping results are presented in the Chapter 4. Then, the regressions coefficients are going to be calculated considering the different penalty factor vectors and parameters. The followed process is presented in the
Section 3.5 and the respective execution and results analysis is exposed in the Chapter 5.

### 3.2 Centrality Metrics Complexity

Working with biological networks means dealing with a massive amount of information as well as with complex structures. In a protein or gene networks, the number of nodes easily exceeds the thousands and edges can reach the millions. For that reason, it is essential to understand the complexity of the methods not only regarding memory but also time.

The degree metric is a significant metric to consider in networks’ analysis and is not difficult to compute. For either weighted and unweighted cases, it consists in going to each node and sum all the edges weights associated with it. Therefore, it is required $O(n + m)$ time and $O(n)$ space to obtain this metric values, with $n$ as the number of vertices in the network and $m$ equal to the number of edges between vertices. All the considered centrality metrics were calculated with the usage of the `igraph` package [57].

The calculation of the betweenness centrality is not as simple as the degree one. However, given the fact that it can bring significant insights when associated with other metrics, it is worth tackle the problem. The computation of this metric is associated with a big complexity cost given the involvement
of shortest path calculation. The first algorithm used to calculate this metric required $\Theta(n^3)$ time and $\Theta(n^2)$ space. The high level of resources needed for this metric computation used to be a big limitation when the size of the network was too big, not only because of the space but also the time needed. However, Brandes presented the Algorithm 1 reducing the required resources to $O(n + m)$ in terms of space and $O(nm)$ in terms of time [58].

Algorithm 1: Betweenness centrality in unweighted graphs (source [58]).

```plaintext
1 $C_B[v] \leftarrow v \in V$;
2 for $T$ in TList do
3     $S \leftarrow$ emptystack;
4     $P[w] \leftarrow$ empty list, $w \in V$;
5     $\sigma[t] \leftarrow 0$, $t \in V$; $\sigma[s] \leftarrow 1$;
6     $d[t] \leftarrow -1$, $t \in V$; $d[s] \leftarrow 0$;
7     $Q \leftarrow$ empty queue;
8     enqueue $s \rightarrow Q$;
9     while $Q$ not empty do
10        dequeue $v \rightarrow Q$;
11        push $v \rightarrow S$;
12        foreach neighbor $w$ of $v$ do
13            // $w$ found for first time?
14            if $d[w] < 0$ then
15                enqueue $w \rightarrow Q$;
16                $d[w] \leftarrow d[v] + 1$;
17            // shortest path $twvia v$?
18            if $d[w] = d[v] + 1$ then
19                $\sigma[w] \leftarrow \sigma[w] + \sigma[v]$;
20                append $v \rightarrow P[w]$;
21        $\delta[v] \leftarrow 0$, $v \in V$;
22        // $S$ returns vertices in order of non-increasing distance from $s$
23        while $S$ not empty do
24            pop $w \leftarrow S$;
25            for $v \in P[w]$ do $\delta[v] \leftarrow \delta[v] + \frac{\sigma[v]}{\sigma[w]} \cdot (1 + \delta[w])$;
26            if $w \neq s$ then $C_B[w] \leftarrow C_B[w] + \delta[w]$;
```

The last studied metric is the closeness centrality that also considers the calculation of shortest paths since it reflects the proximity of the considered node to all other nodes in the network. This fact, by itself, turns the computation of this metric into a complex problem. Nevertheless, the complexity of the problem is the same as the betweenness complexity since both consider the calculation of the shortest paths between every pair of vertices in the network. The best algorithm to calculate all the shortest paths between all the nodes in an unweighted with positive integer weights network was presented by Thorup having also a time complexity of $O(nm)$.

Note that these algorithms might still not be enough for bigger problems, being necessary methods that estimate this metrics values instead of calculating them precisely. However, given the dimension of the problem and the available computation resources, these algorithms are enough to get results in a reasonable interval of time.
3.3 Protein-Gene Mapping

After the pre-process and study over the STRING data, the bridge between proteins and genes needs to be crossed since the considered survival datasets focus on genes’ expression values and not on proteins. Therefore, the respective mapping will be performed, allowing the penalisation of the regression coefficients involved in the Cox regression, considering Eq. (3.1).

The BioMart package provides a powerful link between biological databases and microarray data analysis, by bridging proteins and genes information [53, 54]. Unfortunately, some proteins and genes are not fully documented yet, leading to some mismatch between these two entities. As a result, some of the proteins will not have a gene associated, resulting in some of the information obtained about the proteins being ignored.

Moreover, the relationship between proteins and genes is not a one-to-one connection. It is possible to have more than one protein produced by the same gene. Even though there are only a few genes that show this situation, to solve this problem, the genes with more than one protein associated would have the sum of the considered centrality measure values associated to those proteins. The presented solution is adequate because a gene that has more than a protein associated should indeed be considered more relevant.

That mapping between genes and proteins was performed only after the centrality metrics were obtained for each of the proteins. The lack of information regarding the mapping and the need to join information from more than one protein in a single gene would result in a different network if the mapping was applied before these metrics computation. That’s why the methodology presented in Figure 3.1 considers always a proteins network and then a proteins network for the validation of considered metrics. Following the inverse order would likely result in an unconnected network that actively harms the centrality metrics computation.

3.4 Penalty Factor

After this pre-processing, it is now feasible to directly work over survival data focused on gene expression. The vector with the “centrality measures” for each gene, will be referred as the gene importance, \( w \), and the objective is to transform this vector to favour the genes with greater importance value. Looking at Eq. (3.1), it can be concluded that, considering a specific gene, the higher the importance, the lower the penalty factor should be. The desired effect can be achieved through the computation of the inverse obtained gene importance. However, this could result in very different ranges of values depending on the used centrality metric.

The higher penalty factor associated with a specific gene, the less likely the respective regression coefficient is going to be considered. For that reason, the higher the centrality metric, the lower the respective penalty factor should be. To have this effect, the penalty factor is given by

\[
v_i = \frac{1}{w_i},
\]  

(3.4)
with \( w'_i \) as the re-scaled centrality metric for the gene \( i \).

The standard procedure would consist in the min-max normalisation of the considered centrality vector, having the respective value between 0 and 1. However, this is not possible given the consideration of the inverse of \( w'_i \). For this reason, the re-scaling process applied over the centrality metric value is given by

\[
   w'_i = \frac{w - \min(w)}{\max(w) - \min(w)} + \mu,
\]

with \( \mu \) as the parameter that controls the \( v_i \) max value \((\frac{1}{\mu})\). This re-scale process results a \( w \) between with values between \( \mu \) e \( 1 + \mu \).

Note that the parameter \( \mu \) has a significant impact on the distribution of the penalty vector, being an important parameter to consider on the regression models.

The penalty factor formula has also a impact in Figure 3.1 pipeline definition. The process involve first the protein-gene mapping and only then the penalty factor calculation because of the cases where the more than one protein have more than one gene associated. If these cases were not present, the order of these two operations would be irrelevant.

### 3.5 Regression Coefficients Computation

As stated, the regression coefficients for the Cox PH Model are obtained according to the Eq.(3.1), being considered different penalty vectors. Within the same centrality metric, it has been shown that the variable \( \mu \) has a great impact on the penalty vector distribution. This phenom had to be considered in the analysis, being one of the challenges the selection of the best \( \mu \) value for each of the metrics.

Like the \( \mu \) value, the \( \alpha \) has also a determinant rule in the outcome solution since it has a significant control over the number of regressions considered in the solution. Another important variable that also has a great impact on the results is the train/test, being interesting to verify if a good model is obtained even with few data of if the model is able to avoid overfit when more training data is give.

All these considerations had to be considered in this step, in order to get the best models within each of the centrality metric models. To validate and support the discussion of the proposed method, the Elastic Net will be considered and tested considering the same conditions of the proposed model.
Chapter 4

Network Properties of STRING

The objective of this chapter is to extract relevant insights out of documented protein datasets and use it as the further constraint on the solution space. The STRING dataset was selected to study the proteins relation, being a central “pillar” of this thesis project. Therefore, the STRING network will be analysed in detail, being presented the respective centrality metrics distributions along with other relevant properties.

In that analysis, six different metrics will be studied, having been selected three of them to consider for the final models. However, the resulting properties are assigned to proteins, being necessary the mapping between proteins and genes have. The effects of this mapping process are presented as well as the penalty factor computation. More than one penalty factor distribution will be considered so it can be determined the best one to apply on real data. This analysis is then performed on the Chapter 5.

Note that the discussion over this chapter will focus on the shape of the distributions considering the different centrality metrics. This is the case because a re-scaling factor is applied before calculating the penalty factor due to the significant differences between these metrics range of values.

4.1 Centrality Measures

The file used from the STRING database was 9606.protein.links.detailed.v10.5.txt.gz, considering only *Homo sapiens* protein-protein interactions [9]. This file contains the values of each channel regarding a connection between any two nodes $y_i$ and $y_j$ with a combined score greater or equal to 150. As previously justified, regarding each connection, all the channels values were ignored except the combined score. The resulting network has 5676527 relations between different proteins (edges) that have an average combined score value equal to 277.6 and never exceeds 999. The total number of proteins considered was 19576, having an average weighted degree of $\langle D \rangle = \sum_{i=1}^{P} \frac{D_i}{P} = 161037$ and unweighted degree of $\langle d \rangle = \sum_{i=1}^{P} \frac{d_i}{P} = 580.007$. It is important to point out that the maximum degree values for the weighted and unweighted network are 2423043 and 7873, which is very high when compared with the mean value.

In Figure 4.1 it is presented the considered network with the proteins as the orange circles that have different diameter depending on their unweighted degree value. The edges are presented as grey lines,
yet, given the network dimension, it can only be concluded that there are many connections in the network. That along with the relatively high value of mean unweighted degree values point out the relatively high density of the network.

Another interesting property of this network is that it is not connected, having a strong impact on the calculation of closeness and betweenness. Nevertheless, the graph is composed of only two subgraphs, and one of those has only two nodes. Those nodes were removed because they would have very low values regarding any metric considered (great penalisation) and would greatly affect the closeness and betweenness values. After that pre-processing step, the average shortest path separating any two nodes in the network shows the value $\langle l \rangle = 2.203$ (shortest path length from a node to itself is always zero), which is very small compared with the network size. The graph density has also been obtain $D' = \frac{2|E|}{|V|(|V-1|)} = 0.0296$, which means that nearly 3% of the possible edges actually exist in the network. The relatively high-density value along with small $\langle l \rangle$ and Figure 4.1 analysis, gives a strong notion that the network in hand respects a small-world topology. Moreover, given the high values of maximum degree, it seems there might be some few nodes that strongly influence the network behaviour.

Figure 4.1: STRING protein-protein network focus on *Homo sapiens*. 
4.1.1 Weighted Network

Weighted networks are used when it is important to consider connections of any kind between two entities with a weight attached to that connection. In this particular case, it is considered how well two proteins relate to each other: the higher the value, the stronger the relation is. Therefore, more than just calculate the number of interaction that a protein has with it’s neighbours, it can be interesting to consider the “amount” of impact it has on it’s surroundings. This can be accomplished by measuring the weighted degree centrality, Eq. (2.10).

Given the STRING information, it was concluded that the only interesting metric to consider would be the degree distribution when using the weighted network. Metrics that comprise shortest path computation in a weighted network are worth considering when dealing with, for instance, distances or time. In the case of relations between entities, this metric is not so relevant. Given that, only on the case of the unweighted network, the three metrics will be considered because it better reflects how entities impact the network.

Degree Centrality

Considering $a_{ij}$ equal to the combined score between node $i$ and $j$, it is possible to obtain the weighted degree distribution as presented in Figure 4.2. The distribution count axis is in log$_{10}$ scale to properly analyse the degree distribution and identify the number of hubs network. There is a detail that needs to be mentioned to understand the obtained graph: the count for each bin in the histogram is equal to the real value plus one. The following procedure was applied because there could not be any bin with zero counts due to the log$_{10}$ scale on the distribution. Therefore, a fictitious node has been inserted for each bin considered just for visualisation purposes, being immediately removed for the following procedures.

![Figure 4.2: Weighted degree distribution in log$_{10}$ scale with $\theta < 150$.](image)

By analysing the weighted degree distribution, it is clear to see that the number of nodes/proteins with high degree values is, as expected, very low. This type of properties is common in scale-free topology which means, the network degree distribution approximately respects the power law $p(k) \sim k^{-\gamma}$, having $p(k)$ as the probability of a node have that $k$ degree value and $\gamma$ as a constant. It is, therefore, an important characteristic to consider on biological networks. Zhang and Horvath even stated that “Most biologists
would be very suspicious of a gene co-expression network that does not satisfy scale-free topology at least approximately” [60].

To test this assumption, the \textit{plfit} function from the \textit{poweRlaw} package [61] has been applied in order to see how well does the degree distribution follows the power-law function. This function estimates the \(x_{\text{min}}\) and \(\gamma\), being \(x_{\text{min}}\) the value from which the distribution approximates the power-law and \(\gamma\) the degree exponent. The respective result is presented in Figure 4.3, having been selected \(x_{\text{min}} = 99953\) with \(\gamma = 2.112975\). In this case, the green line does not seem to properly reflect how well the Cumulative Distribution Function (CDF) varies depending on the degree value. A possible reason for the obtained result could be the presence of different degree value ranges that approximately follow the power law distributions and the algorithm method applied is trying to cover both of them.

![Figure 4.3: CDF plot regarding weighted network degree with \(\theta < 150\). The green line corresponds to the best powerlaw fit.](image)

With that in mind and given the average shortest path between any two nodes, there are significant pieces of evidence that the exposed STRING-based network is considered a small-world network that approximately follows the scale-free topology for nodes with high degree value. However, further analysis of that hypothesis will be presented.

### 4.1.2 Unweighted Network

The other obtained network is the unweighted network, that only considers whether two different proteins are connected or not given the STRING combined score value. The \(a_{ij}\) is defined by Eq. (3.3), however, it will only be considered \(\theta < 150\). The outcome networks on cases with bigger \(\theta\) values would not be connected networks, strongly harming the betweenness and closeness centrality values. This results on rewriting the \(a_{ij}\) formula for unweighted networks as in

\[
a_{ij} = \begin{cases} 
1, & \text{if } i \neq j \text{ and combined\_score}_{ij} \neq 0 \ (i,j \in \{1,2,\ldots,n\}) \\
0, & \text{otherwise}
\end{cases} \quad (4.1)
\]

Considering the unweighted network, the degree, betweenness and closeness measures will be studied as a possible penalty factor.
Degree Centrality

The degree centrality calculation will be applied over this network, considering the Eq. (2.9). The degree distribution is presented in Figure 4.4 (a), being similar to the distribution of the weighted case, Figure 4.2, even though the weighted degree distribution decreases more smoothly.

Figure 4.4: Unweighted degree distribution with log_{10} scale with different $\theta$ values.

Even though it is not considered as a penalty factor candidate, the degree distribution considering $\theta = 350$ has been obtained. Taking a closer look to Figure 4.4 (b), the maximum value of the degree vector is decreasing significantly with the increase of theta increases and the number of occurrences of lower degree values increase. Both graphs have been obtained and presented together to emphasise the scale-free topology presence, being even stronger when ignoring weaker connections.

That fact, along with both plfit resulting graphs, presented on Figure 4.5, corroborate with the network scale-free topology for high degree nodes. The scenario (a) resulted in $x_{m,in} = 2035$ and $\gamma = 4.48$ and the scenario (b) in $x_{m,in} = 317$ and $\gamma = 3.59$. These values mean that the network considering $\theta < 150$, Figure 4.5 (a), involves approximately 1087 nodes that respect the obtain power law function. On the case of $\theta < 150$, Figure 4.5 (b), this number increases to 1454 nodes. Given the presented results, it is clear that the $\theta$ strongly affect the network properties, being probably interesting to explore this relationship further. However, this goes beyond the scope of this project.

Figure 4.5: CDF plots regarding unweighted network degree, having different $\theta$ value. The greenline corresponds to the best powerlaw fit.

To evaluate if it is worth considering both weighted and unweighted degree, Table 4.1 has been...
obtained. This table shows the top 15 proteins concerning weighted and unweighted degree ordered in descending order given the respective metric. In this table, a background colour was given to the protein entry if there is an intersection between both column proteins, meaning 12 out of the 15 presented proteins intersect. The tone of the table entries reflects the value of the weighted degree: the darker the blue, the higher the weighted degree. For that reason, on the left, it presented a perfect gradient among the proteins that intersected proteins. On the right, given the proteins are orders by the unweighted degree, the gradient is not so evident but is approximately kept. The different blue tone backgrounds are, therefore, used to emphasise the similarity between the metrics on the selected hubs.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Weighted Degree</th>
<th>Unweighted Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>ENSP00000351686</td>
<td>ENSP00000351686</td>
</tr>
<tr>
<td>2nd</td>
<td>ENSP00000229239</td>
<td>ENSP00000229239</td>
</tr>
<tr>
<td>3rd</td>
<td>ENSP00000269305</td>
<td>ENSP00000295897</td>
</tr>
<tr>
<td>4th</td>
<td>ENSP00000388107</td>
<td>ENSP00000350941</td>
</tr>
<tr>
<td>5th</td>
<td>ENSP00000295897</td>
<td>ENSP00000390845</td>
</tr>
<tr>
<td>6th</td>
<td>ENSP00000270202</td>
<td>ENSP00000270202</td>
</tr>
<tr>
<td>7th</td>
<td>ENSP00000350941</td>
<td>ENSP00000314196</td>
</tr>
<tr>
<td>8th</td>
<td>ENSP00000350052</td>
<td>ENSP00000269305</td>
</tr>
<tr>
<td>9th</td>
<td>ENSP00000250971</td>
<td>ENSP00000250971</td>
</tr>
<tr>
<td>10th</td>
<td>ENSP00000344818</td>
<td>ENSP00000272298</td>
</tr>
<tr>
<td>11th</td>
<td>ENSP00000309845</td>
<td>ENSP00000263967</td>
</tr>
<tr>
<td>12th</td>
<td>ENSP00000263967</td>
<td>ENSP00000263025</td>
</tr>
<tr>
<td>13th</td>
<td>ENSP00000314196</td>
<td>ENSP00000298910</td>
</tr>
<tr>
<td>14th</td>
<td>ENSP00000298910</td>
<td>ENSP00000349467</td>
</tr>
<tr>
<td>15th</td>
<td>ENSP00000215832</td>
<td>ENSP00000215832</td>
</tr>
</tbody>
</table>

Table 4.1: Top 15 proteins regarding weighted and unweighted degree.

Furthermore, the plot unweighted degree vs weighted degree has been obtained, Figure 4.6, being clear that the relation between both variables is very strong. The two variables have a correlation value of 0.954, meaning that both would result on a very similar contribution from both centrality metrics. For that reason and given the relevance of other metrics considered on the unweighted network, the weighted network will not be considered.

**Betweenness**

The betweenness centrality is a very interesting and robust metric that reflex the amount of “flow” that passes through each node in the network. It has a strong relationship with the degree [39] and covers some specific cases that the degree alone cannot detect. In cases that nodes make the connection between big groups in the network, the degree value might be small. Nevertheless, the betweenness is going to have a high value because those nodes are the bridge between big groups, having a huge “flow” passing through them.

The betweenness distribution is presented in Figure 4.7, being clear that, just like the degree distribution, few nodes have high values of betweenness. These values genuinely stand out, being probably interesting to relate this metric values with the degree distribution and take some conclusions. If the
nodes considered hubs also have high values of betweenness, their influence in the network must be powerful. Therefore, the study between degree and betweenness metrics will be further analysed.

Just like the degree was considered a very relevant centrality metric for the regression coefficients in the Veríssimo et al. work [8], the betweenness will be considered here. This approach was never tested in this conditions, is one of the most exciting results to analyse in the Chapter 5 that covers the models’ performance.

The leaves of the network result on a betweenness value equal to zero, because they are not present in any shortest path. All those nodes will not be considered because they strongly influence the metrics that consider both degree and betweenness measures. Ignoring these proteins do not consist into a problem because these nodes would be actively penalised on the final models given their relevance being nearly null considering all the centrality metrics. As the result of the application of this rule 71 nodes were removed, being considered 19503 proteins for now on.

Closeness

The closeness evaluates how adjacent a specific node is to all the nodes in the network. In Figure 4.8, the closeness distribution is presented in log_{10} scale and the respective distribution is very different from...
the betweenness and degree.

![Figure 4.8: Closeness distribution in log_{10} scale.](image)

Some nodes stand out regarding closeness values. However, the closeness distribution is very smooth when compared to the obtained considering degree and betweenness. Apriori, this result makes the closeness centrality less interesting to consider, given the previously obtained distributions.

At this point, to better understand the best metrics to use, a Venn Diagram was made on the 250 top proteins regarding each considered metric: degree, betweenness and closeness. This diagram is presented on Figure 4.9, showing that 168 proteins are present in all vectors, which seems to be a good indicator since they all measure the nodes centrality. However, note that nearly all closeness vector intersects the degree vector, looking like there is a strong relationship between these two metrics. The correlation between both metrics is 0.785 which indeed corresponds to a significant relationship between them, being relevant to exclude one of them. Knowing that the degree has already been studied over gene networks [8], the selected metric between this two was the degree. Furthermore, as presented, the degree distribution approximately follows the power law function, favouring only some few powerful nodes (hubs).

![Figure 4.9: Venn diagram on the top 250 proteins regarding the degree, betweenness and closeness metrics.](image)

Notice that the betweenness vector select many nodes that do not intersect any of the other vectors. That fact along with this metric similarity with the degree concerning distribution makes it an attractive
metric to consider a penalty factor.

Even though the relation is not as high as the one closeness and degree, the betweenness has a correlation value of 0.614 with the degree. For that reason and given 81 out of the top 250 proteins do not intersect, make it worth considering their relation to combine both strengths.

**Betweenness vs Degree**

In order to understand how degree and betweenness measures are related, the graph degree vs betweenness has been obtained after a re-scaling method applied to both metrics, Figure 4.10. From the analysis of this image, it can be verified that some nodes in the network stand out from the others regarding network relevance. The nodes that have high values of degree are usually associated with high values of betweenness.

![Figure 4.10: Re-scaled betweenness vs re-scaled unweighted degree. The x-axis correspond to the re-scaled unweighted Degree and y-axis to the re-scaled betweenness.](image)

Nonetheless, in some cases, the node only stand out for one of these metrics, not being caught when considering the other metric even though it can be relevant. With that in mind, it is purposed the DBet distance metric can be established taking advantage of these relationships between degree and betweenness centrality and their impact on the network. This formula would consider both degree and betweenness through

\[
DBet = \sqrt{d'^2 + B'^2},
\]

(4.2)

with \(d'\) and \(B'\), respectively, corresponding to the re-scaled degree and betweenness. The re-scaling formula applied is given by

\[
d' = \frac{d - \text{min}(d)}{\text{max}(d) - \text{min}(d)},
\]

(4.3)

where \(d\) corresponds to the degree centrality. The same re-scaled process is applied over betweenness centrality, \(B\). From a geometric view, this corresponds to the distance to the origin focusing a specific node in Figure 4.11, illustrated with a red dotted line. The DBet metric is analysed because it benefits both metrics and will give the higher values to the nodes that emerge regarding both metrics.
The DBet distribution is presented in Figure 4.11 (a), having a shape that reflects both betweenness and degree distributions properties. By analysing the three distributions, it is possible to notice that the decrease in Figure 4.11 (a) is very similar to one presented in Figure 4.4 (a) and, at the same time, the gap between the nodes with high and low value is wider just like is can be seen in Figure 4.7. Nevertheless, by taking a closer look to the degree vs betweenness distribution on Figure 4.10, it is clear that the values of the degree have a much more significant impact on the DBet definition. The large magnitude of values on the betweenness metric make its’ contribution close to zero for much of the points, risking not having the desired effect.

![Figure 4.11: DBet and DBet\textsubscript{log} distance distribution.](image)

Following the same line of thought, another metric is proposed by studying an exponential relation between both metrics. The respective graph of logarithmic degree distribution vs logarithmic degree after the re-scaled applied (Eq. (4.3)) is presented in Figure 4.12. The relation is stronger, having a correlation coefficient of 0.885. Again, the proposed method considers the distance of the respective node point in the graph to the origin, being defined by

\[
DBet_{\log} = \sqrt{\log(d')^2 + \log(B')^2}.
\]

(4.4)

![Figure 4.12: Logarithm of re-scaled betweenness vs logarithm of re-scaled unweighted degree. The x-axis corresponds to the logarithm of re-scaled unweighted degree and y-axis to the logarithm of re-scaled betweenness.](image)

The distribution obtained with this new metric DBet\textsubscript{log} is presented in Figure 4.11 (b). As it can be observed, the distribution is not so sharp as the betweenness and degree distributions, and that is because
logarithmic values are considered. Figure 4.13 presents a Venn Diagram focusing the top 250 proteins regarding the metrics degree, betweenness, DBet and DBet$_{\log}$. From the analysis of this diagram, some fascinating facts are observed, being clear that the DBet$_{\log}$ distance might be much more interesting to consider than the DBet. The latter has practically no intersections with the proteins selected considering the betweenness only. On the other hand, the DBet$_{\log}$ looks much more interesting to analyse further given that is evenly distributed in terms of intersection with the degree and betweenness top 250 proteins. Apart from the intersection with both of them, 45 intersect only the degree top proteins, and 34 intersect only betweenness top proteins.

![Venn Diagram](image)

Figure 4.13: Venn Diagram on the top 250 proteins regarding the degree, betweenness, DBet and DBet$_{\log}$ metrics.

Given the results presented, it can be concluded that the strongest candidates to use as a penalty factor are betweenness and degree. To support this two metrics, another two have been created based on them to consider both metrics into one. Cases like nodes that make the bridge between two big groups would have no expression if considering only degree, for instance. DBet and DBet$_{\log}$ distances, therefore, are considered relevant candidates, that can be also be analysed concerning penalty factor distribution. However, considering Figure 2.4, it has been shown that the 247 intersect out of the 250 considered intersect the proteins selected by the degree metric. It can be concluded that the degree values strongly influence the DBet values.

Given the DBet distribution properties, the metrics that will be considered as penalty factor are degree, betweenness and DBet$_{\log}$ distance. Those metrics were directly applied on the original STRING network because the mapping protein-gene would result in an incomplete network with less information. With this first analyses, a connected biological network was considered and, a selection over the centrality metrics has been to determine the proteins relevance.

### 4.2 Mapping and Penalty Factor

The bridge between proteins and genes needs to be crossed. In order to do that, there is the BioMart package, a powerful link between biological databases and microarray data analysis [53, 54]. Unfortunately, some proteins and genes need better documentation so that all the relations can be established.
As a result, some of the proteins will not have a gene associated, and some proteins can have the same gene associated. Focusing on the first point, from the 19503 proteins considered on the STRING network, 18241 have a gene associated. From those, 70 have problems related to the association of the same gene to more than one protein: 32 genes with two proteins associated and two genes with three proteins. After the pre-process over the data, already explained in Section 3, the mapping is performed, having 18205 genes’ centrality metrics.

From Figure 4.14, it can be seen that most of the data from the network are preserved. The number of resulting genes is very significant and, the usage of the protein interaction STRING network means that those are protein-mapping genes. The respective centrality metrics distributions are presented on Figure 4.14 and, as expected, they are very similar to the one considered on proteins because most of the relations were one-to-one.

![Centralities distribution regarding genes](image)

Figure 4.14: Centrality measures distribution regarding genes.

In order to validate the importance of the genes concerning the presence in cancer-based investigations, the Cancer Hallmarks Analytics Tool (CHAT) has been used [62]. This approach considers text mining techniques over cancer-related references from PubMed. The presented tool gives a total number of hits/presences of the considered gene on those texts, organising in according to 37 different channels. The genes with a high number of hits are considered to be strongly related to cancer. To obtain these metrics values, the glmSparseNet package [63] will be used. The usage of the hallmaks function returns a heat-map with hallmarks counts per gene: the darker the blue colour, the higher the number hallmarks associated to that gene.
Note that this validation metric is very useful, but not absolutely reliable. The fact that it is based on the presence of genes names in article abstracts or bodies might be fallacious because the reference of a gene on those works does not directly mean it is associated with the cancer under study in the article. However, multiple hits of a gene in many different texts regarding different channels, give a significant level of confidence that the gene is relevant to consider when studying cancer problems.

Even though this is a small sample of genes, the heat-maps for the top 30 genes considering the three different metrics is presented in Figure 4.15. To understand how many genes obtained from the STRING dataset have hallmarks associated, all the 18205 genes so far considered were run through the CHAT, been concluded that approximately 36.63% had no hallmarks registered.

![Heatmap over the 30 top genes selected considering the degree, betweenness and DBet distance metrics.](image)

By analysing the obtained heat-maps, it can be concluded that all these centrality metrics allow us to get attractive genes regarding hallmark hits since 28 out of top 30 have hallmarks associated. Not
only that but must of the genes appear in multiple channels, and some of them have very high values. The top number of hits considering the betweenness and DBet\_log is approximately 50000 and considering the degree is 7000. These results favour the use of the STRING information to work over oncology investigation. Moreover, the usage of betweenness and degree centrality seem to allow an engaging extraction of the involved entities relevance.

With all the pre-processing applied so far, it is now possible to directly work over gene expression datasets. Moreover, with the centrality measures selection and respective values, the importance of the genes is defined, and it can be shown the penalty factor distribution depending on \( \mu \). As stated, the \( \mu \) variable is responsible for controlling the level of influence of penalty factor, defining the max penalty factor value: the lower the \( \mu \), the higher the max penalty value. In Figures 4.16, 4.17 and 4.18, the penalty distribution is presented for the degree, betweenness and DBet\_log metrics, respectively, considering \( \mu \) equal to 0.1, 0.01 and 0.001.

It is clear that the \( \mu \) value significantly influence this penalty factor values, being essential to consider the different values of \( \mu \) on the models’ training and testing. As the \( \mu \) value influences this distribution so does the type of metric used.

By looking at Figure 4.16, it can be verified that low values of \( \mu \) reflect the desired distribution, having only some few nodes that are little penalised. As the \( \mu \) value increase, this distribution gets smoother, and the penalty is higher, enhancing more sparse solution. Note that for low values of \( \mu \), there are some isolated bins with on the high penalty values bins. This phenomenon is verified because the degree is a discrete measure.

Focusing on the betweenness scenario, the penalty factor distribution has an exciting behaviour as \( \mu \) increases. In the case of \( \mu \) equal to 0.1, presented in Figure 4.17 (a), the number of nodes that have lower values of penalisation is relatively small. Focusing in Figure 4.17 (c), it is clear that the distribution of the penalty factor is much constant. These distribution properties make this penalty vector very interesting to consider if the betweenness gives genes that are indeed relevant to the faced problem.

The DBet\_log penalty distributions, presented in Figures 4.18 are not as significant as the ones obtained with the degree and betweenness. This is probably because there are only some few genes that have a significantly lower value given the range of values of this metric. These few nodes lead have high
penalisation values associated to them, and all the other nodes are inserted in a small range of penalisation values. This distribution is less evident when considering lower $\mu$ values, being possible to get model worth considering while focusing on this metric.

Figure 4.18: Penalty factor considering DBetlog distance and different $\mu$ values.

Now that the centrality metrics have been studied and rejected/accepted, it is possible to represent with the diagram presented in Figure 4.19. In the following chapter, the study over the obtained regression coefficients will be performed along with the results discussion.
Figure 4.19: Resume of the applied methodology to get to the final metrics.
Chapter 5

Results

Now that the pipeline to get the penalty factor is presented, the regression method under study will be applied on real data from the TCGA to obtain the respective Cox models. The dataset overview, validation metrics and results are exposed in the following sections.

5.1 Breast Cancer Dataset

The Breast Invasive Carcinoma (BRCA) dataset from TCGA will be used to test the presented method focusing the different centrality metrics. The used data is survival type, displaying the gene expression levels and clinical data from patient follow-up. It also comprises a variable that indicates whether the event of interest was verified or censored, being this event the death of the subject.

The BRCA data in analysis involves information from 1036 individuals and 55882 genes, from which only 19868 were considered because they are protein-coding genes according to the Consensus Coding Sequence and Ensembl databases [55, 64]. The gene expression levels of these patients are presented in Fragments Per Kilobase Million (FPKM) expression units.

Figure 5.1: Distribution of events over time considering survival and censored times.

In Figure 5.1 it can be observed the number of censored cases (red) and events (blue) per interval.
of time. The number of censored observations outcomes the number of events, yet, as presented, this information is still beneficial for the construction of Cox PH models. The dataset is composed of 932 censored observations and 104 events.

Before using the dataset, a selection of the genes was necessary. There were 1783 genes from the original dataset and 118 genes from the STRING that were not considered because they did not intersect. Since only the intersected genes were considered, this resulted in a total of 18085 genes that are going to be used on the construction of the final models. The loss of information was not substantial given the high number of intersected genes, resulting in more than 90% of the protein-coding genes that were kept. However, the dimensionality curse is still evident given that the number of variables is above an order of magnitude from the number of observations.

5.2 Validation Metrics

To validate the presented method, the Elastic Net model will be handled as the baseline model. The usage of the Ridge regularisation would not be interesting to consider because the objective is to obtain a clear solution with only some non-zero regression coefficients. Models close to the LASSO (high $\alpha$ values) were considered. However, the number of selected genes is too small for an interesting analysis of the models’ performance. For that reason, most of the selected $\alpha$ values, considering the Eq. (3.1) at page 23, are going to be low to have more non-zero coefficients in the final models and better understand the penalty factor influence on the results. Besides the different penalty factors and $\alpha$ values analysed, the models are going to be computed based on different train/test splits.

To facilitate the analysis of the models in this chapter, a name has been associated to each model type according to the used penalisation factor. This information is summarised in Table 5.1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Penalisation Associated</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENet</td>
<td>Null</td>
</tr>
<tr>
<td>Degree</td>
<td>Based on the degree centrality</td>
</tr>
<tr>
<td>Betw</td>
<td>Based on the betweenness centrality</td>
</tr>
<tr>
<td>DBet$^\text{log}$</td>
<td>Based on the exponential relation between degree and betweenness centrality</td>
</tr>
</tbody>
</table>

Table 5.1: Model types according to the penalisation associated.

The respective models’ analysis will focus on two different points of view. First the analysis of the models’ performance and then over the significance of the selected genes. The former were analysed based on:

- Kaplan-Meier curves along the log-rank test – $p$-value;
- Concordance $c$-index.

5.2.1 Analysis of the Models Performance

The Kaplan-Meier [20] curves were already presented, and an example has been exposed in the Section 2.1. Their usage is for the analysis of the survival curves for groups with different characteristics
being used the log rank test to validate the separation between the obtained curves, which corresponds to the \( p \)-value computation. In this scenario, however, the groups are not determined yet. The insertion of the new observation into a low or high group risk will be performed with the obtained Cox regression. This insertion is achieved by first computing the hazard relative risk value of each of the new observations. After that, the median is computed, and the individuals with a lower value than the median are inserted in the low-risk group, and the others are inserted in the high-risk group. Then, the low and high risk curves are obtained and the better the separation between the curves, the better the models.

Simultaneously, it will be considered the concordance \( c \)-index [65], a measure that contemplates all permissible pairs of individuals under study and compares if their survival time is aligned with the hazard relative risk. Pairs where both individuals are censored or when only one is censored and has a shorter time than the uncensored are not considered valid. The concordance is increased by 1 with every pair that is inserted in one of these cases:

- Individual with higher risk has shorter survival time;
- Hazard risks and survival time are the same;
- One individual is censored and has a lower risk.

If that is not the case, the concordance is only increased by 0.5. The \( c \)-index value is finally obtained by dividing the count by the number of permissible pairs, meaning that the closer \( c \)-index is to 1, the better the model is.

### 5.2.2 Analysis of the Selected Genes Significance

To further understand the performance of each of the models, the analysis over the selected genes has also been implemented. The first step was to investigate the intersection of the genes selected by the different models, by the usage of Venn Diagrams. These diagrams were used to understand which of the genes had a big impact since the more relevant ones are likely to be selected by most of the considered models. After that, the selected genes will be crossed with CHAT, which have been explained in the final part of Chapter 4.1. With CHAT information it was possible to understand the percentage of genes that were selected by the models that are present in literature related to oncology investigations.

### 5.3 Selected Regression Coefficients Analysis

Given the problem in hands, many variables need to be explored to find the best model to predict whether a person belongs to a high-risk group or not. The variables that have to be defined for the model are the train/split ratio, \( \alpha \) and \( \mu \), and tuning these parameters is essential to achieve the best regression coefficients values.

To validate the model and understand its performance as more train data is given, three different split ratios of data were used: 70\%, 75\% and 80\%. Another important parameter to be considered is the penalty factor \( \nu \), the one which influence was intensely analysed, given that it is the major contribution
of this work. As presented, this vector depends on the focused centrality measure and the $\mu$ value, being tested with six different values of the latest: 0.5, 0.1, 0.05, 0.01, 0.005 and 0.001. The last variable to define has a great impact on the considered regularisation formula present in Eq. (3.1): the $\alpha$ value. As stated, it is responsible for controlling the balance between the usage of $L_1$ and $L_2$ norms, varying from a non-sparse ($\alpha$ approximately 0) to sparse solution ($\alpha$ approximately 1). Four different $\alpha$ values were tested: 0.05, 0.1, 0.15 and 0.2. All these $\alpha$ values combinations with different $\mu$ and train/test ratio were considered to understand the models’ performance variation with these parameters and find the best models.

To avoid an over-fitted model and understand which is the best $\lambda$ value, presented on the Eq. (3.1) at page 23, it will be taken into a 10-fold cross-validation. For each of the folds, 1000 $\lambda$ values are considered and tested with cross-validation and the best $\lambda$ is selected based on the minimum log-likelihood deviation considering all the different folds. The usage of cross-validation allows a $\lambda$ selection substantiated on different splits on the train data, avoiding over-fitting the models since more hypotheses are considered.

All the models resulting from the different combinations of parameters followed the presented process, being trained and tested with BRCA dataset already introduced in Section 5.1. To validate the models’ performance, were computed the number of genes selected, the $c$-index and the $p$-value for each of the parameters combination. All the obtained results are presented in Table 5.2. Nevertheless, for most of the results discussion, it was considered greater $\mu$ values since lower values resulted too sparse solutions to take relevant conclusions.

Focusing on the train/test split, it was concluded that the 0.8 ratio value results on models that stand out negatively. All of the resulting models are not statistically significant given the high values of the $p$-value. Nevertheless, within the cases with train/test split equal to 0.8, it can be observed that the Degree and Betw models have a more significant separation between the curves for $\mu$ equal to 0.05 and 0.01. Even though the values are not substantial, they prove that the usage of these penalty factors leads to a more general model that can better avoid overfit scenarios. It is also interesting to verify that the models that show the best results are the ones that considered train/test split equal to 0.7. This fact might be verified because the considered separation naturally favour the majority of the models or because the models start overfitting when higher values of this parameter are used.

Considering the $\mu$ values influence on the models’ results, it is possible to verify that they significantly impact on the metrics having an essential rule on the number of selected variables. However, for high values of this parameter, the results are not so different than the ones obtained with the Elastic Net. The penalty vector on these scenarios varies between 0.66(6) and 2 for $\mu$ equal to 0.5 and 0.9090(90) and 10 for $\mu$ equal to 0.1, not having nodes with a great penalisation. As the $\mu$ decreases, the range of values of the penalisation vector significantly increases and some exciting models start to stand out, even though the number of considered regression coefficients is smaller. In general, it was observed that this decrease is not harming the performance of the models, leading in fact to some scenarios with better results.

The ENet models have a good performance for all the scenarios except on the case of the train/test split equal to 0.8. However, the number of variables selected is considerably higher than the models in a study, which is “unfair” and may mean that the chosen genes are not so significant.
<table>
<thead>
<tr>
<th>θ</th>
<th>µ</th>
<th>ρ</th>
<th>τ</th>
<th>No hallmarks genes (%)</th>
<th>ENet Deg. Betw DBet</th>
<th>ENet Deg. Betw DBet</th>
<th>ENet Deg. Betw DBet</th>
<th>ENet Deg. Betw DBet</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.7</td>
<td>0.05</td>
<td>0.15</td>
<td>0.819 0.819 0.820 0.818</td>
<td>0.15</td>
<td>0.819 0.820 0.818 0.15</td>
<td>0.819 0.819 0.820 0.818</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.859 0.805 0.870 0.770</td>
<td>0.036</td>
<td>0.28</td>
<td>0.41</td>
<td>1.54</td>
<td>0.820</td>
<td>0.820</td>
<td>0.820</td>
</tr>
<tr>
<td>0.15</td>
<td>0.551 0.575 0.548 0.561</td>
<td>0.85</td>
<td>1.11</td>
<td>0.86</td>
<td>2.45</td>
<td>0.817</td>
<td>0.820</td>
<td>0.817</td>
</tr>
<tr>
<td>0.05</td>
<td>0.423 0.412 0.398 0.413</td>
<td>0.80</td>
<td>0.19</td>
<td>0.93</td>
<td>1.43</td>
<td>0.789</td>
<td>0.792</td>
<td>0.789</td>
</tr>
<tr>
<td>0.1</td>
<td>0.419 0.437 0.410</td>
<td>0.80</td>
<td>0.97</td>
<td>1.17</td>
<td>0.76</td>
<td>0.827</td>
<td>0.822</td>
<td>0.817</td>
</tr>
<tr>
<td>0.15</td>
<td>0.819 0.818 0.817 0.817</td>
<td>0.819</td>
<td>0.819</td>
<td>0.820</td>
<td>0.820</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.121 0.140 0.121</td>
<td>0.715</td>
<td>0.759</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.1</td>
<td>0.613 0.583 0.624 0.666</td>
<td>0.759</td>
<td>0.659</td>
<td>0.727</td>
<td>0.777</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.15</td>
<td>0.439 0.393 0.466 0.421</td>
<td>0.727</td>
<td>0.777</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.05</td>
<td>0.326 0.341 0.328</td>
<td>0.720</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.1</td>
<td>0.551 0.540 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.15</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.05</td>
<td>0.121 0.140 0.121</td>
<td>0.715</td>
<td>0.759</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.1</td>
<td>0.613 0.583 0.624 0.666</td>
<td>0.759</td>
<td>0.659</td>
<td>0.727</td>
<td>0.777</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.15</td>
<td>0.439 0.393 0.466 0.421</td>
<td>0.727</td>
<td>0.777</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.05</td>
<td>0.326 0.341 0.328</td>
<td>0.720</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.1</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.15</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.05</td>
<td>0.121 0.140 0.121</td>
<td>0.715</td>
<td>0.759</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.1</td>
<td>0.613 0.583 0.624 0.666</td>
<td>0.759</td>
<td>0.659</td>
<td>0.727</td>
<td>0.777</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.15</td>
<td>0.439 0.393 0.466 0.421</td>
<td>0.727</td>
<td>0.777</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.05</td>
<td>0.326 0.341 0.328</td>
<td>0.720</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.1</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.15</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.05</td>
<td>0.121 0.140 0.121</td>
<td>0.715</td>
<td>0.759</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.1</td>
<td>0.613 0.583 0.624 0.666</td>
<td>0.759</td>
<td>0.659</td>
<td>0.727</td>
<td>0.777</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.15</td>
<td>0.439 0.393 0.466 0.421</td>
<td>0.727</td>
<td>0.777</td>
<td>0.727</td>
<td>0.719</td>
<td>0.812</td>
<td>0.811</td>
<td>0.809</td>
</tr>
<tr>
<td>0.05</td>
<td>0.326 0.341 0.328</td>
<td>0.720</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.1</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
<tr>
<td>0.15</td>
<td>0.551 0.553 0.558</td>
<td>0.718</td>
<td>0.718</td>
<td>0.727</td>
<td>0.728</td>
<td>0.816</td>
<td>0.812</td>
<td>0.808</td>
</tr>
</tbody>
</table>

Table 5.2: Models number of selected genes, p-value and c-index with different values of train/test split, α and µ an μ. The rows shaded in light blue correspond to the best models considering each of the model types. The ENet model has train/testsplit = 0.7 and α = 0.1, the Degree model has train/testsplit = 0.7, µ = 0.05 and α = 0.05 and the DBet selected model has train/testsplit = 0.7, µ = equal 0.05 and α = 0.1. The resulting values are highlighted with bold font. The rows with the green background correspond to the considered models for the boxplots presented in Figure 5.2.
Another important metric that was measured for all the selected models is the percentage of the non-zero regression coefficients with no hallmark hits, also presented in Table 5.2. This value was obtained with the usage of the CHAT, a tool already presented and used in Section 4.2. Regarding all the features used in the train of the models, it has been observed that 36.46% of the examined genes have at least a hallmark associated.

To have a better understanding of the influence of the centrality type on the models’ performance, the boxplots with whiskers with maximum 1.5 interquartile range have been obtained for all of the studied metrics, Figure 5.2. However, the models that consider a train/test split equal to 0.8 were not taken into account because they strongly harmed all the models’ performance under analysis. The used models for this analysis have their parameters shadowed in green in Table 5.2.

![Boxplots](image)

Figure 5.2: Boxplots with whiskers with maximum 1.5 interquartile range focusing on the number of genes selected, c-index, p-value, and percentage of genes with no hallmarks.

Regarding the number of genes selected by the models presented on Figure 5.2 (a), it was verified, as expected, that fewer variables are selected for the cases that include the penalty factor. The Degree and Betw models stand out as they select fewer coefficient regressions. On the case of the DBet_{log}, the number of genes chosen boxplot is similar to the one obtained with the ENet models, likely because the penalisation for most of the genes is small according to Figure 4.18 at page 43.
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With respect to the $c$-index and $p$-value measures (Figure 5.2 (b) and (c)), the Betw models have shown a weak performance. From Table 5.2 analysis, the betweenness performance does not look so bad, surpassing the best ENet and DBet$_{\log}$ models when bigger $\mu$ values were considered. However, with the $\mu$ value decrease, the models’ performance drops, leading to weaker models.

The remaining models have similar results regarding $c$-index and $p$-value. However, it is possible to observe that some outliers in the degree models concerning $p$-value, showing significant higher values. This scenario is the same as the one verified for the betweenness models, yet, the impact on the model performance is not so evident. The lower performance is verified because the penalisation applied by both $\alpha$ and penalty factor considered is too high, leading to over-constrained models with the worst performance.

Considering all the metrics, the Degree models have showed the best results. These models exhibit better performance (highest $c$-index) and also have the characteristic of comprising fewer variables, resulting in simpler models. And finally, the percentage of regression coefficients that do not have hallmark hits is considerably smaller than the obtained with the other models. Although most of the models have a smaller percentage than the random selection of genes from the ones considered, the only models that stand out are the Degree models, having a median of approximately 17%. The Betw models follow the Degree ones since its best models also surpass the ENet and DBet$_{\log}$. Moreover, the number of considered variables and percentage of nodes with no hallmarks, in most of the scenarios, is smaller.

The performance of the models considering the DBet$_{\log}$ penalisation is not significant. The obtained results were very similar to the ENet ones, having the advantage of selecting fewer nodes and having most of the $p$-values varying within a smaller range. This fact does not mean that the obtained metrics were not attractive, but perhaps the penalty factor vector computation could be performed in a way that better benefits the most relevant genes.

In Table 5.2, the best models considering each of the centrality metrics are shadowed in light blue, with the respective values in bold. The selection of each of the models had their $c$-index and $p$-value as the primary selection factor since they measure the model performance. Nevertheless, when models have similar results regarding these two metrics, the selected models will be the ones with less non-zero regression coefficients (simpler models). Based on those considerations, the best models within each considered penalty factor are:

- ENet: train/test split ratio equal to 0.7 and $\alpha = 0.1$
- Degree: train/test split ratio equal to 0.7, $\mu$ equal 0.01 and $\alpha$ equal 0.2;
- Betw: train/test split ratio equal to 0.7, $\mu$ equal 0.05 and $\alpha$ equal 0.05;
- DBet$_{\log}$: train/test split ratio equal to 0.7, $\mu$ equal 0.01 and $\alpha$ equal 0.1.

The respective Kaplan-Meier curves for the high and low-risk groups considering the test data are presented in Figure 5.3 being clear the separation between both curves in all the cases. This distinct separation between the curves were expected given the obtained $p$-values for these models.
Nevertheless, the DBet log show worst results because their curves are closer to each other. It is also interesting to note that the separation is not perfect for any of the models since they show some problems with the separation both curves at smaller times, having some crossings between the low-risk and high-risk curves.

![Kaplain-Meier curves considering the best models according to the different penalty factor vectors.](image)

Figure 5.3: Kaplain-Meier curves considering the best models according to the different penalty factor vectors.

Considering the selected regression coefficients by each of the models, a Venn diagram was computed to analyse their intersections. As it can be verified by the analysis of Figure 5.4, all the models have many non-zero regression coefficients that are also considered by the ENet. The best models considering Degree, Betw and DBet log penalties, have, respectively, 45.14%, 60.40% and 82.85% of intersection with the non-zero regression coefficients selected by the same method with no penalty factor associated.

To further analyse the selected regression coefficients by each model, the top 30 considering their absolute value have been obtained since they are the ones that have bigger impact on the determination of the individuals survival value. After this selection, the heatmaps returned from the CHAT presented in Figure 5.5 were obtained to understand their presence on cancer investigations.

![Venn diagram considering the non zero coefficients of the best selected models.](image)

Figure 5.4: Venn diagram considering the non zero coefficients of the best selected models.
The Degree models resulted is the most interesting scenario regarding hallmark hits given the fact that 24 out of 30 had at least a hit and most of the hallmarked genes are present in more than one channel. Also, two genes have more than 2000 hits in at least one of the considered channels. The ENet top 30 genes are less attractive concerning hallmark hits: 13 out of 30 with no hallmark hits. The Betw and DBet\textsubscript{log} show more exciting hallmark heatmaps, yet, they are not as relevant as the Degree ones.

The proposed method encourages the usage of well-known genes according to many other studies since the used tools focus on text-mining techniques. For that reason, this methodology might also be interesting to find new potential candidates for breast cancer analysis. Concentrating on the obtained regression coefficients selected by top models, it has been shown that a significant number of genes have no hallmarks associated. Those may be genes that have a firm rule on determining the risk of breast cancer patients.

With that in mind, from the Venn Diagram on Figure 5.4 analysis, it can be seen that all the top
models select a total of 39 genes that intersected. Those genes have been taken under analysis, and the heatmap returned by the CHAT tool was computed, presented in Figure 5.6. From these 39 genes, 30 have hallmark hits which is a significant portion. Nevertheless, there are still nine genes that have no hallmarks and were considered relevant according to all the models. Those genes were penalised based on different metrics and were still selected which strongly emphasise their rule on breast cancer survival risk determination.

![Figure 5.6: Hallmark heat-map considering the intersected regression coefficients.](image)

Figure 5.6: Hallmark heat-map considering the intersected regression coefficients.

Based on the studies manually annotated and reviewed by UniProtKB curators and OMIM databases [66, 67], Table 5.3 has been obtained, comprising the nine genes with no hallmarks and the respective documented function on *Homo sapiens*. These genes might be essential to carefully analyse when studying breast cancer patients not only because of their presence as regression coefficients but also, in some of the cases, because of their functions. For instance, the gene **ANKRD52** is associated to the recognition of phosphoprotein substrates and “Dysregulation of phosphorylation signalling is implicated in a wide variety of diseases” according to Sawyer et al. [68]. Another example is the **ZBTB11** that may be associated with the transcriptional regulation, a process that can be strongly related to cancer expression [69].

### 5.4 Results Discussion

The presented results enhance the fact that the usage of a priori biological knowledge from public databases leads to more interesting models. The best models within the Degree and Betw models were able to achieve better results while considering fewer variables than the ENet models. Not only was the number of select variables smaller but it was also biologically more significant since they have a more substantial presence on cancer studies according to the CHAT. The only models that did not reach the
<table>
<thead>
<tr>
<th>Gene</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANKRD52</td>
<td>Associated with the recognition of phosphoprotein substrates.</td>
</tr>
<tr>
<td>ANKRD53</td>
<td>Required for normal progression through mitosis. Involved in chromosome alignment and cytokinesis via regulation of microtubules polymerisation.</td>
</tr>
<tr>
<td>ATP5F1B</td>
<td>Mitochondrial ATP synthase catalyses ATP formation, using the energy of proton flux through the inner membrane during oxidative phosphorylation.</td>
</tr>
<tr>
<td>CYB5R4</td>
<td>Plays a critical role in protecting pancreatic beta-cells against oxidant stress, possibly by protecting the cell from excess buildup of reactive oxygen species (ROS).</td>
</tr>
<tr>
<td>LRRC4C</td>
<td>May promote neurite outgrowth of developing thalamic neurons.</td>
</tr>
<tr>
<td>TTC13</td>
<td>No well-documented function.</td>
</tr>
<tr>
<td>UBA7</td>
<td>Activates ubiquitin by first adenylating with ATP its C-terminal glycine residue and after that linking this residue to the side chain of a cysteine residue in E1, yielding a ubiquitin-E1 thioester and free AMP.</td>
</tr>
<tr>
<td>ZBTB11</td>
<td>May be involved in transcriptional regulation.</td>
</tr>
<tr>
<td>UBTF</td>
<td>Recognises the ribosomal RNA gene promoter and activates transcription mediated by RNA polymerase I through cooperative interactions with the transcription factor SL1/TIF-IB complex. It binds specifically to the upstream control element.</td>
</tr>
</tbody>
</table>

Table 5.3: Genes selected by all the top models with no hallmarks hits and their documented function on Homo sapiens (source [66, 67]).

expected results were the DBet log models. The exponencial relation between the degree and betweenness centrality were considered relevant, yet, the results were very similar to the ENet ones. The reason for the poor performance of these models is likely to be defenition of penalty factor formula that was not the best to favour this specific metric.

As it has been shown, most of the exhibited work strongly focused on well known public datasets/tools: STRING, CHAT and BiomaRt. All of these consider similar metrics and data which might also justify the fact that the STRING proteins had so many genes mapped and even the high number of genes with hallmarks hits. Rather than belittle the presented results, this fact makes the introduced methodology an valid approach to find new candidate genes associated with the cancer type under study.

By applying the presented pipeline, the model is “bias”, tending to select more important genes according to public datasets. For that reason, the selected genes that are still not present on those datasets as relevant on cancer analysis might be the ones of interest. This method can, therefore, be used to discover new potential candidates as shown with the results presented in Table 5.3.
Chapter 6

Conclusions

Over this chapter, the obtained conclusions are presented focusing the objectives of the thesis project. In the first section, the main achievements are discussed being followed by the possible future works on the introduced methodology.

6.1 Achievements

The regularisation methods for Cox PH Models are still a subject that concerns many scientists all over the world. The ability to estimate the survival of the individuals depending on the patients’ gene expression data is frequently associated with the curse of dimensionality. The ability to determine the most relevant coefficients for this regression has been proved to be very difficult, and the best solution is yet to discover.

In the presented work, the hypothesis of using a priori information regarding the biological structures involved was proposed and studied. The STRING network was investigated with the objective of selecting the best metrics that reflect the network elements relevance. Centrality metrics have been considered, being concluded that the degree and betweenness are the best for the desired effect. It has also been shown that there is an exponential relation between the degree and betweenness. For that reason, another metric that considers this relation, DBetlog, has been explored to measure the genes relevance. All these metrics were used for the penalisation of the solution space considering the Cox PH models.

It was also concluded that the STRING dataset focus on very well documented proteins since most of them have their associated protein-coding gene. That fact along with the evidence that the top proteins regarding the centrality metrics are associated with genes with many hallmarks validates the usage of the STRING network on oncological investigations.

Given the obtained regression models, the primary objective of the project was achieved: get simpler models with less but more relevant genes selected while keeping the model performance. The information extracted from the STRING dataset allowed a relevant restriction of the solution space, leading, in a significant number of cases, to a sparser solution with the same performance as the Elastic Net. Moreover, the genes selected by the purposed method tend to have a more significant presence in cancer studies.
Furthermore, it has been concluded that the usage of the presented pipeline might also be relevant to find new genes that have an important role on the determination of breast cancer survival. The presented models tend to favour the genes that have already been proved to be relevant in many different types of cancer. Even so, some of the frequently selected genes are still not associated with any cancer study, being likely interesting to consider them on further analysis by a specialist in the field.

With this thesis project, it has been proved that the usage of network-based regularisation over oncological patients survival data to get Cox regression models, result on simpler models with greater biological meaning according to public datasets. Moreover, the present methodology can also be used as a tool to find interesting genes that are not yet associate with cancer investigations.

6.2 Future Work

This area of knowledge is a large road, and many steps are being taken every day. Regarding the present method, further explorations can be taken into account to explore different parameters and possibly achieve more interesting and useful results.

The penalty factors considering the STRING network can be obtained according to other centrality metrics or merely considering a different pre-process over the dataset. The STRING has shown a great potential to find relevant genes, and the combination of this information with other public datasets might consolidate the metric and possibly have knowledge of more genes.

Given the poor results obtained with the DBet\textsubscript{log}, it would be interesting to find a better metric or more robust penalty formula to favour genes according to their betweenness and degree value simultaneously.

Another interesting aspect that could be considered in future works is the usage of the patients’ clinical data. Those features typically have a strong relationship with the way the body functions and might lead to more robust models with higher performance.

An important step to further validate this method is its use on other relevant datasets covering different types of cancer. The results presented here are promising, but they should be explored on many other datasets to prove that the achieved regressions are indeed better and more straightforward.

The worked developed so far as also prove to be a relevant method to find potential gene candidates with a strong relation with cancer under study. The exhibited hypothesis, however, needs further exploration and validation over different datasets and requires the revision of a curator.
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