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Abstract—Banks have a wide range of products to offer, and with that comes an overwhelmingness of choice for the client. Our challenge is to mitigate that and help both clients - to find the best offers - and banks - to increase product sales. We propose a Recommender System using an XGBoost model and the Multi-armed Bandit. The infrastructure of the Recommender System will be supported by Apache Kafka, which will be responsible to receive the bank’s database events and send them pre-processed to the a database so that the recommendation system can use them in almost real-time. The evaluation of the Recommender System showed that it learned to give meaningful recommendations. The infrastructure built helped improve the development of applications that want to consume the bank’s database.
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I. INTRODUCTION

Banks have a wide variety of products/solutions for their clients, which can be both an advantage and a disadvantage regarding offering the best products to the clients. The advantage is that with a wide variety of products, the bank can reach the heterogeneity of clients needs. However, we can also see a clear disadvantage here. How does the bank know which product is the best fit for a particular client? [1].

Financial technology, or fintech for short, can be described as financial solutions supported by technology, where financial services and information technology are tightly coupled. Digitalization of finance is not new, it has been happening since the late twentieth-century [2]. What is new is the way financial products are delivered. Nowadays, many powerful financial institutions are transforming themselves into a digital platform-based banking ecosystem [3].

Banks generates data from clients every second. Credit card movements, bills payments, interbank transfers, car leasings, and much more. There is a massive opportunity of transforming that data into information we can use. We can build a system that automatically learns from that data and knows which products best suits any given client at any given time. The financial area is a very secretive area. Banks have for a while now been using financial technology. However, the techniques and results are usually not revealed due to the very competitive and private environment associated with this domain.

Clients want solutions tailored to their specific context. The client today might not be the same as the client tomorrow. How can the bank adapt to their clients’ dynamic context?

So, what can we do with the information the bank has on its clients. For now, we will focus on building a pipeline of that information so that we can build a product recommendation system. While at the same time building a foundation to will allow the bank to increasingly add new micro-services that consume that pipeline and progressively create a tailor-made experience for each client. This project is being developed at Innovation Makers, which gave us the opportunity to explore the financial technology world.

As a note, for privacy reasons, the name of the bank will be omitted, and so will the products descriptions.

A. Objectives

We propose to build a Recommender System for the bank’s accounts (products) using a XGBoost and a Multi-Armed Bandit model. The Recommender System is supported by an infrastructure that simplifies and improves the process of adding new applications to consume data from the bank’s database.

Our goal for the infrastructure is to achieve what is depicted in figure 1. The bold lines represent what was built for this project, whereas the lighter arrows represent what we want to allow to be possible.

Fig. 1: Project vision. The C/P are consumers or producers of data to Kafka. The bold lines represent the data pipeline we built for this project. The light lines represent the future vision and what we want to support.
B. Structure

The remaining of the document is organized as follows: Section II first analyzes work done on recommender systems that are relevant to the scope of our project and then explores technologies relevant to build the infrastructure. Section IV details the solution developed. Section VI details the evaluation of the Recommender System and critically evaluates the infrastructure we built. Section VII states the conclusion and the contributions and future work of this project.

II. Related Work

In this section we introduce concepts and technologies that are pertinent to the context of our work. In order to develop a recommender system we need an infrastructure to support the machine learning algorithm. So we divided this section into two parts. First, in section III we begin by analyzing the machine learning solutions. In section II-A we analyze the technologies that can be used to support a recommender system, and take it to production.

A. Infrastructure

To make the recommender system scale to production and fill the requirements of scalability, micro-service architecture and near-real time, we need to build a robust infrastructure.

Apache Kafka is a streaming platform that can act as a distributed resilient log. It allows applications to store, read and transform data. In Kafka, that data is called a record. It stores streams of records grouped in topics. There are four APIs available: Producer, Consumer, Streams and Connector. They are all relevant to the context of this project and allow applications to do different jobs. The producer makes it possible to publish a stream of records to Kafka. The Consumer makes it possible to subscribe and consume a topic. The Streaming makes it possible to efficiently consume and transform input streams and publish them into output streams. The Connector facilitates the communication with external applications and systems like databases [4].

III. Recommender System

When building a recommender system, there are a wide variety of approaches one can take. Depending on the objectives and requirements. The usual approaches reside within this three categories, Content-Based, collaborative or hybrid. Collaborative filtering recommender systems are the most widely adopted strategies when building a recommender system cite. In a nutshell they assume that people who have shared the same opinion/behavior will share it in the future. For example, given two people who acquired the same item, let us say a Savings Account, they are more likely to acquire one in the future that comparing to a random person.

Here, we present some solutions related to the core of our recommender system. We analyze and compare them. There is not much information on banking recommender systems, due to its secretive environment, so we will explore recommender systems from other domains but in which their work can be useful to help us decided our approach.

A. Tree based solutions

Three based solution can be beneficial when building recommender system because even though they are relatively simple and easy to implement, they can achieve great results [5]. The first tree based approach recommender systems started to use were Decision trees (DT), which are particularly efficient and easy to interpret [6].

In the domain of movie recommendation systems Li and Yamada [7] developed a movie recommender system in which they used the decision tree algorithm. The DT was used to construct both the user preferences and the recommendation. Using the DT to make recommendations they achieved good results with a Mean Absolute Error of around 0.7. Utku et al. [8] also decided to use DTs for movie recommendations, but instead of explicit feedback, they used an implicit feedback strategy. For testing, they setup used the help of 200 student volunteers. The results where promising as they achieved a recall, precision, and accuracy of around 90%.

Following the Decision Tree algorithm, Random Forests appear as an improvement by combining many trees to arrive to a prediction decision. Zhang and Min [9] propose a framework for a recommender system using Random Forests to provide a three way recommendation. The three way recommendation either rejects the recommendation, accepts it or waits for a condition [10]. The model proved to outperform other commonly used baseline algorithms. Brommund and Skeppsted [11] developed an hybrid recommender system for movies using Random Forests and k-Nearest Neighbours (kNN). The Random Forest model focused on content-based filtering and the kNN focused on a collaborative filtering approach. In average the results showed a seven percent decrease of performance comparing to other models.

Gradient Boosting has been developed as an improvement of Random Forests, as it generally can achieve better results and mitigate the overfitting problem [12]. To the best of our knowledge there are no papers about recommender systems using Gradient Boosting, we will try to show that it can be used in a Recommender System. analisar com mais paciencia

B. Reinforcement Learning solutions

The multi-armed bandit can be very useful for exploring products that are not very often bought due to the lack of knowledge about them, but they can have the opportunity to be very lucrative. The MAB algorithms try to explore those lesser known products and bring them to the client’s eye. There is a wide range of domains where solutions for the multi-armed bandit product have been developed, we will explore some of them.

Ek and Stigsson [13] propose a solution for garment-based e-commerce systems. They use a Contextual Multi-Armed Bandit Algorithm to make product recommendations. The evaluation relied on the measuring of the percentage of successful recommendations. They achieved an average prediction rate between 19 and 21 percent. In their paper Mary et al. [14] explore the MAB for online recommendation systems focusing on the cold-start problem. They achieved promising
to build our recommender system. Algorithms. Then we presented Apache Kafka, which is used to build our recommender system.

C. Summary

In this section we described some solutions that used tree based methods, and the multi-armed bandit. We saw the potential of building a recommender system with those algorithms. Then we presented Apache Kafka, which is used to build our recommender system.

IV. Solution

A. Overview

In this section, we will give an overview of the project’s components and how they interact with each other. In figure 2 we can see the main four components. The arrows represent the flow of data. From left to right, the starting point is the bank’s database, our main source of data. It all begins with data on the bank’s database. We want to consume, process and organize the data in a way that is useful for us to use. For that job, we decided to use Apache Kafka. It is responsible for consuming the bank’s data and processing it. The next step is for data to reach our Recommender System. For that, we need a database where data will be permanently stored for our Recommender System to consume. We chose the NoSQL database MongoDB. Having a flexible database like MongoDB - which does not need a predefined data schema - makes the machine learning development process much more manageable. The last component is the Recommender System itself. It will consume data from the MongoDB database and at the same time, it will also produce data to the database. The Recommender System uses an XGBoost model and a Multi Armed Bandit to perform recommendations.

Now that we have an overview of the project let us dive into the details of each component.

B. Source Database

As we previously stated, from the infrastructure point of view, it all starts with the bank generating data. Since that data is a consequence of the client’s actions, it all starts with the client, the moment the client interacts with the bank. For the context of our project, that is the crucial moment for us, the interaction between the client and the bank, even if the interaction is not direct. For example when the client is paying using the bank’s card at the supermarket. We want to take that interaction data and transform it into information. In other words, we want to take the series of interactions the client has with the bank and generate information useful for the bank. In our case, we take those interactions data and transform them into information that allows us to know which products are relevant to which clients, at any given time. All those interactions are stored in the bank’s database.

For the context of our project only some of those tables are relevant:
- The Entities table contains information about the physical person. For example their name, birthday or place of work.
- The Source-Clients table has the purpose of establishing the relation between Entities and Accounts.
- This table is used to connect a Source-Client to its Entities.
- There is one Account table per product. Each table contains information about the actual banking account. It can be for example a savings account or a loan account.
- The Account Transactions tables, which registers the transactions associated with accounts. As before, each type of account has its transactions table.
- The accumulated monthly balance table contains the accumulated monthly balance per account. Its a rolling mean of the monthly average balance per year.

To better understand the concept of a client to the bank lets take the following hierarchy into consideration. An entity, a client and an account. An account can only belong to a client. A client can have several accounts. An entity can belong to several clients. A client can contain many entities.

To further complicate things, when talking about the aforementioned client - not the physical client - we will refer to it as source-client.

As we mentioned, all the sources come from a database, and that database has inserts and updates. So to consume those data sources we need an application that can be capable of managing these two aspects. It needs to be capable of detecting both inserts and updates to our data sources.

At this point, we needed to evaluate if we wanted all future applications to consume directly from the bank’s database, or if we wanted to only have one application responsible for that job. One advantage of having just one application consuming the bank’s database was the reduction of its load. Another advantage was that if some reprocess was made to that data, all the consumers in the pipeline could take advantage of that, and would not have to reprocess that information.

C. Apache Kafka

Apache Kafka is an application that acts as a distributed log and follows the publisher-subscriber pattern. So we can have a consumer that is receiving data from the bank’s database and have multiple applications consuming that information. We could have for example an external application consuming the bank’s database events and publishing them into Kafka. With all that in mind we will dive into the details of Kafka and how we used it.

Kafka makes it possible for us to receive events in real time. They can be processed and manipulated as soon as they arrive. Inside Kafka each event is a message, where each message is published to a topic. In our case, these events are table inserts and updates to the bank’s database.
Each table’s messages are published to a topic specifically for that table. For example, when a client uses their debit card in a supermarket, a message containing information like transaction value, terminal location, and date, is published into Kafka to the debit card topic.

As we need to mirror the databases events to Kafka, we needed an application that, for example, would fetch the bank’s database periodically and would publish the new messages to Kafka. This is a very common use case for Kafka, and that is why the team behind Apache Kafka developed a framework specifically for these particular cases, called Kafka Connect. With it, we can build an application that continually polls from some database source into Kafka.

Kafka Connect is launched as an application and is divided into connectors, which are processes managed by Kafka Connect itself. Here, we have two types of connectors, source connectors, and sink connectors. The source connectors are the ones reading the bank’s database and publishing the events to Kafka. Each connector is responsible for a table and publishes in only one topic. There is a connector per table. The sink connectors are the ones subscribed to a topic and are publishing their messages into MongoDB. We can see this in figure 3. Each source connector reads a table, publishes the table events to the respective Kafka topic. Each sink connector reads the incoming messages arriving at Kafka and publishes them to the respective MongoDB collection.

The consumption and production of messages in Kafka is made using an API, which is managed by a component called Kafka REST. By building an application, we can use the API to produce and consume messages. All the applications that consume or produce messages to Kafka use this API. The applications built using Kafka Connect do just that.

Every message is published using Avro\(^1\) (similar to JSON\(^2\), but allows schemas). When a connector creates a topic, it needs to store its message structure somewhere - the avro schema - in order for consumers to know how to consume that particular topic. Schemas are managed by the Schema Registry.

Kafka Streams is a library that allows to produce and consume messages from Kafka. We can build applications that allow us to consume a topic, in real time, process it, and publish the newly generated data to another topic.

We developed several Kafka Streams applications. The main idea for these applications is to reduce the pre-processing from applications that want to use the data stored in Kafka, and thus facilitating its integration with the Kafka pipeline.

The last component, Apache Zookeeper, is the component responsible for precisely to manage the whole ecosystem. It has many responsibilities. For example detecting that a node has died and needed to redirect its job to another node. If a component is replicated it will need a leader election, that process is managed by the zookeeper.

During the development of this project, we built a bash script to facilitate the management of the Kafka infrastructure.

\(^1\)https://avro.apache.org/
\(^2\)https://www.json.org/

The script started as a way to automate the deployment process, but grew to provide an easier access to the context of the deployment.

**D. MongoDB**

At this moment of the infrastructure, we have the components working together to bring data from the bank to Kafka. The next part is to store the data in a way that is easy for our Recommender System to use. We chose MongoDB as it is a robust and widely adopted NoSQL solution [15].

The MongoDB database’s main purpose is to help the Recommender System, so that it can read data directly from it instead of directly from Kafka.

**E. Data flow**

The events that are propagated throughout our infrastructure are a consequence of clients actions. To better understand how and in what way they interact with our infrastructure we can follow figure 4. It shows the data flow through the infrastructure when a client makes an action - like a purchase with a debit card or an acquisition of a product.

The data flow starts when a client makes an action. That action can be either an account manipulation or the usage of that account. An account manipulation can be either a creation of an account, a modification to an account or the deletion of an account.

The usage of an account has much more cases, which include usage of a credit card, deposit to a savings account or loan payment. There are some cases in which the bank starts the action, like for example when changing the settings of an account.

After the client’s action, the bank receives that information and stores it on the database. Each action is stored in a different table depending on its category. For example, the acquisition of a deposit account is stored in a table, and the transactions associated with that account are stored in another.

The source connectors of the Kafka Connect application that is reading the table in which the client action was stored reads the newly arrived data and publishes it to the respective topic.

Kafka receives the message and stores it internally. Kafka does not inform the consumers that there is a new message. They need to be continually asking Kafka if there are new messages.
Some topics might need to be processed before going to the database. For that job, we use the Kafka Streams applications. There are multiple Streams applications, each responsible for a topic. The one that is processing the topic where a new message arrives will read it and uses it to do some pre-processing. After the processing, it will then publish a newly generated message to Kafka. For example, there can be a streams application responsible for calculating the monthly balance of a deposit account.

The sinks connectors of the Kafka Connect application, detect that a new message was published. They consume it and insert it in MongoDB.

A new message is inserted in MongoDB in the respective collection and is available for our recommender system to consume it.

V. RECOMMENDER SYSTEM

The Recommender System is the component responsible for trying to know what product is a client more likely to acquire on a given moment. For that we decided to create an algorithm that would learn from the history of client data and learn to model product acquisitions. The model uses a gradient boosting technique to be able to recommend products that clients we more likely to acquire.

The next two subsections will detail the two approaches we implemented. Subsection V-A will detail the first approach, which uses a gradient boosting model to learn from the client’s historical data. Subsection V-B we detail the second approach which uses the Multi Armed Bandit algorithm, where clicks are the focus of the recommendations.

A. Gradient Boosting model

As previously stated this approach focuses on creating a gradient boosting model that learns from the client’s history. One of the reasons for choosing Gradient Boosting for our solution is that they come from Decision Trees. Which unlike Gradient Boosting, are highly interpretable [8]. Interpretability is a desired factor for the bank, so it can have better insight into clients product acquisitions. Since Gradient Boosting achieves better results but lacks interpretability, we can still train Decision Trees in order to get an interpretable model. Even though Gradient Boosting models are not interpretable, in the sense that we do not have a single tree to see the decision points, we can see the most important features using other approaches. The main intuition behind this idea is that from all the decision trees built, the features that appear more on the top of the trees are more likely to be the ones that have more discriminatory decision power.

In our solution, the models are trained with a focus on the source client and entity. The dataset has an entry per entity. So product acquisitions will appear more than once. The decision to whom should the recommendation be shown too will also be focused on the source client and entity. The decision of the product to recommend to a client is made using a combination of all the models. There is a list of five products generated from the five models with the highest confidence for the prediction. So we invoke all the models, In case of a tie, a random product is selected.

1) Build the training dataset: The steps to build our training dataset are the following:

1) The first step is to read the database. The first dataset we built had personal information about the clients. In order to do that we had to join the entities table with the source-clients table. The join was done using a third table that contains the connections between entities and source-clients. The personal information of the clients include details like place of residence or date of birth.

2) After the personal details of clients, the next step is to add information about which products each client has. There is a table in the bank’s database that contains the information about products acquisitions. We read its corresponding MongoDB collection and apply the necessary processing to clean it. We now have a dataset of product acquisitions per source-client.

3) The next step is to take the product acquisitions dataset and transform it into having the accumulated history of products. In other words, each entry has now the information of all the previous products that the client already had. So when we look at an entry of a product acquisition, we can see all the products that the client had when he made that acquisition. This dataset is focused on being a snapshot of the product acquisitions of a given client. After this dataset, the next step is to combine the first dataset with this. We combine the two using the source-client as a key. Since the number of entries for a source-client is the number of entities the source-client has, this third dataset will have an entry for the same product acquisition for each entity of a source client.

4) At this point, we have to add features that are calculated based on the financial state of the client. We read the accumulated average balance per month collection, which has the accumulated mean for the year and we convert it to the average balance per month. From that, we generate features like average balance in the last six month, standard deviation over the last six month or the percentage of increase/decrease in the last 12 months. The last step is to add these features to the previous
dataset so that for each product acquisition we have this feature for the date of the acquisition.

Table I shows an example of the structure of the training dataset. Each row is identified with the ID of the client. There is an entry per product acquisition. The previously acquired products are also represented. As we can see in the table I, there are two entries for client 1. The first shows the acquisition of Product 1 on October 23th of 2015, the second shows the acquisition of Product 2 about one year later. In the second entry, we can see that the first product is also represented. This way the algorithm can learn which products the client had when acquired the new one. Each model will only learn to recommend one product. So only one column will be the target column, the other products will be used as features.

For privacy reasons the name of the products and the features will be changed to numbers.

The final dataset has 27 074 entries, corresponding to 20 956 entities, 18 558 source clients and 21 912 accounts. The number of entities is higher than the number of source clients because source clients can contain more than one entity. The number of accounts is higher than the number of source clients because one source client can have multiple accounts.

Products

Table II describes the distribution of product acquisitions. The first column indicates the name of the product. The second column indicates the total number of entries on the dataset. The third column indicates the number of entries that are relative to the acquisition of that product. The fourth column indicates the number of entries that are relative to the acquisition of that product in relation with the total number of entries.

We can see the 17 products present in the dataset. From those products we decided to focus on the ones that had more than 1 % of frequency. Which left us with 8 products.

Features

We used three categories of features. The first are personal details features, which are relative to the entity (physical client). For example, date of birth, place of residency, level of education, and more. The second category of features are financial details features, which are relative to the accounts of the source client. For example the average balance of the deposit accounts in the last 12 months, or the percentage of increase/decrease of monthly average salary between the last two periods of three months. The last category of features are the products themselves, that is, if the client has or not that product. Here we use all the products, even those with less than 1 % of occurrences. This are examples of the features we use. For privacy reasons the name of the features will be omitted and simply numerated. We use a total of 992 features, being 966 categorical features and 26 numerical.

2) Feature Transformation: There are two types of features datatypes in our dataset, numerical and categorical. Numerical features are continuous real numbers, from features like age or average balance in the past two months. Categorical features are label features, for example place of birth or employer company. The numerical features are ready to be fed to our model, but the categorical features are not, they need to be transformed in order for our model to use them.

To clean the categorical features we applied text cleaning techniques to the text data we applied One Hot Encoding (OHE) to these features. With OHE, a new column is created for each value of the feature. To reduce the number of features generated by the OHE we performed some data cleaning: Removed trailing spaces, converted the entries to uppercase and transformed accented characters into simple characters. We also simplified some features in order to improve the model’s performance. Finally we removed the features that had less than 5 occurrences.

3) Feature Selection: The feature transformation, created almost a thousand new features, so we performed a feature selection process in order to improve the model efficiency and reduce the chance of overfitting [16]. The feature selection was done using a technique called Recursive Feature Elimination with Cross Validation (RFECV).

4) Sampling: In our dataset we can see that the product acquisitions are very imbalanced. In other words, for most products, the number of clients that have acquired that product is much lower than the number of clients that have not acquired that product. In this cases, it is common to use techniques like oversampling or undersampling [17].

5) Model Training: During the training process, we performed a grid search to optimize the models’s parameters and cross-validation to evaluate our model. We used 10 fold cross-validation, as it is a commonly used fold [18].
6) Gradient Boost model in action: When using the Gradient Boost model, the Recommender System behaves as figured in 5.

It starts with a login of a user in the internet banking application, which triggers a recommendation request to the application middleware. The middleware will then request our Recommender System for a recommendation for that client. That request arrives through the REST API of our Recommender System, which will invoke our XGBoost models. Each model will return a probability on recommending or not a product to the client, the probabilities are sorted and a list of five products is send to the application middleware, which will choose to display the products according to which device is the client accessing from. Products that the client has are not shown. Periodically the models are retrained and updated. The tests described in chapter VI are done to ensure only models that have better scores, and thus are likely to perform well, are deployed.

B. Multi Armed Bandit

As previously stated, the approach mentioned above, where we learn from the clients’ history with the bank, has an obvious downside known as the cold start problem [19].

The main idea here is to maximize the clicks on the advertisement showed to the client. This is done by displaying with a higher probability the advertisement that has had the most clicks so far and with a lower probability a random advertisement. This way we have two phases. The first is the exploitation phase, where we show the product we think has the higher chance of grabbing the client’s attention and thus generating a click. The second is the exploration phase, where we try a different product to see if it achieves better results.

If we follow figure 6. It starts with a client logging in the Internet Banking application. It will trigger a request to the middleware responsible for the application, which will direct the request to the API of our Recommender System. The Multi Armed Bandit will choose with probability \((1 - \epsilon) + (\epsilon/k)\) the product with the highest expected chance of a click. And with probability \((\epsilon/k)\) it will choose a random product. When there is a click, the expected reward of the clicked product is increased.

C. Summary

In this chapter we detailed the components of the solution of our project. We started with an overview of the four main components involved. The Bank’s database, which is the main source of data. Apache Kafka, that consumes that data, processes it and sends it to the third component, the NoSQL database, MongoDB. The last component is the Recommender System, divided into two approaches. The first one focused on learning from the clients history of interactions with the bank. The second one focused on dynamically understand what are the products that captivate more interest from clients by analyzing the clicks on advertisements.

VI. Evaluation

In this chapter we will describe the evaluation process that lead us to our solution. There are two main focuses of our evaluation. The first is focused on the infrastructure and is an overall critical evaluation to the project. The second is focused on the Recommender System, where we detail the tests done during the machine learning part of the project.

1) Infrastructure: The infrastructure we built allows us to have many applications consuming data from the bank in real time directly from Kafka. Not only that but we can have endless sources of information all producing to Kafka. This way Kafka becomes a centralized source of information. Before we built this infrastructure, in order to create for example a machine learning application that consumed data from the bank, there were a lot of limitations: The only way to retrieve data was through SQL queries; The extraction of data was very time consuming; The database is behind a restricted VPN with a low bandwidth, so the data access is very slow; Queries are custom made for each problem at hand. So reusing the result of the queries was not simple; Preprocessing needs to be done after extracting the data from the database thus this process is repeated for every different project.

Our infrastructure mitigates the above stated limitations. Most of the business logic that is needed to retrieve data from the database was already applied to build the Kafka infrastructure, by selecting the useful tables from the database and creating the pre processing that abstracts some of the business logic.
Kafka allows the consumers to be created in several very used programming languages, like Python, Scala or Java, allowing developers to use its language of expertise.

Having the data directly in Kafka, on the company’s permission, avoids the overhead of accessing the data through the downloading csv process.

During the development of the Recommender System, we created a Python library. This library contains a set of functions that facilitate the consuming and processing of data from the bank.

The preprocessing is being migrated to Kafka Streams applications in order to improve the development of machine learning applications. The idea is to have the preprocessing done in real time, thus reducing the time spent in preprocessing.

Along with the advantages related with machine learning applications, with this infrastructure, we can easily create a consumer application that receives data in real time. It is straightforward to create a consumer application, which can be a consumer and at the same time a producer.

With this infrastructure there are two applications are already in development. The first application is a transactions categorization application that uses the Kafka Streams library to categorize the transactions of Deposit Accounts. The second application is a notifications application that reads a couple of topics, generates and sends notifications to the clients.

A. Recommender System

When evaluating a recommender system, a good way to evaluate the performance of the system is by using the Precision, recall and F1 metrics [20].

The precision being

\[ \frac{\#tp}{\#tp + \#fp}, \]

where \( \#tp \) represents the number of true positives and \( \#fp \) the number of false positives.

Following the same notation, the recall is expressed as

\[ \frac{\#tp}{\#tp + \#fn}, \]

where \( \#fp \) represents the false negatives.

Finally, \( F1 \),

\[ 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]

The ideal is for the false positives and false negatives values to be low, meaning the algorithm is making good predictions. In this context the positives are the client having the product and the negatives are the client not having the problem. So false positives for example, are when the algorithm predicts that the client has de product, when in fact they have not.

Overall Comparison

Our first idea for the model to use in our Recommender System was a Decision Tree. The main reasons were because it is a simple to implement model, very interpretable can achieve good results [7]. From the that, Random Forests are a better algorithm, but less interpretable, and XGBoost even better and even less interpretable. Even though we cannot see the exact tree in the last two algorithms, we can still access features importance, which is very useful for the bank. So we decided to train the three models, and use and improve the model with a better performance in this initial tests.

Table III describes the overall results of the evaluation process of the decision tree models. The table contains the tests for the 8 products. In product we have three different columns for the three models. We performed a series of techniques to try to improve each model’s performance, the results can be seen in different rows. FT, which stands for Feature Transformation. SP, which stands for Sampling. FS, which stands for Feature Selection. We can see that for product 0 and 1, the Feature Transformation and Feature selection achieve the best results. For the remaining products we can see that by adding Sampling to those two techniques we achieve the best results.

Impact of Feature Transformation

The feature transformation help to greatly improve the performance of the models. Since our categorical features are not ready to be fed to our models, we needed to convert the text to numerical features.

When we applied the OHE the dataset grew from 50 features to 17 214 features. A high number of features creates two problems, it becomes harder to compute and it can lead to overfitting [21]. With this high number of features we could not compute the dataset in feasible time, so the next step was to reduce the number of features. The first approach was to clean this categorical features by using a series of text data cleaning techniques. We started with removing the trailing spaces, converting the text to uppercase and removing accentuation from characters. After OHE with we reduced the number of features to 16 233. The next step was to better analyze the content of the features before OHE. We decided to try to group features by converting multiple words to one. After applying OHE we reduced the number of generated features to 12 088. 12 088 is still a large number to compute, so another effort was done to reduce the number of features. The last step was to remove entries with frequency lower than 5. With this we reduced the number of features to 992.

With 992 features it was possible to train the algorithm and continue testing different approaches to improve the models’ performance.

Impact of Sampling

Due to our dataset being imbalanced, we decided to apply two sampling techniques in order to improve the performance of our model.

We first tried undersampling hoping that the model become more sensitive to the minority class, thus improving the prediction results. As we can see in table IV, undersampling had a positive impact in products whose yes class is the minority. In product 7 we see the greatest improvement of all the products,
TABLE III: Overall performance evaluation using the F1 score. The Raw row are the tests on the raw dataset. The FT are the tests after applying Feature Transformation, the SP are the ones after the Sampling and FS after the Feature Selection. In bold we can see the best F1 score for each product.

<table>
<thead>
<tr>
<th>Product 0</th>
<th>Product 1</th>
<th>Product 2</th>
<th>Product 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>RF</td>
<td>XGB</td>
<td>DT</td>
</tr>
<tr>
<td>Raw</td>
<td>0.5263</td>
<td>0.3523</td>
<td>0.697</td>
</tr>
<tr>
<td>FT</td>
<td>0.7783</td>
<td>0.7689</td>
<td>0.981</td>
</tr>
<tr>
<td>FT + SP</td>
<td>0.7692</td>
<td>0.7221</td>
<td>0.9011</td>
</tr>
<tr>
<td>FT + FS</td>
<td>0.829</td>
<td>0.7372</td>
<td>0.9912</td>
</tr>
<tr>
<td>FT + FS + SP</td>
<td>0.7881</td>
<td>0.8234</td>
<td>0.9547</td>
</tr>
</tbody>
</table>

TABLE IV: Sampling F1 scores for product 0 and 1. US stands for undersampling and OS for oversampling. Bold scores are the best for each product.

<table>
<thead>
<tr>
<th>Product 0</th>
<th>Product 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>RF</td>
</tr>
<tr>
<td>Raw</td>
<td>0.3449</td>
</tr>
<tr>
<td>FT</td>
<td>0.5569</td>
</tr>
<tr>
<td>FT + SP</td>
<td>0.5963</td>
</tr>
<tr>
<td>FT + FS</td>
<td>0.5833</td>
</tr>
<tr>
<td>FT + FS + SP</td>
<td>0.6031</td>
</tr>
</tbody>
</table>

Impact of Feature Selection

Feature Selection was done using RFECV in order to improve the model’s performance and training efficiency. In table III we can see the positive impact for feature selection in the models’ performance. In every case the it improved the F1 score.

with an increase of the F1 score of 80.43 %. Product 2 shows a lower improvement, of only 4 %. The undersample removed noise from the majority class datapoints and allow the algorithm to extract more relevant rules that improved the prediction score. In product 0 and product 1, where no is the minority class, we can see that it actually worsens the results. This means that there is relevant information present in the majority class, and removing those entries leads the algorithm to a worst performance.

We then processed to test oversampling to see if increasing the minority class would improve the F1 score. We have to take into account that oversampling can cause overfitting due to the duplication of samples [17], so we used Cross Validation and oversampled only the training data. Looking at table IV we can see that there are improvements only in product 0 and product 1. This can mean two things, either the minority classes, the no datapoints, contained information useful but the algorithm was not sensible to it, or the majority classes contains features that are misleading the algorithm. In the Feature Selection phase, section VI-A, we try to understand which one is the case and proceed accordingly.

In figure 7 we can see that using more than 50 features does not greatly improve the model for product 0, which leads us to the conclusion that there is not much information the algorithm can take from those extra features. The improvement is only of 1%.

The same does not happen with product 7. In figure 8 we can see that the model’s performance has an improvement at around the 100th feature, and continues to improve. There is an improvement of 80 % from the 100th feature to the 779th.

The improvement of using feature selection is not huge, but still helps improve the model’s F1 score. Since increasing the number of features did not appear to make a significant difference in the models’ performance, we can run a Grid Search, which is very intensive, using a lower number of features. We can then perform a feature selection again and then run the other tests using the optimal number of features.

So the big advantage we took from feature selection was the efficiency in training.
B. Summary

In this section we described the evaluation of our infrastructure and recommender system. Starting with a critical view of the infrastructure. We then proceed to the several techniques used to improve the models.

VII. Conclusion

A bank can offer its clients a wide variety of banking solutions. Ranging from deposit accounts, to insurances or even car leasings. The wide range of options can be attractive because it can reach the heterogeneity of clients needs. With the data the bank has on its clients, we can build a system to find the best solutions for the clients. Here we propose a Recommender System that learns from the client’s data in two ways. The first is from feeding the history of clients interactions with the bank, to an XGBoost algorithm in order to learn to recommend the banks products. The second is through the Multi-Armed Bandit (MAB), in which the objective is to maximize the clients advertisement click rate. Our Recommender System performed well during the evaluation, with an average F1 score of from all the product models of 0.89. To support our Recommender System we built an infrastructure using Apache Kafka that is capable of consuming the bank’s database in real time. Also, it allows applications to consume data from Kafka in real time, this way facilitating the integration of applications that want to consume the bank’s database in real time. The infrastructure proved to improve the work flow of integrating applications that consume that from the bank, particularly machine learning ones.

We strongly believe that it can have a huge impact on both the clients and the bank. The clients will have a sort of personal advisor, given them recommendations based on their profile. The bank will benefit from the increase of clients products acquisitions.
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