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Abstract

Sedentary behaviour and the lack of physical exercise are routines existing in a large segment of the population, specially in the elderly. This can lead to health complications and debilitating conditions, reducing the quality of life, as it drives to the inability to perform activities of daily living. The Microsoft Kinect sensor provides an accessible mechanism to implement automatic and assisted training systems, which can then be used, for example, for in-home training, or in care centres, either in a fixed platform or in a mobile assistive robot. However, the need to obtain movement parameters to perform fitness assessment requires data with a large degree of consistency. In this work, a procedure aimed at improving the accuracy of the estimates of the skeleton data from the Kinect sensor is proposed. The method is based on an approach using an unscented Kalman filter applied to a kinematic model, which aspires to reduce the noise and, at the same time, be able to achieve coherence in the estimation, by combining the measurements with previous knowledge on the movements being executed. In the end, it has been possible to extract information, such as angle and angular velocity corresponding to each degree of freedom of each joint, as well as to correct some of the errors present in the data.

Keywords: Biomechanics, Kinect v2 SDK, Motion Capture, UKF.
Resumo

O comportamento sedentário e a falta de exercício físico são rotinas existentes num grande segmento da população, especialmente entre idosos. Isto pode levar a complicações de saúde e condições debilitantes, reduzindo a qualidade de vida visto que leva à incapacidade de levar a cabo actividades da vida quotidiana. O sensor Kinect da Microsoft proporciona um mecanismo acessível que permite implementar sistemas automáticos de treino assistido, que podem ser usados para, por exemplo, sistemas de treino em casa, ou em centros de dia, tanto em plataformas fixas ou em robots assistentes móveis. Não obstante, a necessidade de obter parâmetros do movimento para uma avaliação da aptidão física exige dados com um elevado grau de consistência. Neste trabalho é proposto um procedimento que visa melhorar a precisão das estimativas dos dados do esqueleto obtidas pela Kinect. O método proposto baseia-se num filtro de Kalman unscented aplicado a um modelo cinemático, com o qual se pretende diminuir o ruído e simultaneamente conseguir coerência na estimação, combinando as medições com o conhecimento prévio dos movimentos realizados. Por fim, foi possível extrair informação como os ângulos e a velocidade angular correspondentes a cada grau de liberdade de cada articulação, para além da correção de alguns erros presentes nos dados.

Palavras-chave: Biomecânica, Kinect v2 SDK, Motion Capture, UKF.
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Chapter 1: Introduction

In contemporary society, the decreased practice of physical exercise and a sedentary lifestyle characterize many people’s lives. For various reasons, physical exercise does not play an important role, and sedentary behaviour is common in people from the different social backgrounds and in different ages groups, both in children (Tremblay et al., 2011), adults (Thorp et al., 2011), and specially in the elderly (National Center for Health Statistics (US), 2016).

Physical activity is of major importance in primary and secondary prevention leading to a reduction in the impairment from multiple diseases and disabilities, and also in attaining a better quality of life and a longer life (Biswas et al., 2015; Lee et al., 2012). In fact, physical inactivity and a sedentary lifestyle have many times been reported to have a relation with increased risk of a large variety of conditions, such as, Cardiovascular Disease (CVD) (Ford and Caspersen, 2012; Warren et al., 2010), cardiometabolic disease (Ekelund et al., 2012; Saunders, Chaput and Tremblay, 2014), all-cause mortality (Katzmarzyk et al., 2009; Thorp et al., 2011), type 2 diabetes (Hu, 2003; Wilmot et al., 2012), osteoporosis (Nikander et al., 2010; Warburton, Nicol and Bredin, 2006), and site-specific cancer incidence (Biswas et al., 2015; Lee et al., 2012). Cognitive benefits and an attenuation of cognitive impairment have also been found to be related with the regular practice of physical exercise (Ahlskog et al., 2011; Colcombe and Kramer, 2003).

According to National Center for Health Statistics (US) (2016) latest report’s data, physical inactivity, by means of not meeting “neither aerobic activity nor muscle-strengthening guideline” (Department of Health and Human Services (US), 2008), has been found in 47% of adults. Moreover, it has been found that this number rises to 50% when between the ages of 45 and 64 years, and to 59% for people older than 65 years. In Europe, physical inactivity is one of the leading risk factors for health, and is estimated to attribute to one million deaths per year (WHO, 2015). This lifestyle, particularly in the elderly, might lead to debilitating conditions, reducing the person’s independence, and preventing them from performing Activities of Daily Living (ADLs). According to Warburton, Nicol and Bredin (2006) “musculoskeletal fitness appears to be particularly important for elderly people and their ability to maintain functional independence”. In order to classify the functional status of a person, one’s physical condition is a key factor (Sawatzky et al., 2007). Indeed, mobility, muscular strength and balance are major components of someone’s basic abilities to perform ADLs.

The Kinect sensor (Microsoft, N.d.) is a system developed by Microsoft, currently in the second version (Kinect v2), which is the version used in the present work. Firstly intended as a gaming device, it has seen a wide adoption in scientific research due to its low cost and easy availability, and specially after the launch of an API for use with Microsoft Windows. The Kinect SDK, made available for both version1 and version2 of the Kinect sensor, provides an easy interface for performing acquisitions with this device. Moreover, the capability to recognize the human body through a “skeleton” structure, providing the 3D positions and orientation quaternions (and more information), provides data in a marker-like system manner, with a certain
degree of accuracy. Actually, this sensor captures both depth and colour images, and through the publicly
available SDK, real-time tracking and recognition of the human pose though a 3D virtual skeleton is possible
with a sampling rate of 30 Hz (Shotton et al., 2013). Therefore, it provides an easy way to acquire position
data that could then be described in a movement analysis application, as it may be used to track and
analyse movement, and therefore exploited to extract movement features. Thus, in the recent years, multiple
applications have successfully been tested and shown in a large array of scientific works in elderly care, as
in fall prevention, and for rehabilitation purposes, as described by Webster and Celik (2014) in his systematic
review of these Kinect applications.

![Figure 1.1: Kinect v2 sensor (Microsoft, N.d.).](image)

Also recently, Rikli and Jones (2013) developed a set of functional tests, the Senior Fitness Test (SFT),
which allows physical fitness assessment in older adults, covering the major components of fitness: strength,
endurance, flexibility, agility, and balance, which are required to perform ADLs. Notwithstanding, in terms
of physical exercise programs, maintaining a strict and constant plan is usually difficult and often people
quit due to reasons such as lack of motivation or support (Schutzer and Graves, 2004; Sinclair, Hingston
and Masek, 2007). Nowadays, hospitals and health professionals have been using virtual environments
designed with serious games using gamification techniques, *i.e.* based on video games, in treatment and
fitness training, and also for a variety of applications like distractions during painful medical procedures,
rehabilitation or improvement of motor skills (Michael and Chen, 2005).

However, even with the applications of these serious games in order to fight loss of interest, there are
other aspects which must be taken into consideration. Actually, it is essential to consider the adequate
level of physical effort to require from the participant, as someone will quickly lose interest if such a hard
challenge is presented to her, that she cannot overcome. The same can be said for a challenge that is too
easy and which does not require enough effort to be relevant for the purpose, and also to draw interest in
playing the game. Therefore, being able to assess the condition of the participant is of relevance, not only in
order to have an insight on the actual condition of the person but also for the best functioning and success
of the system.

In this work, these factors were taken into consideration, and, since movement parameters take such
an essential part of the fitness assessment procedure of a person, there is the need to enforce integrity on the data from the Kinect in order to have a viable system to use. In fact, a system using state-of-the-art data processing methods and techniques has been created in this work, which makes use of information acquired using the Kinect v2 sensor and its SDK, and enforces a set of kinematic constraints in a kinematic filter method. This way, it should be possible to extract movement features with larger accuracy and biomechanical compatibility, as the data would be subject to multiple constraints, which were not enforced directly by the SDK but represent physiological traits, and so are very relevant in such an important application.

Furthermore, this work was specially designed targeting elderly people fitness care, since this segment of the population is the most vulnerable from a physically inactive lifestyle and has a higher difficulty regarding the practice of physical activity. In fact, it was based on the datasets acquired by Bernardino et al. (2016) in the Augmented Human Assistance (AHA) project, which made available multiple recordings of various sensors, including the Kinect sensor, of young and elderly participants while performing senior fitness tests, acquired at Faculty of Human Kinetics, Universidade de Lisboa (FMH) on 2015.

Therefore, in the development of this work, an innovative kinematic filter model was created, being described together with the context in which it fits, as it is presented an analysis of the ground-breaking models found on the scientific literature published in the last years.

1.1 Motivation

As previously stated, people have become more and more physically inactive, which has lead to the increase in numerous health problems in the population, which is threatening the quality of life of the world population. In fact, in young people, the problems of a sedentary lifestyle may not be quite obvious or immediately visible, but regarding elderly people, the effect of a poor physical condition is quite more serious. A reduction in the functional status, preventing the accomplishment of ADLs and often accompanied by loss of independence and therefore quality of life, is frequently considered to be worse than a reduction in the expectation of years to live. Therefore, trying to improve the capabilities of the older segment of the population is a great concern.

Consequently, it is of major importance to develop a strategy that would allow for the improvement of public health, through the use of accessible devices which allow for large scale applications. Accordingly, this project focuses on aiding on the execution of a system to perform automated assessment of someone’s physical condition, and that would be able to provide not only the current fitness level, but also for the choosing of adequate exercises that should reduce the abandonment of the training program due to the feeling of lack of accomplishment and lack of motivation. This is done by improving the acquisition capabilities of the Kinect sensor, and extending the possibilities to create a system which could be used in assisted living, in home environments or elderly care centres. Also, gamification techniques were analysed, as they could incentive both the participation and to improve the results, not only keeping people interested, but also having the goal of improving their health conditions and their quality of life.
1.2 Objectives

This work aims at providing a scientific contribution through the development of a kinematic filter method to use with the Kinect sensor SDK data. In fact, as seen through an analysis on recent scientific research works, the Kinect device has been extensively used in fitness training related applications. Moreover, these works mostly use the data as provided by the Kinect SDK, however, the SDK data does not enforce the anatomical constraints that exist in the human body, and health related applications require data which has a biomechanical cohesion. Therefore, there is the objective to enforce this cohesion in the data though the restriction of certain movements that, for a known exercise being recorded, are not expected to happen. Moreover, a modelling of the human skeleton by the angles performed by each joint, should be achieved, giving the ability to then restrict the Degree(s) Of Freedom (DOF) which each joint has, preventing the data to describe non-physiological movements in directions that are not possible. Furthermore, besides the capability to restrict the data for each joint to the DOF that are expected, the capacity to identify the maximum and minimum angles that each joint may describe, and use this information to restrict the data to the accepted interval would be a major achievement in improving the accuracy of the data. Finally, the fact that there is a variation of the lengths of the bones in the data provided by the Kinect SDK also represents a non-physiological mistake in the data, and addressing its correction is also an end goal of this work.

1.3 Thesis outline

This thesis is divided into 7 chapters. First, the present chapter provides an overview to the subject being studied, as well as the tools used, and the motivation behind this study and its main objectives. Second, a few applications using the Kinect sensor which were found in the literature are presented through an analysis on biomechanical applications and an analysis of the Kinect accuracy, also, other devices used for kinematic applications are depicted. Third, the methods of fitness assessment used, and the methods for the creation of an application of a system for this purpose are described. Fourth, the theoretical principles applied for the creation of the model developed in this work are explained, and the method created is substantiated. Fifth, the results of the application of the developed algorithm to a dataset of senior fitness tests are presented. Sixth, there is the discussion of the advantages and limitations of the proposed method. Finally, seventh, the conclusions drawn from this work are presented, together with an analysis of the accomplishments and contributions of the work, and future developments which would likely further elucidate and improve on the current achievements.
Chapter 2: Literature review

With the advances in technology, and as its price is dropping, there is a large variety of accessible sensors available. The Kinect sensor has recurrently been studied and used in the last few years in scientific research, more specifically in the area of biomechanics. Furthermore, devices based on low-cost and/or wearable sensors are often used in diverse applications, as in rehabilitation, assisted living, and sports. The Kinect SDK allows for an easy method of obtaining kinematic data of the human body through time in a form of a 3D virtual skeleton. This simplifies the use of this device, and is a reason for the increasing number of works using it.

There are plenty of recent works on the general subject of biomechanical analyses using the Kinect sensor. In this chapter, some of the most recent and relevant works found in the literature will be presented, mostly directed towards the main focus of this project: rehabilitation and elderly care, in home environments. First, some works using Kinect applications will be analysed; then, a brief analysis of some studies on the accuracy of the Kinect sensor are presented; finally, some applications of a few devices other than the Kinect on the subject in study are described.

2.1 Kinect applications to biomechanics

A variety of biomechanical applications has been recently developed through the use of the Kinect sensor. These include both physical training, rehabilitation and fall prevention. Gamification techniques are often applied, as games serve as an incentive and motivation, keeping the users entertained and lengthening the period for which a system is used, consequently promoting the goal of regular physical exercise.

Alexiadis et al. (2011) created a motion acquisition system that using a Kinect system, and through the use of the skeleton data provided by the publicly available OpenNI SDK, was able to assess and score a dancer’s performance, providing visual feedback in a 3D virtual environment. This was done by comparing the user’s performance to a gold-standard, a performance from a professional. The scoring was based on the joint positions, the joint velocities and the 3D flow error, and a weighted mean of the three provided the final value. The system was capable of assigning different scores to different body parts, allowing the user to train specific and more exact movements. In the end, the results regarding the real-time evaluation of dancers were a high score for professional dancers and consistent rankings of amateur dancers, low deviations of ranking when using ground truth, different scores behaving alike, and low scores when synchronization of dance steps was lost.

Gabel et al. (2012) worked on a full body gait analysis using the Kinect sensor to continuously perform gait tracking at home by extracting stride information. In this work, lower-body and upper-body gait parameters were extracted from the 3D virtual skeleton data provided by the available Kinect SDK. Although working on gait analysis, data from the whole body was used to be able to achieve a better accuracy. The system
was concluded to be robust to environmental changes (Kinect being moved) and placement of the sensor (Kinect placed in different positions). The model was tested on 23 subjects with ages from 26 to 56 years old, with the recordings being executed while synchronized with in-shoe pressure sensors and a gyroscope attached to the wrist to provide validation for this model. The gait analysis was done by means of a simple state machine that identified the beginning and the different parts of the strides. A regression model was built, as an ensemble of regression trees was used to predict the desired values from a set of variables (positions and estimations of velocities and accelerations at each frame, centre of mass, and speed and direction of progress). The predictions generated from the model were found to be, in absolute value, within the interval of 35 to 71 ms for the stride durations when compared to the data from the in-shoe sensors, and a 0.9 correlation was found between the angular velocity estimated with data from the Kinect and the angular velocity extracted from the gyroscope.

Gerling et al. (2012) created a set of gestures and design guidelines for full-body motion-controlled games for older adults using the Kinect sensor and the 3D virtual skeleton obtained via the Kinect SDK. They also created a game and presented two studies in which gesture performance was estimated in terms of range of motion, agility and strength, and analysed the response of the participants to the game. Both static and dynamic gestures were created with assistance from a physical therapy expert. First, 15 participants (60 to 90 years old) with movement disabilities described an overall positive experience in questionnaires, with some finding it too simplistic. Although it was possible to calibrate the system for wheelchairs, the wide range of impairments led to a decrease in accuracy with 16.7% of correct gestures not being recognized. In the second study, the questionnaires of the 12 participants (60 to 91 years old) showed an increase in positive affect while no change in negative affect. Here, a calibration was performed to identify the adequate game difficulty, and only static exercises were used, so, completion rates of 90% to 100% were achieved. In the end, the system showed a positive effect on the participants’ mood. Moreover, it was found that calibration improved accessibility by adapting the game to the players capabilities, that free play was not suitable without prior gaming experience, and that the lack of hand-held device was an advantage.

Parajuli et al. (2012) proposed a method aimed at senior health monitoring, specifically fall detection, by using the Kinect sensor for gait analysis and to evaluate posture, namely when changing from sitting to standing and vice versa. The Kinect SDK was used to extract the 3D virtual skeleton, and a support vector machine (SVM) using the coordinates of each joint as features was used to process the gait and posture data with the objective of distinguishing normal and abnormal gait. Various corrections to the data were made: the data was transformed to correct distortions due to the viewing angle; the data was cleaned, ignoring anatomical inconsistencies that could exist; finally, different data reduction techniques were tested, such as data saved as the relative change between frames, and ignoring the depth data as it “does not change much while standing or sitting down”, or performing a standard gait analysis using pattern recognition techniques for classification between normal and abnormal gait. Support vector machines were chosen due to the high dimensionality of the data and their ability to generate non-linear and high-dimensional classifiers.
Moreover, as various types were tested, C-SVC was chosen with a Radial Basis Function kernel, also the SVM scaling of the data was shown to be critical for the accuracy. Ultimately, this system showed the best results among all tested, regarding posture recognition as in standing and sitting, and gait recognition as normal and abnormal gait, an accuracy of over 90% for sitting and walking tests was obtained.

Chen et al. (2014) used a Senior Fitness Test (SFT) system for a fitness measurement in-home application targeted at the elderly, employing inertial sensors and a Kinect sensor in a synchronized and collaborative way. The Kinect sensor, computing 3D virtual skeleton from the Kinect SDK, was used to monitor the correct pose using relative positions between joints and thresholds on angle values, while the wearable inertial sensors, which measured three axes acceleration and angular velocity, were used to count number of actions performed in the exercise. With this information, visual and audio feedback were used to guide the participants. The SFT movements used in this work were: the chair-stand test, the arm-curl test, the step-in-place test and the 8foot-up-and-go test. Five subjects participated in these tests, performing the movements 40 times, 20 correct and 20 incorrect performances, such that the accuracy of the system could be estimated. As a matter of fact, no False Positives and 1.5% False Negative rate were obtained. Accordingly, it was concluded that SFT measurements could be obtained by the system under realistic conditions.

Mundher and Zhong (2014) presents a mobile robot employing the Kinect sensor to perform person following, allowing for the monitoring of elderly people, and specifically, to raise an alarm in case of need. More specifically, this work targeted the fall detection problem. The described system was able to interact with the human using gesture and speech recognition methods, which greatly simplified the elderly interacting with the robot. In order to detect and track the user, the system used the skeleton structure from the Kinect SDK, and the fall detection was done by computing the distances from the joints to the floor-plane, and defining a threshold on these values which would detect if a fall had occurred. However, in case the floor-plane was not identified, the falls were detected only based on the skeleton space coordinate system. Finally, in 4 simulated falls, the system was able to identify between 50% and 100% depending on the distance from the person to the sensor.

Stone and Skubic (2015), using a dataset of continuously collected data in 13 apartments of older adults with 454 falls (445 by trained stunt actors and 9 naturally occurring residents) for one year, aimed at performing fall detection using the raw values of the depth stream of the Kinect sensor as already studied and validated for this purpose (Stone and Skubic, 2011). With this goal, an individual was tracked over time and events were identified as the vertical state of an individual was characterized in each frame; median and average filters were used to filter the data. An ensemble of decision trees was used to compute the confidence that a fall had happened using features as minimum vertical velocity, maximum vertical acceleration, mean of the filtered measured vertical state signal, occlusion adjusted change for objects with a height below 38 cm, minimum frame-to-frame vertical velocity. The events were considered as near vs. far and occluded vs. not occluded, and cross-validation was performed for standing (98% detection), sitting (70% detection) and lying down (71% detection) positions, with one false alarm per month. The system was found to be
subjective to light conditions and the detection dropped significantly when the person was far or occluded.

Wang, Zhang and Leung (2015) show personal robot companion, aimed at encourage active living and fight loneliness. This robot is able to recognize and follow users using the Kinect sensor, while providing also a voice interaction system where the robot was able to talk using text-to-speech methods. This robot could be used both indoors and outdoors, being able to help carrying the user's belongings. The system used the Kinect SDK to process the skeleton data structure. Then, in order to increase robustness of the method, a tracking loss mechanism was implemented by using an 1 second window where the number of joints detected is counted, and using a threshold the tracking is considered to be viable or lost. Moreover, a false detection system was put in place to prevent the recognition of objects, doing so by considering the fact that false detection are often described by large illogical variations, and so, using the variance of position, false detections could be prevented.

Wang et al. (2015b) developed a remote health coaching system with the Kinect sensor, using the 3D virtual skeleton data from the Kinect SDK. It aimed at being able to automatically coach elderly users to perform physical therapy at home while tracking their performance throughout the plan, and taking into consideration the motivation factor that could lead them to quit the program. In the system, the performance of the user was evaluated in real-time from repetition counting, most moving joints, reachable range and moving time. As the data from the Kinect was considered to be noisy, an approach using kinematic filtering was used to guarantee the integrity of the kinematic parameters. Thus, an unscented Kalman filter and a kinematic model of the human skeleton were combined for the purpose. Furthermore, outlier removal was performed due to loss tracking, using a model which combined a Gaussian model for the random systematic errors and a uniform model for tracking loss errors. The kinematic model interpreted the human skeleton as a kinematic chain, considering the different articulations as joints, each with 1, 2 or 3 degrees of freedom. The kinematic filtering used the parameters position, segment length and rotation quaternion as input vector and the joint positions as observation vector, the transition was considered as a random-walk. Lastly, it was possible to obtain “smooth kinematic parameters from the noisy data”. The same authors have performed a study on the accuracy of the Kinect sensor (Wang et al., 2015a), and it will be analysed on Section 2.2.

Kurillo et al. (2015) and Ofli et al. (2016), including some of the authors from (Wang et al., 2015b) (preceding paragraph), present an automatic monitoring system using gamification techniques to motivate elderly people to perform regular physical activity in a home setting, using the 3D virtual skeleton from the Kinect SDK. The system aimed at improving flexibility, strength, and balance, using exercises with different levels of demand. To quantify the performance in a score, non-linear combinations of features were used, such as joint angles, angles relative to the vertical or horizontal plane, distances, and absolute positions. The data was filtered using a moving average filter and the correctness of each execution obtained by identifying the multiple stages of an exercise, and computed from pose measurements using fixed and dynamic thresholds. The system was tested in a 18 week study (Kurillo et al., 2015) of 7 individuals (77 to 96 years old), and in a 6 weeks (or 10 sessions) study (Ofli et al., 2016) of 6 individuals (74 to 91 years
old). The general health and physical fitness were measured using the SFT before and during the study, and guided by a health coach. Subsequently, the users gave a positive feedback but some felt the exercises were too easy or too hard. Finally, even though some trends were observed relating the chosen features for the system and the external outcome measures (such as SFT), no significant correlation was found. For a study by some of these authors on the accuracy of the Kinect (Obdržálek et al., 2012), see Section 2.2.

### 2.2 Kinect accuracy for biomechanical analyses

Diverse biomechanics studies have been performed using the Kinect sensor, thus multiple works on the accuracy of this device for this purpose have also been published in order to validate its use. Therefore, some works regarding the accuracy of the Kinect sensor with different specific aims will be analysed. Works using the Kinect v2 and the 3D virtual skeleton from the Kinect SDK will be preferentially considered as they are the resources used in this study. Notwithstanding, one work on the first version and a comparison between the two will also be presented to substantiate some of the works described in Section 2.1.

Obdržálek et al. (2012) studied the 3D virtual skeleton data from the Kinect v1 sensor and SDK, against a marker-based system (Impulse, PhaseSpace) of 9 infrared cameras at 480 Hz and 43 active LED markers, with sub-millimetre accuracy. After, the pose was derived using PhaseSpace Recap and Autodesk MotionBuilder. The exercises consisted on smaller and larger movements, in different views and using different joints, as pose, distance, and occlusion are said to greatly affect accuracy. An abnormal high placement of the hips was found. Using the LED markers as ground truth for pose estimation, the Recap system presented an error of about 1 cm, and the Kinect and MotionBuilder about 5 cm. Then, considering the Euclidean distance between the Kinect and PhaseSpace, the largest differences (average, frontal view) were in the hips (224 mm, std 25 mm) and ankles (170 mm, std 39 mm). In addition, the number of outliers was larger for joints down the kinematic chain, and a decrease in performance was found when away from a frontal view. A mixture of a Gaussian and a uniform distribution, for systematic and tracking loss errors respectively, modelled the data reasonably well. Finally, in opposition to the Recap and MotionBuilder fixed bone lengths, the variations in the Kinect were significant and claimed that this should be addressed, as from a T-pose to sitting, leg length varied 10 cm. During a controlled body posture, the Kinect is comparable to a motion capture system, however in a general posture, the variability of pose estimation is about 10 cm.

Wang et al. (2015a) compared the accuracy of the Kinect v1 and v2 and their SDKs, and a marker-based motion capture system (PhaseSpace Impulse X2) using 8 infrared cameras at 480 Hz and 43 LED markers with sub-millimetre accuracy, computing the skeleton via PhaseSpace Recap 2. Sitting and standing movements were performed at different speeds and orientations. The Recap 2 performs calibration, computing and constraining the bone lengths, in opposition to Kinect, which does not. In terms of results, both the Kinects had a standard deviation of about 10 mm to 50 mm, although significantly larger for moving joints, also, deviations increased with the viewpoint angle. Nevertheless, while moving, the Kinect v2 performed
better than the v1. Furthermore, to model the outliers a mixture of a Gaussian (random errors) and a uniform (tracking loss errors) distributions was used, reducing the standard deviations of joint positions by 30% to 40% and improving the accuracy. From the model, the Kinect v2 was found to have less outliers than v1, hence being more reliable for occlusions and rotations. Finally, the Kinect v2, with an average offset of 50 mm to 100 mm, was found to have better accuracy, as well as lower variations in bone length than v1, except for feet and ankle where an offset of 100 mm or more was found. In fact, the Kinect v2 had an offset (average, frontal view) for the hips of 114 mm with 20 mm std; for the knees 105 mm with 21 mm std; for the ankles 122 mm with 24 mm std; regarding bone length, the average variation was 43 mm with 15 std.

Giblin et al. (2016) analysed the Kinect sensor and SDK, and a state-of-the-art biomechanics software that applies corrections to this data (Capture, Kitman Labs), in comparison to a Vicon Bonito 10 marker-based system, using 6 infrared cameras at 100 Hz with 39 reflective markers, and Nexus 2.1 was used for data processing. The Capture system performs a calibration phase in which limb lengths are computed using the Euclidean distance, performing corrections. These corrections are computed from the ratio between the length computed in calibration and the length in a frame \( f \), fixing one of the joints and correcting the other in a rigid body, as \( \vec{j}_{corr} = f \cdot \left( \vec{j}_{uncorr} - \vec{j}_{fixed} \right) + \vec{j}_{fixed} \). The process consists in fixing the hip joint and applying the correction to each limb successively, considering a fixed and a flexible joint, and to all the frames. One subject performed a countermovement jump, 3 repetitions, and the movement phases were identified. Then, the knee angle was computed as a 2 dimension angle between the upper and lower leg. The results demonstrated an improvement from \(-9.6^\circ \pm 3.4^\circ\) to \(-3.8^\circ \pm 3.0^\circ\) in the left, and from \(-5^\circ \pm 1.6^\circ\) to \(1.7^\circ \pm 2.8^\circ\) in the right knee. Moreover, from a precision of \(3.0^\circ\) (left) and \(2.8^\circ\) (right), repeatable results were found. Therefore, bone length calibration significantly improved results.

Otte et al. (2016) analysed the Kinect v2 sensor and SDK, against a Vicon (MX13 and Nexus 2.1) marker-based system, with 16 infrared cameras at 100 Hz with 36 reflecting markers, 2 mm accuracy. The Euclidean distance between the systems was 1 cm to 2 cm, but for feet and ankles exceeded 5 cm. Also, in the antero-posterior and medio-lateral directions, Pearson’s correlation coefficient \( r \) was larger than 0.7, except for ankles and feet where it was lower. In the vertical direction values were lower than 0.7 for 13 of the 21 joints. The movement type and amplitude also impacted the accuracy. In terms of signal-to-noise ratio, the feet and ankles had again the worst results, under 0 dB, but excluding these, larger values were obtained in the antero-posterior (over 10 dB) than in medio-lateral (over 5dB) and vertical directions (-10 dB to -8 dB), as well as the latter having more outliers, considered for clinical parameter calculation. For absolute and consistency agreement between systems, 30 of the clinical parameters had an ICC(3,1) > 0.7, and 38 had \( r > 0.7 \). However, a systematic measurement bias was found on the range of motion of the knee while walking on the spot; and small range of motion on spine and hips, and poor accuracy for vertical movement were found during a short walk sequence. On repeatability, the standard error of measurement was lower than 20% in 31 parameters and ICC(1,1) > 0.6 in 33. Finally, clinical parameters from axial landmarks and upper body were considered to be valid, while feet and ankle positions showed a considerable instability.
2.3 Kinect alternatives in biomechanical studies

For biomechanical studies, multiple easily accessible devices are also often used besides the Kinect sensor, and numerous works have been reported in the last few years. Considering these different devices, and excluding some of the less accessible and less affordable but also extensively used in scientific research systems (e.g. multiple high-precision camera systems using markers), a work using a gaming console, a mobile application and a wearable device are described below.

The Nintendo Wii gaming console uses games controlled by external motion-based devices, such as Wii Fit, a game that promotes exercise and which has been studied by Graves et al. (2010), who found that it provides “light-to-moderate intensity” physical activity, with an energy expenditure and heart rate greater that handheld gaming but lower than treadmill exercise, although an enjoyment rating higher than the latter. Another study using this device, together with the Nintendo Wii Balance Board, is presented by Young et al. (2011). There, a study on the centre of pressure is performed with functional balance training games, with increasing difficulty, associated with prediction of fall risk, maintaining a static position or reaching limits of stability, inside a virtual environment and providing visual feedback of the centre of pressure. 6 older adults (mean 84.1 years old) performed 10 sessions of 20 minutes during 4 weeks, where they were asked to maintain a static position, with the eyes open and with the eyes closed, the variability in the medial–lateral and anterior–posterior planes were studied and a decrease in the mean sway variability was found, but only in the eyes closed condition and in the anterior–posterior plane, the decrease reached significance.

Kranz et al. (2013) report on a pervasive mobile application, using phone integrated sensors, that works in collaboration with a fitness balance board for physical exercise and rehabilitation support, and physical activity assessment. An exercise set was developed with a sports medicine specialist, and 6 users (25 to 33 years old) performed the exercises. In order to evaluate performance, movement angles, smoothness, continuity, regularity, tempo, balance, repetitions and overall correction were analysed. A calibration was performed and in one hand, for local quality assessment, Principal Component Breakdown Analysis (PCBA) was used in a sliding window, through the analysis of eigenvalue spectrum with a predefined threshold for reconstruction quality (95%), and the reconstruction error used as a measure for quality of movement. On the other hand, for global analysis, the axes of largest energy were analysed, a Kaplan–Meier estimation was used to form the empirical distribution function which compared to a template gold standard and a rule-set related to expert knowledge was used on extracted measures to give feedback to the users. When comparing to expert opinions, the error was <10% for 77.86% (magnetometer) and 65.89% (accelerometer) of the cases for dynamic exercises, and 89.58% (magnetometer) and 90.63% (accelerometer) for static exercises. The feedback from the users showed acceptance and potential for a long term adoption.

Pierleoni et al. (2015) use a wearable device on the waist, including a 3-axes accelerometer, gyroscope and magnetometer, to provide the orientation and aiming at performing fall detection in real-time. In order to merge the information from the three sensors, a Madgwick orientation filter algorithm was employed. To
identify a fall, the “impact”, “aftermath”, and “posture” phases were computed through threshold comparisons, the first two based on the acceleration and the third one on the orientation. As such, the thresholds were selected by observation of experimental data. The thresholds for the acceleration were computed offline, after accurate training of a SVM method using a one dimension SVM base form with linear threshold functions. The thresholds for the duration and orientation were based on other studies. Machine learning techniques, such as neural networks or Hidden Markov Models were not used as it was infeasible on a real-time application on the used low cost microcontroller. The experimental protocol consisted on backward, forward, lateral left and right falls, as well as syncope, and ADLs (to identify false alarms), where the recovery from a fall was also considered. 10 subjects (22 to 29 years old) performed 18 different states ( simulated falls, with and without recovery and ADLs). Finally, the algorithm achieved a 90.37% accuracy, 80.74% sensitivity, and 100% specificity, performing better when comparing to an accelerometer only approach.

In conclusion, with the growth in available technology which allows the development of assisted living applications, many studies bring forth new systems that have the ability to improve the quality of living of many older adults. In fact, the Kinect sensor is being employed in many scientific works in the area of biomechanics, however, some works fall short when describing the details of their systems. Nevertheless, the Kinect has been found to be a better device than various alternatives for application in elderly care, particularly due to the lack of a hand held device. Moreover, the provided free SDK simplifies the know-how required, and the accuracy of the sensor was found to be quite high, although not on par with professional marker-based systems. Therefore, the Kinect presents itself as a premium device for the focus of this work.
Chapter 3: Fitness assessment

The ability to viably identify the physical attributes of a subject takes the consideration of a large number of factors. Therefore, the problem should be reduced to smaller parts beforehand, a set of different categories, each of which contributes on the analysis of the global performance: muscular strength, aerobic endurance, flexibility, balance, and agility. These are important factors when analysing the fitness abilities and functional fitness characteristics of a person, and specially when targeting the abilities to perform ADLs by elderly people (Rikli and Jones, 2013), the main motivation of this investigation work.

Determining the key aspects of each of the fitness fields in a meaningful way requires a valid and reliable standard to be followed. Here, the SFT (Rikli and Jones, 2013) is employed for the task at hand. In such manner, it should be possible to find quantifiable measurements that are defined by the movements of the subject that were captured by the Kinect sensor, and which describe the measurements obtained from the performed SFT exercises performed. By doing so, it is possible to identify what is being exploited in the exercise, and therefore it should be viable to use this information to reduce the burden of some exercises, e.g. why do a repetitive test for a long time when there is a test which measures the same factors in half of that time. Or, use the information embedded in other means (such as a game) which are not explicitly fitness assessment physical tests, and therefore are not so cumbersome. Thus granting the ability to maintain the interest of the participants in performing physical exercise by raising the enjoyment in performing those activities.

In the following sections, first, the set of fitness tests being adopted in this work will be individually explained, and their most relevant aspects will be covered. Second, gamification, a technique to turn an activity more appealing by enclosing it in a gaming environment will be analysed. And third, a review of the features often used in the literature regarding fitness assessment will be presented.

3.1 Standard tests for fitness assessment

The SFT (Rikli and Jones, 2013) is a set of fitness assessment tests aimed to assess the physical abilities and functional capabilities of an elderly person, using for that purpose a set of exercises, each targeting a different fitness area or areas. In the following work, not all SFT exercises were employed, as the most relevant for the intended application were selected (the 2-minute step, 30-second chair stand, and 8-foot up-and-go), and upper body exercises were left excluded. Also, in order to study static balance capabilities, another test, the unipedal stance test, which is not included in the SFT, was applied.

The used fitness tests and their areas of application are shown in Table 3.1, while a brief description of the tests and scoring methods may be found in Table 3.2.
Table 3.1: Fitness tests employed in the present work, belonging to tests to the SFT set of exercises, and corresponding fitness areas for each exercise.

<table>
<thead>
<tr>
<th>Fitness test</th>
<th>SFT?</th>
<th>Main fitness area</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-minute step</td>
<td>Yes</td>
<td>Aerobic endurance</td>
</tr>
<tr>
<td>30-second chair stand</td>
<td>Yes</td>
<td>Lower-body strength</td>
</tr>
<tr>
<td>8-foot up-and-go</td>
<td>Yes</td>
<td>Agility and dynamic balance</td>
</tr>
<tr>
<td>Unipedal stance</td>
<td>No</td>
<td>Static balance</td>
</tr>
</tbody>
</table>

Table 3.2: Scoring methods for the applied fitness tests.

<table>
<thead>
<tr>
<th>Fitness test</th>
<th>Scoring type</th>
<th>Scoring method</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-minute step</td>
<td>Count (integer)</td>
<td>Number of full steps, reaching midway between patella and iliac crest, completed in 2 minutes.</td>
</tr>
<tr>
<td>30-second chair stand</td>
<td>Count (integer)</td>
<td>Number of full stands from seated position, with arms across chest, in 30 seconds.</td>
</tr>
<tr>
<td>8-foot up-and-go</td>
<td>Duration (continuous)</td>
<td>Time from a seated position, walking 8 feet (2.4 meters), turning, and return to seated position.</td>
</tr>
<tr>
<td>Unipedal stance</td>
<td>Duration (continuous)</td>
<td>Time from raising the leg, with arms across chest, until putting the leg down or using the arms (for a maximum limit of 30 seconds).</td>
</tr>
</tbody>
</table>

3.1.1 2-minute step test

The 2-minute step test aims at assessing the aerobic endurance of a subject. As such, the person performing the test must raise each knee one after the other, assuring that the knee raises to a point "midway between the patella and iliac crest" (Rikli and Jones, 2013), and trying to do the maximum number of repetitions during the time period of two minutes. The number of repetitions of the exercise is considered as the achieved score.

This exercise is employed as it closely mimics walking and climbing stairs, having multiple ADLs dependent on these actions. *E.g.* going on a walk or shopping, overcoming road obstacles, and other mobility exercises that take a certain duration and therefore require considerable physical endurance.

3.1.2 30-second chair stand test

The 30-second chair stand test is employed in order to determine the lower-body strength of the person performing the exercise. It takes the action of standing up and sitting down on a chair, successively, for a period of thirty seconds, with the subject trying to achieve the maximum number of repetitions in this period.
of time that he or she is able to. The number of repetitions of standing from and sitting on the chair that are accomplished are considered the score obtained on the exercise.

The chair stand test verifies the abilities to perform a large variety of ADLs, as climbing stairs, walking, getting out of a car or tub, all dependent on lower-body strength, moreover, this exercise is associated with reduced chance of a fall (Rikli and Jones, 2013).

3.1.3 8-foot up-and-go test

The 8-foot up-and-go test targets the fitness areas of agility and dynamic balance of the subject. This test starts with a person sitting down on a chair, and requires her to stand up, walk 8 feet (2.4 meters), turn around, and return to the original seated position, with the pace at which the exercise is performed determining the score. The performance of the exercise is measured as the time, in seconds, that the person takes from standing up to returning to the seated position which she started on.

The test attempts to quantify the abilities of the subject to execute ADLs that require the ability to perform faster movements, such as getting off the bus, going to the bathroom, cooking, or answering the phone (Rikli and Jones, 2013).

3.1.4 Unipedal stance test

The final test is the unipedal stance test. This test is not in the SFT, but was created as a measure of the static balance of a subject, which is considered of interest. To perform this exercise, the subject crosses her arms across the chest, while raising a leg from the ground. The performance is measured as the time that the person takes, from raising the leg until putting it down again, without losing balance. There is a maximum limit of thirty seconds on the exercise, after which the test is considered to be complete.

The analysis of static balance allows for the assessment of the condition to perform a large variety of ADLs, as most daily activities require standing, and is a large factor in fall prevention. Riding the bus, and walking in a narrow line or sidewalk are examples of such activities.

3.2 Gamification process

The process of gamification implies the exploration of human-computer interactions through the use of game design concepts (Deterding et al., 2011) with the purpose of, in the case of this study, motivate regular physical exercise in the elderly population, while promoting enjoyment of the people performing it by using game characteristics. Furthermore, the concept of games that incorporate physical activity on their play are often referenced as exergames (Staiano and Calvert, 2011).

In the literature, the concept of gamification has been largely studied and exploited in a variety of areas. Hamari, Koivisto and Sarsa (2014) did a literature review on 24 studies which use gamification techniques in multiple areas, as: education and learning, health and exercise, or intra-organizational systems,
among others. It is shown that most works have positive effects on all or part of the tests employed.

In addition, Larsen et al. (2013) conducted a systematic review in a scope more specific for this work, as it targets randomized controlled trial studies based on the effects of the employment gaming systems that promote physical activity in the elderly population. It was found that these games have the potential to improve the health of the elderly, nevertheless, the methodology of the studies in question was found to be of low-to-moderate quality. Therefore, there is the requirement for, not only longer and better designed studies to assess the effectiveness and long-term adherence, but also studies comparing the exergames with the best available alternative, and also exergames personalised for each individual, i.e. exergames focused on the needs of each user (content, design, and demands) were found to be desirable.

Finally, in terms of the present work, the integration of the employed tests (Table 3.1) on a videogame environment requires the adaptation of the defined physical exercises into a set of movements or movement characteristics that may be incorporated in a gaming environment. Consequently, since the scores that the tests provide are descriptive of the physical abilities of the subject who performed them, there is the need of finding such scores by means of some other activity or movement that the subject performs while playing the game. As walking for 2.4 meters or to march for 2 minutes would not make a very interesting and captivating game, some other way of finding the scores is required that may be used to create an appealing activity. Accordingly, some rudimentary measures extracted from the exercise may be related with the scoring of the test. If that would be the case, these features may be extracted from the activity performed in a game designed for the purpose, and used to obtain a related score to one that would be found by performing the actual test. This way, games that allow the measurement of a set of features that describe the scoring from the tests, may be used to measure the fitness characteristics of an individual, as well as be used to promote the practice and development of the physical attributes in question, and moreover, being an incentive to the accomplishment of regular physical exercise.

3.3 Features for fitness assessment

There is no unique way to assess the physical capabilities of a subject, as such, a diversity of methods are found throughout the literature. One way to perform fitness assessment, which was already depicted above is the SFT. However, works on the subject present more ways of accomplishing the desired physical evaluation, by doing so using more rudimentary measurements and features that, in opposition to the SFT exercises, could be swimingly integrated in a desired gaming environment.

As a matter of fact, actual works on the relevance of features of each of the movements are not common in the literature, therefore, there is the need to search other works on the subject of fitness assessment in order to analyse possible relevant features. In the end, joint angles and positions, and velocities, or measures directly related to these are the ones that are most often used, as well as absolute, or relative displacement of the joints or other body segments.
For instance, Gabel et al. (2012) use measures like the position and direction of progress of the centre of mass, and the speed of walking. Also, they compute the positions, velocities, and accelerations for each of the joints considered in their biomechanical model, in order to be able to achieve the goal of extracting the needed gait parameters used for a full body gait analysis, in which their work is focused on.

Gauthier and Cretu (2014) propose a monitoring system for physical exercise based on the Kinect sensor. They use features to quantify the performed movements such as the positions of the joints and their velocities, the angles at the joints (using the scalar product considering the corresponding segments connected at the joint). Also, they compute the functional working envelope, corresponding to the volume generated considering every possible point touched by a given body, and the rate of fatigue, as the rate of decay of the velocity of the movements being performed, considering the decline in velocity as being associated with the fatigue.

Another study using interesting and relevant movement features would be Moniz-Pereira et al. (2014), who analyse the influence of different pose estimation models, using a marker-based system, and found, on one hand, that if the segments are considered with six DOF, nonanatomical dislocations from soft tissue artefacts may occur. On the other hand, that restricting the model to three DOF on the hip, one on the knee and two on the ankle may not be appropriate as it may hide certain movements that happened in reality. Finally, the features of joint angles are described to be more sensitive than joint moments.

Ofli et al. (2016), use joint angles, distances, and absolute positions as their model's features. However, in this work, the angles of each of the joints are computed relative to the vertical and horizontal plane. These features are used in a model that is intended to quantify the performance of a set of physical exercises which are used in this work's coaching system for older adults.

In conclusion, there are no standard features that are universally used, or even consistently useful. In fact, measurements such as joint angles, positions and velocities, are the ones more often found, as depicted in the works described above. Therefore, the more basic measures are also the most commonly found in the literature, alternatively to more complex and intricate features. And so, systems are usually composed of multiple features, whose best combinations are frequently found to be also from the more rudimentary ones. Furthermore, the capability to automate the measurement of the features are a large advantage in relation to usual methods of measuring them manually, which requires more time and physical resources, as well as introducing a bias depending on which person is performing the measurement.
Chapter 4: Human kinematic motion analysis

The Kinect sensor and the data obtained using the Kinect SDK, as a set of Cartesian coordinates for multiple joints, do not guarantee kinematic and anatomic coherence. Thus, it is important to understand the data behaviour, and the anomalies that should be addressed. In fact, the SDK provides a skeleton model described as 3D coordinates for each of the joints. This data was modelled by a kinematic chain using the Unscented Kalman Filter (UKF) algorithm to enforce multiple constraints, which target the correction of different types of errors present in the data. In reality, the data from the Kinect sensor and Kinect SDK had multiple faults as the algorithm which is implemented by this library does not impose any kinematic or physiological constraints. Indeed, there is no guarantee that the links connecting the joints have constant length throughout the acquisition. This is described as being an important factor respecting the accuracy of the Kinect by Obdržálek et al. (2012), who were able to achieve better accuracy by enforcing fixed length constraints on the data. Other issues could be seen as non-physiological positions being present, i.e. positions that are not possible to be performed by a human being, and therefore must be erroneous.

A search on the recent literature of data processing on biomechanical studies using a skeleton model from the Kinect sensor’s data revealed that many works do not describe or perform any processing on the data before the analysis or before the implementation of a method. Nevertheless, there are some exceptions which do apply processing methods, the most frequently employed were: moving average filter (Andersson, Dutra and Araújo, 2014; Kurillo et al., 2015; Stone and Skubic, 2015), low-pass Butterworth filter (Bonnechere et al., 2012; González, Hayashibe and Fraisse, 2013; Nixon, Howard and Chen, 2013), Kalman Filter for a linear systems (Machida et al., 2012; Pastor, Hayes and Bamberg, 2012; Bostanci, Kanwal and Clark, 2015). Then, not so frequent were the extensions of the Kalman Filter (KF) for non-linear systems: Extended Kalman Filter (Ratsamee et al., 2012; Shu, Hamano and Angus, 2014) and Unscented Kalman Filter (Wang et al., 2015b). Furthermore, as seen in Chapter 2, some researches addressed the outlier problem specifically, by trying to fit probability distributions to the data (Obdržálek et al., 2012) or defining limits on the velocity or amplitude difference (Otte et al., 2016).

This chapter goes into the important concepts aiming at building the background foundations required for the implementation of the system of the present work. In fact, first there will be the explanation of a human kinematic model as a kinematic chain, and also the notation and conventions used. Second, an introduction to the Kalman filter will be explained, as it serves as the basis for the actual algorithm that is going to be used in this work. The unscented Kalman filter, which will be analysed next, uses the same general concepts of the Kalman filter, but circumvents its the main drawback, being devised for non-linear applications. Finally, the actual methods applied to support the processing of the human skeleton data structure will be explained in detail.
4.1 Kinematic model

In order to tackle the problems related to the anatomical structure of the human model, a kinematic filtering approach has been employed. In fact, the skeleton data was modelled as a kinematic chain, with the root in the abdomen, and described by kinematic joints of one, two, or three DOF, corresponding to representations of the anatomical joints and their DOF. Therefore, the human body may be described as,

- the driver (root joint, abdomen) spatial coordinates in a Cartesian coordinate system, the universe coordinate system (in this work, the same as the camera or Kinect coordinate system),
- the orientation of the driver joint,
- the angles formed by each of the bones in the three anatomical planes (frontal/coronal, median/sagittal and transverse/horizontal), according to the their DOF,
- the lengths of each of the bones that connected the joints.

These factors depict the location of the subject in an Euclidean space, considering the position and orientation of the root joint and transformations from the reference frame of one joint to the next, allowing the description of the locations of all the joints. Moreover, by defining the rotations according to the anatomical planes, it was possible to identify rotations in terms of the anatomical movements of adduction and abduction, flexion and extension, and rotation along the axis of the bone: pronation and supination, and medial and lateral rotation.

Figure 4.1: Kinematic model with joint descriptions and frames relative to each of the joints according to the implemented kinematic chain model of the human body.
Accordingly, the approach of a kinematic filter, taking into consideration the anatomical conditions of the human body, aimed at improving the accuracy of the noisy data from the Kinect sensor by enforcing constraints and correcting “impossible” positions that are observed in the raw data, thus achieving a more robust and accurate model.

In practice, the body of the human subject was modelled as 19 joints and 18 rigid bodies, as seen in Figure 4.1, taking each joint with a frame associated with the next joint in the chain, such that the kinematic chain may be computed iteratively from the root to the extremities. This was done by means of a non-linear filter based on the Kalman Filter (Section 4.2), the Unscented Kalman Filter, taking into account the system as described by the driver, angles, and length parameters, and it will be presented in Section 4.3. Further details about the methodology and implementation of the system will be analysed in Chapter 5.

### 4.1.1 Euler angles

A rotation matrix is a way of describing a rotation of a frame in the Euclidean space, however, this 3 by 3 matrix is not only quite large and complex to write, but also quite unintuitive. Therefore, there are conventions that use angles which represent rotations along predefined axes. These angles may be used interchangeably with the rotation matrix, resulting in a simplification in representing a rotation, as well as giving some meaning to three values (Craig, 2005). In fact, three angles may be used to describe a rotation of a frame, and, in the present work, the Z-Y-X Euler angle convention was employed due to being one of the most commonly found in works on the subject, as well as for having a special meaning in the studied biomechanical context, which will be described ahead.

Accordingly to the Z-Y-X Euler angle convention, the rotation of a frame occurs successively in the three axes (in the following paragraph the symbol ′ represents an axis after being rotated), i.e. the first rotation of an angle $\alpha$ rotates the frame around the Z axis, then the second rotation takes the Y′ axis of the new frame...
and performs a rotation around it of magnitude $\beta$, and finally the third rotation considers the $X''$ axis of the now current frame and performs a rotation of $\gamma$ around it. This process may be better understood by looking at the figure below (Figure 4.3).

![Figure 4.3: Rotations according to the convention of Z-Y-X Euler angles.](image)

Therefore, when using this convention, and taking $s$ and $c$ as abbreviations for the sine and cosine functions, the rotations according to each axis are given by,

$$R_Z(\alpha) = \begin{bmatrix} c\alpha & -s\alpha & 0 \\ s\alpha & c\alpha & 0 \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (4.1)

$$R_Y(\beta) = \begin{bmatrix} c\beta & 0 & s\beta \\ 0 & 1 & 0 \\ -s\beta & 0 & c\beta \end{bmatrix}$$  \hspace{1cm} (4.2)

$$R_X(\gamma) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & c\gamma & -s\gamma \\ 0 & s\gamma & c\gamma \end{bmatrix}$$  \hspace{1cm} (4.3)

Hence the combination as successive rotations (Equations, 4.1, 4.2, and 4.3) giving the final orientation,

$$R_{Z \cdot Y \cdot X}(\alpha, \beta, \gamma) = R_Z(\alpha)R_Y(\beta)R_X(\gamma) = \begin{bmatrix} cac\beta & c\gamma & c\alpha s\gamma - s\alpha c\gamma \\ cac\beta & c\gamma & c\alpha s\gamma + s\alpha c\gamma \\ -s\beta & c\beta c\gamma & c\alpha s\gamma - c\gamma \end{bmatrix}$$  \hspace{1cm} (4.4)

One important factor and a motivation for having used this convention (and taking into account that the frame would be aligned with the anatomical planes), was the meaning of the axes and rotations being considered according to the movements in the anatomical planes: the rotation of the $Z$ axis ($\alpha$) mapped to flexion and extension movements, the $Y$ axis ($\beta$) to abduction and adduction movements, and the $X$ axis ($\gamma$) to rotations along the axis that has the direction of the bone.
4.1.2 Transformations

The model was defined as a kinematic chain, therefore, from the driver joint, the joints’ rotations, and the lengths of the bones, the entire system was characterized. Consequently, to define the positions of each joint in the universe reference frame, a set of transformations was applied. These convert from a Cartesian coordinate system corresponding to a joint frame, successively down the kinematic chain, done from the parent to the next joint, considering its rotation and Euclidean distance to the parent as a translation.

Considering the notation $^{A}P_{i}$ as the position of a point in space $P_{i}$ represented as a vector relative to the reference frame $A$. Then, a transformation from the representation in one frame ($A$) to another ($B$) may consist in a translation (Figure 4.4) by means of a vector $^{B}P_{B}$. Thus, a vector written in $B$ may be written in $A$, and vice versa, by applying such transformation.

$$^{A}P_{i} = ^{B}P_{i} + ^{A}P_{B}$$  \hspace{1cm} (4.5)

![Figure 4.4: Translation transformation.](image)

Nevertheless, the frame in which one desires to describe a vector does not need to have its axes in the same orientation as the other frame. Therefore, a transformation may be described by a rotation (Figure 4.5) $^{A}B R$, which describes frame $B$ relative to frame $A$, i.e. consists in the basis of $B$ written in $A$.

$$^{A}P_{i} = ^{A}B R ^{B}P_{i}$$  \hspace{1cm} (4.6)
Then, a transformation may consist in both a rotation and a translation, as seen in Figure 4.6. So, in order to identify a vector in a desired frame $A_P_i$, first there should be a rotation of a known frame ($B$) to the orientation of the desired frame ($A$) $A_B R$, followed by a translation corresponding to the vector of the origin of the second frame ($B$) expressed in relation of the first ($A$), $A_P B$.

\[ A_P_i = A_B R B_P_i + A_P B \]  

(4.7)

Furthermore, a transformation from frame $A$ to frame $B$ of Equation 4.7 may be also described, in a more compact and clear notation as $A_B T$, the homogeneous transform from frame $B$ to frame $A$ (Craig, 2005), defined as,

\[ A_B T = \begin{bmatrix} A_B R & A_P B \\ 0 & 0 & 0 & 1 \end{bmatrix} \]  

(4.8)
And therefore,

\[ A P_i = A T B P_i \iff \begin{bmatrix} A P_i \\ 1 \end{bmatrix} = \begin{bmatrix} A R & A P_B \\ 0 & 1 \end{bmatrix} \begin{bmatrix} B P_i \\ 1 \end{bmatrix} \]  
\( (4.9) \)

\[ \begin{bmatrix} A P_i \\ 1 \end{bmatrix} = \begin{bmatrix} A R & A P_B \\ 0 & 1 \end{bmatrix} \begin{bmatrix} B P_i \\ 1 \end{bmatrix} \]  
\( (4.10) \)

In addition, transformations may be combined together if a frame is known in relation to another that itself is known in relation to a third (Figure 4.7). Respectively, if \( C P_i \) is known, as well as \( B T \) and \( A T \), it is possible to compute the desired \( A P_i \) as,

\[ A P_i = A T B T C P_i \iff \begin{bmatrix} A P_i \\ 1 \end{bmatrix} = \begin{bmatrix} A R & B R & A P_B \end{bmatrix} \begin{bmatrix} B R & B C R & A P_B + C P_i \\ 0 & 1 \end{bmatrix} \]  
\( (4.11) \)

\[ \begin{bmatrix} A P_i \\ 1 \end{bmatrix} = \begin{bmatrix} A P_B \\ B P_C \\ C P_i \end{bmatrix} \]  
\( (4.12) \)

Finally, as the root is considered the driver, the transformations may be applied in turn, starting from the root to the extremities, considering the rotations and translations when obtaining the coordinates of the joint which is next in the kinematic chain, until an extremity is reached. Accordingly, considering only the coordinates of the driver and the lengths and angles of rotation between each of the joints, it is possible to obtain any joint’s coordinates in the universe reference frame. The notation that has been used in this section might also be interpreted as the transformation of the formulation of the joint \( i \) in frame \( B \) to expressing it in frame \( A \).
4.2 Kalman filter

The data observed from the Kinect sensor, may be considered as the true positions of the joints of the subject in the universe reference frame, plus noise. Therefore, due to the structure of the problem, a KF approach was experimented since the movements of the model may be modelled by known expressions, supporting the ability to approximate the true position by filtering the noise using this algorithmic approach.

The Kalman Filter (Kalman et al., 1960) is a method which, based on taking observed measurements in time and considering that the observations have noise, aims at generating estimates that approximate the real, unknown, values. This method is an optimal estimator for linear systems, as it minimizes the mean squared error of the estimated values (Simon, 2006). In addition, it works by producing an estimate of the state of a linear system, i.e. internal values in accordance to a linear dynamic system model (the state) and its uncertainty (covariance matrix). Then, by comparison with the measured values, adjusts the prediction with a weighted average, i.e. according to weights calculated from the covariance of the state - the Kalman gain (Kalman et al., 1960) - which is larger for values with less uncertainty and smaller for values that are more uncertain (Grewal, 2011). The process works recursively, depending only on the previous state and on its covariance, being repeated at each time step by taking a new estimation of the state and covariance and updating them according to the weighed average with the noisy measurements, thus it is possible to be run in real-time applications. The Kalman gain, computed from the covariance, tunes the weights that are given to the predictions and measurements. As a result, a lower gain implies that the system will trust its predictions more than the noisy measurements, hence having smoother changes despite large variations in the measured values. In opposition, for a higher gain, the system will follow the measured values closer, being more responsive to the observed quantities.

4.2.1 Kalman filter formulation

The KF consists mainly of two steps, first the prediction step, where a prediction by a linear transformation is made, based on the state and its covariance at the previous instant, and taking into consideration the noise model of the state-transition model. Second, the update step, where the Kalman gain is computed. In this step, the prediction is corrected in agreement with its magnitude and an observation model, taking into account the observed values and their noise model. At last, the final corrected values for the state and covariance for the current time step are worked out. The complete and detailed formulation for the KF may be found in (Kalman et al., 1960; Bishop and Welch, 2001).

In short, based on the notation of the cited works above, the KF aims at estimating a state $x_i$, therefore, it assumes that the observed data is generated over time (observed at each time step $i$) from the immediately preceding instant, by means of a linear state-transition model $F_i$, contaminated with process noise $w_i$. This is thus described by,

$$x_i = F_i x_{i-1} + w_i$$  \hspace{1cm} (4.13)
where the process noise is assumed to be a multivariate Gaussian (of dimension $L$, the dimension of the state) with mean $0$ and covariance $Q_i$,

$$w_i \sim \mathcal{N}_L(0, Q_i)$$  \hspace{1cm}(4.14)$$

Regarding the measurements $z_i$, the KF assumes that they come from the state $x_i$ through an observation model $H_i$, also tainted by observation noise $v_i$. Hence,

$$z_i = H_i x_i + v_i$$  \hspace{1cm}(4.15)$$

where the observation noise is also considered to be multivariate Gaussian with mean $0$ but covariance $R_i$, of dimension $M$ (of the observation model),

$$v_i \sim \mathcal{N}_M(0, R_i)$$  \hspace{1cm}(4.16)$$

Then, using these assumptions, it is possible to create an algorithm that performs the desired filtering operation. Hence, the state of the filter is defined by a state estimate (estimates were represented by a hat $\hat{}$) $\hat{x}$ and a state covariance representing its uncertainty $P$. These follow the prediction-correction cycle (Figure 4.8) stating with a given estimate ($\hat{x}_0$ and $P_0$). As the predictions (represented by a superscript minus $^-$, as the a priori estimate) are given by, with $T$ representing the transpose of a matrix,

$$\hat{x}_{i^-} = F_i \hat{x}_{i-1}$$  \hspace{1cm}(4.17)$$

$$P_{i^-} = F_i P_{i-1} F_i^T + Q_i$$  \hspace{1cm}(4.18)$$

Then, and taking the following expression (Equation 4.19) for the Kalman gain (the parameter that denotes how much weight is given to the state prediction and how much is given to the observations) as being the optimal Kalman gain (Kalman et al., 1960), the correction follows as, with $I$ representing the identity matrix,

$$K_i = P_{i^-} H_i^T (H_i P_{i^-} H_i^T + R_i)^{-1}$$  \hspace{1cm}(4.19)$$

$$\hat{x}_i = \hat{x}_{i^-} + K_i (z_i - H_i \hat{x}_{i^-})$$  \hspace{1cm}(4.20)$$

$$P_i = (I - K_i H_i) P_{i^-}$$  \hspace{1cm}(4.21)$$

A graphical scheme of the program is presented in Figure 4.8 and the pseudocode for implementing the KF may be seen in Program 4.1.
Figure 4.8: Kalman filter steps and equations.

Table 4.1: Variables of Kalman filter program (Program 4.1).

<table>
<thead>
<tr>
<th>SCOPE</th>
<th>NAME</th>
<th>TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>data</td>
<td>double matrix</td>
<td>input data</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>double matrix</td>
<td>state-transition model*</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>double matrix</td>
<td>observation model*</td>
</tr>
<tr>
<td>input</td>
<td>Q</td>
<td>double matrix</td>
<td>covariance of state-transition model*</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>double matrix</td>
<td>covariance of observation model*</td>
</tr>
<tr>
<td></td>
<td>x₀</td>
<td>double array</td>
<td>initial state</td>
</tr>
<tr>
<td></td>
<td>P₀</td>
<td>double matrix</td>
<td>initial covariance of state</td>
</tr>
<tr>
<td>output</td>
<td>filt</td>
<td>double matrix</td>
<td>filtered data</td>
</tr>
<tr>
<td></td>
<td>x⁻</td>
<td>double array</td>
<td>predicted state</td>
</tr>
<tr>
<td></td>
<td>P⁻</td>
<td>double matrix</td>
<td>predicted covariance matrix</td>
</tr>
<tr>
<td>internal</td>
<td>x</td>
<td>double array</td>
<td>updated state</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>double matrix</td>
<td>updated covariance matrix</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>double matrix</td>
<td>Kalman gain</td>
</tr>
</tbody>
</table>

*considered constant through time in the program

Program 4.1: Kalman filter.

```java
input: double [][] data, F, H, Q, R
double [] x₀, P₀
output: double [][] filt
begin
foreach i in 1...length(data)
  // prediction step:
  x⁻ᵢ ← Fxᵢ₋₁⁻¹
  P⁻ᵢ ← FPᵢ₋₁Fᵀ + Q
  // update step:
  Kᵢ ← P⁻ᵢHᵀ(HP⁻ᵢHᵀ + R)⁻¹
  xᵢ ← x⁻ᵢ + Kᵢ(dataᵢ - Hx⁻ᵢ)
  Pᵢ ← (I - KH)P⁻ᵢ
filtᵢ ← xᵢ
end
return filt
end
```
4.3 Unscented Kalman filter

One big drawback of the Kalman Filter is the linear assumption. It does only work if the transition of the system in time is linear, as well as the observational model. In the scope of this project, the created model is non-linear, so, an alternative to the KF must be applied to circumvent this limitation. There are several methods that approximate the KF in a non-linear application, the most well known and used is the Extended Kalman Filter (EKF). This method considers a linearisation of the system by a Taylor series expansion (often to the first order) around the considered point and substituting the Jacobian matrices in place of the linear ones from KF (Ljung, 1979). However, this approach requires the computation of the derivatives of the state-transition and observation models’ non-linear functions, which reveal themselves as being quite complex to implement for large systems, as well as being only reliable for systems that are almost linear, with violations of the local linearity producing an unstable filter (Julier and Uhlmann, 2004).

Therefore, another useful approach for this work is seized, the Unscented Kalman Filter (UKF) (Julier and Uhlmann, 1997, 2004). Indeed, the UKF has in its basis the Unscented Transform (UT), which stipulates a mechanism of transforming mean and covariance information by virtue of an approximation of a probability distribution instead of an approximation of a non-linear function. Hence, a set of “sigma points” is chosen specifically for their mean and covariance to be \( \bar{x} \) and \( P \), and the non-linear function is evaluated at these points. The statistics from the transformed points may then be recovered, forming an estimate of the non-linearly transformed mean and covariance. This results in a method which yields the ability to propagate second-order properties of a distribution (due to the deterministically chosen sigma points), in addition to creating an interpretation that is more general than a probability distribution (Julier and Uhlmann, 2004). In the following paragraphs, the practical component is described in summary, yet a more complete and detailed formulation and implementation may be seen in (Julier and Uhlmann, 2004; Wan and Van Der Merwe, 2000; Simon, 2006).

First, the UKF introduces some parameters that must be taken into consideration, these are related with the computation of the sigma points, controlling their spread around the mean and the prior knowledge about the distribution. In fact, the UKF takes three parameters that did not exist in the KF:

- \( \alpha \) controls how spread the sigma points are around the mean of the state \( \bar{x} \),
- \( \beta \) carries information and allows to introduce prior knowledge of the distribution of the state \( x \),
- \( \kappa \) is a secondary scaling parameter, for fine tuning.

The usual values for these parameters may be seen in Table 4.2. Besides these three parameters, there is also the parameter \( \lambda \), which depends on \( \alpha, \kappa \) and \( L \), the dimension of the state.

\[
\lambda = \alpha^2(L + \kappa) - L
\] (4.22)
Table 4.2: Unscented Kalman filter sigma points’ usual values (Wan and Van Der Merwe, 2000).

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>USUAL VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$1 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$2^*$</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>0</td>
</tr>
</tbody>
</table>

*optimal value for Gaussian distributions

With regard to the computation of the sigma points $X$, these consist on $2L + 1$ points, where $L$ is the dimension of the state $x$, considering the mean of the state $\bar{x}$ and its covariance $P$, as well as the algorithm parameters described above. In this context, the index $i$ represents the $i$-th entry in the associated vector, and $(\sqrt{(L+\lambda)}P)_i$ is the $i$-th row of the matrix. Then,

$$
X_0 = \bar{x} \quad (4.23)
$$

$$
X_i = \bar{x} + (\sqrt{(L+\lambda)}P)_i, \quad i = 1, \ldots, L \quad (4.24)
$$

$$
X_i = \bar{x} - (\sqrt{(L+\lambda)}P)_{i-L}, \quad i = L + 1, \ldots, 2L \quad (4.25)
$$

where the square root of the positive definite matrix ($P$, a covariance matrix) is defined as,

$$
A = P^{1/2} \Leftrightarrow \quad (4.26)
$$

$$
P = AA^T \quad (4.27)
$$

The sigma points have a weight associated with them, which is used to reconstruct the statistics from the transformed points. $W^{(m)}$ are the weights used to reconstruct the transformed mean, and $W^{(c)}$ are the weights used to reconstruct the transformed covariance of the system. Their values are given by,

$$
W_0^{(m)} = \frac{\lambda}{L+\lambda} \quad (4.28)
$$

$$
W_0^{(c)} = \frac{\lambda}{L+\lambda} + (1 - \alpha^2 + \beta) \quad (4.29)
$$

$$
W_i^{(m)} = W_i^{(c)} = \frac{1}{2(L+\lambda)}, \quad i = 1, \ldots, 2L \quad (4.30)
$$
Figure 4.9: True and UKF systems’ probability density functions, as schematic demonstration of the transformation of the sigma points and estimation of the new mean and covariance.

With respect to the iterative component, the UKF works mostly in the same way as the normal KF, taking the unscented transform for approximating the non-linear functions. Therefore, the same system is reasoned (with the non-linearities), and considering that the noise is additive (Simon, 2006),

\[ x_i = F(x_{i-1}) + w_i \]  \hspace{1cm} (4.31)
\[ y_i = H(x_i) + v_i \]  \hspace{1cm} (4.32)

where,

\[ w_i \sim N_L(0, Q_i) \]  \hspace{1cm} (4.33)
\[ v_i \sim N_M(0, R_i) \]  \hspace{1cm} (4.34)

Therefore, the explained parameters of the algorithm \((\alpha, \beta, \kappa, \lambda, W)\) are considered, and, at each time step \((i)\), the sigma points are computed (Equations 4.23 to 4.25) and are propagated through the non-linear state-transition function,

\[ \mathcal{X}_i^* = F(\mathcal{X}_i) \]  \hspace{1cm} (4.35)

Next, the predicted state and predicted system covariance (again indicated with a superscript minus −) is computed taking the transformed sigma points and the weights associated to each, as well as the noise model for this transition,
\[
\hat{x}_i^- = \sum_{j=0}^{2L} W_j^{(m)} \chi_{i,j}^*
\]
\[
P_i^- = \sum_{j=0}^{2L} W_j^{(c)} (\chi_{i,j}^* - \hat{x}_i^-) (\chi_{i,j}^* - \hat{x}_i^-)^T + Q_i
\]  
(4.36)
(4.37)

Also, the transformed sigma points are propagated through the non-linear observation model function, and the average is reconstructed considering the sigma points’ weights as,

\[
\mathcal{Y}_i = H(\chi_i^*)
\]
\[
\hat{y}_i = \sum_{j=0}^{2L} W_j^{(c)} \mathcal{Y}_{i,j}
\]  
(4.38)
(4.39)

Regarding the measurements, two covariance matrices are computed, one considering only the values obtained through the observation model function and considering the observation noise model, and another, a cross-covariance between the sigma points from the state-transition function and the observations function,

\[
P_{yi} = \sum_{j=0}^{2L} W_j^{(c)} (\mathcal{Y}_{i,j} - \hat{y}_i) (\mathcal{Y}_{i,j} - \hat{y}_i)^T + R_i
\]
\[
P_{(x,y)} = \sum_{j=0}^{2L} W_j^{(c)} (\chi_{i,j}^* - \hat{x}_i^-) (\mathcal{Y}_{i,j} - \hat{y}_i)^T
\]
(4.40)
(4.41)

The Kalman gain is then obtained from these two covariances as,

\[
K_i = P_{(x,y)} P_{yi}^{-1}
\]
(4.42)

Ultimately, the final state for the current time step is corrected according to the Kalman gain and the error between the observed data and the one predicted, and the final covariance from the gain and \(P_{yi}\),

\[
\hat{x}_i = \hat{x}_i^- + K_i (y_i - \hat{y}_i)
\]
\[
P_i = P_i^- - K_i P_{yi} K_i^T
\]
(4.43)
(4.44)

At last, the UKF presents various advantages in relation to the EKF, some of the most relevant being (Wan and Van Der Merwe, 2000; Julier and Uhlmann, 2004):

- The EKF expects the Jacobian matrix of the system-transition and observation function, however, for a large system the computation of the Jacobian is quite painful and error-prone on the algebraic process, being difficult to implement and tune.
- EKF’s linearisation operation is only valid if the system is approximately linear at the point being anal-
ysed, not being reliable otherwise.

- In opposition to the EKF first-order accuracy, the UKF's sample points describe the true mean and true covariance of the Gaussian random variable, and after propagated through the non-linear system, these capture the statistics to the third-order Taylor series expansion.

- The computation complexity of the UKF is of the same order of magnitude of the EKF \( O(N^3) \), accomplishing better accuracy for a comparable complexity, and being sufficiently accurate for highly non-linear applications.

- Wan and Van Der Merwe (2000) evidence a consistent improved accuracy for the UKF in relation to the EKF in multiple domains, such as state-estimation, dual estimation, and parameter estimation.

In program 4.2, the pseudocode for the implementation of the UKF is presented, with the description of each of the variables defined in Tables 4.1 and 4.3

Table 4.3: Variables of unscented Kalman filter program (Program 4.2), complementary of Table 4.1.

<table>
<thead>
<tr>
<th>SCOPE</th>
<th>NAME</th>
<th>TYPE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>input</td>
<td>( F() )</td>
<td>function handler</td>
<td>state-transition model</td>
</tr>
<tr>
<td></td>
<td>( H() )</td>
<td>function handler</td>
<td>observation model</td>
</tr>
<tr>
<td></td>
<td>( \alpha, \beta, \kappa )</td>
<td>double</td>
<td>parameters of the UKF</td>
</tr>
<tr>
<td></td>
<td>( L )</td>
<td>integer</td>
<td>dimension of the state</td>
</tr>
<tr>
<td></td>
<td>( \lambda )</td>
<td>double</td>
<td>parameter of UKF</td>
</tr>
<tr>
<td></td>
<td>( W^{(x)} )</td>
<td>double matrix</td>
<td>sigma point weights ((x: \text{mean } (m), \text{covariance } (c)))</td>
</tr>
<tr>
<td></td>
<td>( \chi )</td>
<td>double matrix</td>
<td>sigma points</td>
</tr>
<tr>
<td>internal</td>
<td>( \chi^* )</td>
<td>double matrix</td>
<td>sigma points propagated through nonlinear function ( F() )</td>
</tr>
<tr>
<td></td>
<td>( \mathcal{Y} )</td>
<td>double matrix</td>
<td>sigma points propagated through nonlinear function ( H() )</td>
</tr>
<tr>
<td></td>
<td>( \hat{y} )</td>
<td>double array</td>
<td>predicted observation</td>
</tr>
<tr>
<td></td>
<td>( P_y )</td>
<td>double matrix</td>
<td>measurement covariance after nonlinear functions</td>
</tr>
<tr>
<td></td>
<td>( P_{(x,y)} )</td>
<td>double matrix</td>
<td>cross-covariance of state and measurement</td>
</tr>
</tbody>
</table>
Program 4.2: Unscented Kalman filter.

```plaintext
input: double [][] data, Q, R
function F(), H()
double [] x0, P0
double α, β, κ
output: double [][] filt
begin
// compute weights for sigma points:
L ← length(x0)
λ ← α²(L + κ) - L
W(m) ← \left[ \frac{λ}{L + λ} \left( \frac{1}{\sqrt{2(L+λ)}} \right) \right], i ∈ {1, 2, ..., 2L}
W(c) ← \left[ \frac{λ}{L + \frac{1}{2}L + λ} \right] + α² + β \left( \frac{1}{\sqrt{2(L+λ)}} \right), i ∈ {1, 2, ..., 2L}

foreach i in 1...length(data)
// compute sigma points:
X_i ← [x_{i-1} - \hat{x}_{i-1} + \sqrt{(L + λ)P_{i-1}}]_j

// time update:
X^*_i ← F(X_i)
\hat{x}_i ← \sum_{j=0}^{2L} W^m_j X^*_i,j
P^-_i ← \sum_{j=0}^{2L} W^c_j \left( X^*_i,j - \hat{x}_i \right) \left( X^*_i,j - \hat{x}_i \right)^T + Q
Y_i ← H(X^*_i)

// measurement update:
P_{y,i} ← \sum_{j=0}^{2L} W^c_j \left( Y_{i,j} - \hat{y}_i \right) \left( Y_{i,j} - \hat{y}_i \right)^T + R
P_{(x,y),i} ← \sum_{j=0}^{2L} W^c_j \left( X^*_i,j - \hat{x}_i \right) \left( Y_{i,j} - \hat{y}_i \right)^T
K_i ← P_{(x,y),i} P^{-1}_{y,i}
\hat{x}_i ← \hat{x}_i + K_i (data_i - \hat{y}_i)
P_i ← P^-_i - K_i P_{y,i} K_i^T

filt_i ← \hat{x}_i
end
return filt
end
```

4.4 The Human Kinematic UKF

The processing of the data retrieved from the Kinect sensor was focused on achieving better accuracy by means of attempting to automatically correct the errors which expose themselves as non-physiological dispositions of the human model, i.e. variable lengths of the bones, or joint constraints violated. In order to do this, an approach using an UKF was employed on a modelling of the human body as a kinematic chain, which will be illustrated in this section.

In the followed approach, two kinematic chains were considered, one modelling the upper half of the body, and the other modelling the lower half, as seen in Figure 4.10. In the end, both chains may be grouped again, by considering the filtered positions of both models. In fact, by considering these two systems as being independent, the complexity of the model would be reduced, improving the computation time, and parallel processing of both would be possible as there are no interdependencies. This consideration is of
special relevance if the system ought to be employed in a real-time application, as the latency of processing one frame would be substantially lower. However, in the end, an error would be introduced, as the positions of the roots of both models might not match, but this should not be a problem, as upper or lower movement features usually do not require this aspect, and so it was not addressed. Notwithstanding, computing the mean between both positions would be an easy way to correct this issue, if required.

Figure 4.10: Joints considered in the upper, and lower-body kinematic chains.

Furthermore, the kinematic chains were modelled as going from the root to the extremities. Thus, from the position of the root, successive transformations were applied using rotations, considering one (elbow, knee), two (ankle), or three (spine, spine-shoulder, neck, shoulder, hip) angles depending on the DOF attributed to each joint, and considering the lengths of the links as the translation factors. Therefore, there was the need to compute a set of angles for each joint, so the Euler angle convention has been considered, with each angle aligned to a corresponding anatomical plane, as seen in Figure 4.1, so meaningful information on the angular movements being performed could be extracted. As not all joints in the body allow movement in all directions, depending on which rotations are possible by a certain joint, a number of DOF were provided for it, and the same number of angles was computed.

In fact, a transformation works from the parent joint to the following one, by considering the joint’s position as \((x, y, z) = (L, 0, 0)\) in the parent’s reference frame, where \(L\) is the length of the bone connecting the considered joint and its parent. Hence, the reference frame of the parent joint is considered always to have its X axis aligned with the bone connecting it to the successive joint in the kinematic chain. Therefore, the joint’s coordinates in the parent’s reference frame is a translation in the X axis of value given by the parameter
These link length parameters should be computed right before the capturing taking place, with a person in a static position, and during a period of time that would allow for the averaging throughout that interval, reducing the possibility of obtaining wrong measurements in this step. Nevertheless, it is clear that the joints are not all aligned in the same direction, therefore, rotations of each of the reference frames must be taken into account. These rotations were represented in the state as Euler angles, and represented the rotation of the parent's frame, such that the X axis of the parent was given the direction of the joint in consideration. So, the description of a joint in its parent reference frame was set as the rotation of the parent's reference frame such that the X axis aligned with the link direction, and a following translation of norm equal to the link length. Moreover, these transformation could be composed (Equation 4.11), i.e. chained together, in order to obtain the description of joints deeper in the kinematic chain in reference frames corresponding to previous joints, and in the end, in the Kinect's reference frame.

These models were implemented using a kinematic filter based on an UKF, which worked by making a prediction on the state for the following frame, taking into account the previous state and a given state-transition function which acted on that state, and combining it with the observations obtained through the Kinect using a given observation model, according to a scaling factor, the Kalman gain (Equation 4.42), as conceptually described on Section 4.3. This was done using a constant velocity model, meaning that the variations were introduced through the acceleration component. On one hand, the state considered by the filter was composed by the position and the angles for each joint in relation to the direction of the next, and the link lengths, as described by the vector in Subsection 4.4.1. On the other hand, the observation vector corresponded to the joints, as 3D coordinates given by the Kinect SDK, as seen in Subsection 4.4.2. Likewise, the state-transition function, which made predictions based on the previous state, and the observation function, which transformed the state into Cartesian coordinates into the same coordinate system as the Kinect's, are detailed in Subsections 4.4.3 and 4.4.4, respectively. Also, the square root of the covariance matrix was computed using the Cholesky decomposition, a stable and efficient method often employed in the UKF (Julier and Uhlmann, 2004).

In addition, the SDK algorithm did not enforce any physiological constraint on the skeleton model, and it was asserted that there were variations of the lengths of the links, which was definitely not a physiological phenomenon. Hence, its acquisition was clearly wrong, and the filter targeted the issue, trying to maintain the lengths constant throughout the acquisition, as seen in the section relative to the results, Section 5.3.

In the following subsections, the specific components of the implemented UKF are described.

#### 4.4.1 State vector

The state vector $x$ described the system as the two kinematic chains, modelling each one by the positions and velocities of the root in the universe reference frame, and the angles and angular velocities, and link lengths needed for the description of the skeleton analysed above.

Also, as explained, a model for the lower-body (Equation 4.45), and a model for the upper-body (Equation
components of this, another reason for not being included was the reduction of the complexity of the computations. Fitness tests would not require gesture detection or opening/closing of the hand information, and besides acquisition, Section 5.1), that the positions for the hand tip and thumb were discarded, as the study of the upper-body (Equation 4.48) were defined.

\[
x = [x_{\text{root}}, y_{\text{root}}, z_{\text{root}}, vx_{\text{root}}, vy_{\text{root}}, vz_{\text{root}}, \theta x_{\text{root}}, \theta y_{\text{root}}, \theta z_{\text{root}}, \omega x_{\text{root}}, \omega y_{\text{root}}, \omega z_{\text{root}}, \theta x_{\text{hip}}, \ldots \]
\[
\theta y_{\text{hip}}, \theta z_{\text{hip}}, \omega x_{\text{hip}}, \omega y_{\text{hip}}, \omega z_{\text{hip}}, \theta z_{\text{knee}}, \omega x_{\text{knee}}, \omega y_{\text{knee}}, \theta y_{\text{ankle}}, \theta z_{\text{ankle}}, \omega y_{\text{ankle}}, \ldots
\]
\[
\omega z_{\text{ankle}}, \theta x_{\text{l-hip}}, \theta y_{\text{l-hip}}, \theta z_{\text{l-hip}}, \omega x_{\text{l-hip}}, \omega y_{\text{l-hip}}, \omega z_{\text{l-hip}}, \theta z_{\text{l-knee}}, \omega x_{\text{l-knee}}, \omega y_{\text{l-knee}}, \theta y_{\text{l-ankle}}, \theta z_{\text{l-ankle}}, \omega y_{\text{l-ankle}}, \ldots
\]
\[
\omega z_{\text{l-ankle}}, \theta x_{\text{l-hip}}, \theta y_{\text{l-hip}}, \theta z_{\text{l-hip}}, L_{\text{r-root}}, L_{\text{r-hip}}, L_{\text{r-knee}}, L_{\text{r-ankle}}, L_{\text{r-ankle-foot}}, \ldots
\]
\[
L_{\text{l-root}}, L_{\text{l-hip}}, L_{\text{l-knee}}, L_{\text{l-ankle}}, L_{\text{l-ankle-foot}}^T
\]

4.4.2 Observation vector

The data provided by the Kinect SDK described the human model as a set of joints in a skeleton structure, which included the position of each joint as a set of coordinates in a reference frame, the camera reference frame (which in the implementation was also the universe reference frame). Thus, each joint was described by a vector of three coordinates, and again, a model for the lower-body (Equation 4.47), and a model for the upper-body (Equation 4.48) were defined.

It should be noted, by comparison with Figure 5.1 (presented ahead in the section related to the data acquisition, Section 5.1), that the positions for the hand tip and thumb were discarded, as the study of the fitness tests would not require gesture detection or opening/closing of the hand information, and besides this, another reason for not being included was the reduction of the complexity of the computations.

Finally, regarding the notation used in this subsection, \( y = [x] \) must be seen as describing the three components of \( x \) as being components of \( y \), i.e. \( y = [x_1, x_2, x_3] \).
Lower-body model:

\[ y = [x_{\text{root}}, x_{l-\text{hip}}, x_{l-\text{knee}}, x_{l-\text{ankle}}, x_{l-\text{foot}}; x_{r-\text{hip}}, x_{r-\text{knee}}, x_{r-\text{ankle}}, x_{r-\text{foot}}]^T \]  

(4.47)

Upper-body model:

\[ y = [x_{\text{root}}, x_{\text{spine}}, x_{\text{c-shoulder}}, x_{\text{neck}}, x_{\text{head}}, x_{l-\text{shoulder}}, x_{l-\text{elbow}}, x_{l-\text{wrist}}; x_{r-\text{shoulder}}, x_{r-\text{elbow}}, x_{r-\text{wrist}}]^T \]  

(4.48)

4.4.3 State-transition function

The state-transition function \( F \) (Equation 4.31) delineated the evolution of the state \( x \) (Equations 4.45 and 4.46). Hence, this evolution is represented by a linear system of the physical equations of motion considering each time step to be \( \Delta t = \frac{1}{f_{\text{samp}}} \) (again, \( f_{\text{samp}} = 30 \) Hz), which depending on the number of DOF of each joint would be computed as follows:

- For joints with 1 DOF,

\[
\begin{bmatrix}
  x_i \\
  v_xi
\end{bmatrix} = \begin{bmatrix} 1 & \Delta t \\ 0 & 1 \end{bmatrix} \begin{bmatrix}
  x_{i-1} \\
  v_{xi-1}
\end{bmatrix}
\]

(4.49)

- For joints with 2 DOF,

\[
\begin{bmatrix}
  x_i \\
  y_i \\
  v_xi \\
  v_yi
\end{bmatrix} = \begin{bmatrix} 1 & 0 & \Delta t & 0 \\ 0 & 1 & 0 & \Delta t \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix}
  x_{i-1} \\
  y_{i-1} \\
  v_{xi-1} \\
  v_{yi-1}
\end{bmatrix}
\]

(4.50)

- For joints with 3 DOF,

\[
\begin{bmatrix}
  x_i \\
  y_i \\
  z_i \\
  v_xi \\
  v_yi \\
  v_zi
\end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & \Delta t & 0 & 0 \\ 0 & 1 & 0 & 0 & \Delta t & 0 \\ 0 & 0 & 1 & 0 & 0 & \Delta t \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix}
  x_{i-1} \\
  y_{i-1} \\
  z_{i-1} \\
  v_{xi-1} \\
  v_{yi-1} \\
  v_{zi-1}
\end{bmatrix}
\]

(4.51)

Then, for the link lengths, these were defined as being constant throughout the entire acquisition, therefore, they were described by,

\[ L_i = L_{i-1} \]

(4.52)
4.4.4 Observation function

The observation function $H$ (Equation 4.32) was set using an accumulation of composed transformations (Equation 4.11), which were applied starting at the root and evolving outward, applying successive rotations and translations according to the angles predicted in the state $x$, to then compute the values of the positions of each joint in the universe reference frame, described in the observation vector (Equations 4.47 and 4.48). The resulting values would then be able to be compared to the ones obtained directly though the Kinect sensor, as both would be 3D coordinates of the joints in the universe reference frame.

Since describing the process for the entire system would be too cumbersome due to the large size, an example using the model’s leg is presented below in order to provide a more intuitive view of the process of computing the chain of composed transformations:

1. The lengths of each link were parameters known from the calibration phase: distance from root to hip, from hip to knee, from knee to ankle, and from ankle to foot.
2. The root ($r$) was considered the driver, and was modelled by its Cartesian coordinates $(x, y, z)$ and its orientation in Euler angles $(\alpha, \beta, \gamma)$, both in relation to the universe reference frame ($W$).

\[
\begin{align*}
WP_r &= (x, y, z) \\
W_rR &= R_{Z'Y'X'}(\alpha, \beta, \gamma)
\end{align*}
\]

3. The hip frame in the universe reference frame ($WP_h$) was given by the transformation $W_T$ applied to $rP_h$ of the known vector of the hip in the root frame,

\[
WP_h = W_T^rP_h = W_rR^rP_h + WP_r
\]

4. The knee frame in the universe reference frame ($WP_k$) was given by composition from the transformations of known vector of the knee in the hip frame, from the hip frame to the root frame, and then from the root frame to the universe reference frame.

\[
WP_k = W_hT^hP_k = W_hT^rT^hP_k
\]

5. To obtain the ankle frame ($WP_a$, Equation 4.57) and the foot frame in relation to the universe reference frame ($WP_f$, Equation 4.58), the same rules as before were applied, 

\[
\begin{align*}
WP_a &= W_kT^kP_a = W_rT^rT^kT^hP_a \\
WP_f &= W_aT^aP_f = W_rT^rT^hT^kT^aP_f
\end{align*}
\]
Chapter 5: Experimental results

In this chapter the methods described in Chapter 4 are portrayed in a practical implementation: the pre-processing of data for fitness assessment. The Kinect v2 datasets acquired by Bernardino et al. (2016) consist on functional fitness tests performed by young and elderly participants. The filter parameters were selected in order to improve the accuracy and biomechanical compatibility of the skeleton data provided by the Kinect SDK.

The treatment of the data was performed using the MATLAB (version R2015b) software suite, with the skeleton data being made available in the MATLAB MAT-file format, and the implemented methods programmed in this language, which took advantage of its matrix computation capabilities. The visualization, including both plots and the model representations, was also accomplished resorting to MATLAB.

In what follows, the experimental methods employed in the present work will be explained. First, the relevant processes performed during the data acquisition will be presented. Second, the practical implementations will be portrayed. Third, an extensive analysis on the results obtained through the implemented model will be substantiated accordingly.

5.1 Data acquisition

Bernardino et al. (2016) present multiple datasets of different sensors (Kinect skeleton, Kinect RGB, electrocardiogram, respiratory rate, blood volume pressure, accelerometer data) of functional fitness tests being performed by young and elderly people. In this work, only data from the Kinect skeleton was used, hence, from now on, when referring to the datasets, only these are being considered. The tests consist on some exercises from the Senior Fitness Test (SFT): 2-minute step, 30-second chair stand, and 8-foot up-and-go, and another test not present on the SFT, the unipedal stance. The details of these fitness assessment exercises, both their description and scoring methods, are explained in Section 3.1.

The acquisitions were performed at Faculty of Human Kinectics, Universidade de Lisboa (FMH) in 2015. The four exercises were performed by 11 young adults (7 female and 4 male), and by 10 senior adults (9 female and 1 male, with an average age of 61 years) (Bernardino et al., 2016). In total, the datasets consist of 21 people performing the four physical exercises stated above, with sometimes more than one repetition being recorded.

Looking at the organisation of the data, the Kinect SDK provides a skeleton structure with a 30 Hz sampling frequency, which includes:

- the timestamp for each frame,
- the orientation of the floor, in the Hessian normal form,
- the 3D positions of each of the 23 joints in a Cartesian coordinate system,
- the orientation of each joint as an orientation quaternion,
• and a ternary indicator of tracking, not-tracking, or inference on the position of each joint.

Figure 5.1: Set of skeleton joints provided by the the Kinect SDK. (Robotics, N.d.).

When acquiring the data, the person performing the exercise would be in front of the Kinect sensor, which was still and able to capture the full body of the participant for the entire duration of the exercise. The capture was done either in the sagittal plane, or in the coronal plane, depending on the movement being performed. However, there were some exceptions, as for some subjects the same exercise was recorded in different angles, specifically in the 2-minute step test.

5.2 Data processing

The practical implementation of the kinematic filter use multiple techniques combined, some of which required precise tuning of various parameters. The processing of the data took multiple steps, from the simple removal of gross errors by hand, to the actual kinematic filter and processing by the UKF. In this section, the steps performed in the experiment, starting from the raw data until the collection of the final results are delineated, providing information on the methods used in the creation of the kinematic filter.

First, before the actual filter were to take place, there were some cases where multiple people were recognized by the Kinect, yet only the subject in question would be performing the exercise. Therefore, the data from the other people who were present was discarded manually. Also, some datasets included periods of missing data, where nothing had been captured for some consecutive frames. The analysis and treatment of these incomplete measurements is beyond the scope of this work and these were, in general skipped. However, when occurring in the middle of the exercise, the last frame and the first frame after the blank period were concatenated by hand.
Then, the filter is applied. Its goal is to reduce noise, either originating directly from the data or generated by the Kinect SDK low precision real-time methods. The filter takes advantage of a priori knowledge on the maximum velocities and accelerations of the movements being performed by the participants, in each game. With this knowledge, it is possible to attenuate movements which are not likely to be performed, such as rapid movements by a joint which is not expected to move that much. This knowledge is incorporated into the state-prediction step that determines in which directions and with which variations each joint moves, through the covariance of the noise of the state-transition model.

For the values used on the UKF, the sigma points’ parameters selected were the common ones described in the literature, seen in Table 4.2, while the computation of the values that were set as the fixed link lengths were selected in a calibration phase. This period would ideally be performed before the execution of the exercise and in controlled circumstances, however, in the case of this work, as the acquisitions had already been performed, it was defined as the average value of the lengths acquired during the first second of each dataset, as the person would often remain still during this period, and so lower variations were experienced. The initial positions were set as generic standing positions for the 2-minute step and unipedal stance test, and generic seated positions for the 30-second chair stand and 8-foot up-and-go exercises, approximately the same for each dataset, with initial velocities set to zero. Meanwhile, the values for the variations, i.e. the covariances, took quite some more tuning, and since there was no standard to compare the result to, the values were chosen by experimentation, trying to improve smoothness, while still maintaining a recognizable characteristic of the movement and a similarity to the original features visible in the data. This was done by permitting the system’s variations to be high enough to cover the possible movements being performed, but constricting the ones which would be too high that would lead to wrong positions.

5.2.1 Covariance values

The selection of the filter parameters, such as the initial values for the positions and covariance, and for the covariances of the state-transition and observation model, were performed using multiple instances of each exercise. In fact, the use of these multiple datasets aimed at avoiding a bias towards a specific one, while intentionally leaving out others, thus separating the datasets into two sets. This way, there would be some unbiased datasets to analyse, as well as allowing for a comparison between both sets, so the generalization ability of the model could be assessed.

In this subsection, the best values found for the observation and state uncertainties, according to the explained criteria, will be depicted.

In this work, the covariances of the state-transition and observation processes were considered fixed through time, and are denoted by Q and R. The tuning of these values was the most time-expensive step in the process. In fact, as there was no standard which could be used to perform any type of validation to set these values, they were set by experimentation according to the previously explained criteria.

First, in Table 5.1, the values for the observations’ uncertainty were defined. These were all set to the
same value, as there was no performed analysis on the distribution of the noise of the data from the Kinect sensor. However, it was noticeable that in the exercise where the participant would be actually walking (8-foot up-and-go exercise), the noise would be slightly larger, thus a larger value was set in comparison to the remaining exercises.

Second, in Tables 5.3 and 5.2, the covariances of the uncertainty of the state transition are presented, for the upper-body and for the lower-body. The tuning of these values was aided by the existing knowledge on each of the exercises. In fact, a joint which has a larger and faster amplitude of movement in a certain exercise is expected to have larger covariances associated with it. The covariance of the link length was set $10^{-3}$ smaller than the smallest covariance of the model in question. Ultimately, the values selected were found to be a useful trade-off between the smoothness and noise cancelling, and the ability to describe the expected variations performed in the exercise.

Table 5.1: Observation covariance values for the upper-body and lower-body models (per frame). ($I$ represents the identity matrix.)

<table>
<thead>
<tr>
<th></th>
<th>2-minute step</th>
<th>30-second chair stand</th>
<th>8-foot up-and-go</th>
<th>Unipedal stance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{\text{root}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$v_{\text{root}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\theta_{\text{root}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\omega_{\text{root}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\theta_{\text{spine}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\omega_{\text{spine}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\theta_{\text{neck}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\omega_{\text{neck}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\theta_{\text{shoulder-c}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\omega_{\text{shoulder-c}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\theta_{\text{shoulder-l/r}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\omega_{\text{shoulder-l/r}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\theta_{\text{elbow}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$\omega_{\text{elbow}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>link length</td>
<td>$1 \cdot 10^{-11}$</td>
<td>$1 \cdot 10^{-10}$</td>
<td>$1 \cdot 10^{-10}$</td>
<td>$1 \cdot 10^{-11}$</td>
</tr>
</tbody>
</table>
Table 5.3: State covariance values for the lower-body model (per frame). The vector entries of the table all have the same specified value in their components.

<table>
<thead>
<tr>
<th>Variable</th>
<th>2-minute step</th>
<th>30-second chair stand</th>
<th>8-foot up-and-go</th>
<th>Unipedal stance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{\text{root}}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$v_{\text{root}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-2}$</td>
<td>$1 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$\theta_{\text{root}}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$\omega_{\text{root}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-2}$</td>
<td>$1 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$\theta_{\text{hip}}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$\omega_{\text{hip}}$</td>
<td>$1 \cdot 10^{-1}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-3}$</td>
<td>$1 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$\theta_{\text{knee}}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$\omega_{\text{knee}}$</td>
<td>$1 \cdot 10^{-1}$</td>
<td>$1 \cdot 10^{-2}$</td>
<td>$1 \cdot 10^{-1}$</td>
<td>$1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>$\theta_{\text{ankle}}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-6}$</td>
<td>$1 \cdot 10^{-8}$</td>
</tr>
<tr>
<td>$\omega_{\text{ankle}}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-4}$</td>
<td>$1 \cdot 10^{-1}$</td>
<td>$1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>link length</td>
<td>$1 \cdot 10^{-9}$</td>
<td>$1 \cdot 10^{-9}$</td>
<td>$1 \cdot 10^{-9}$</td>
<td>$1 \cdot 10^{-11}$</td>
</tr>
</tbody>
</table>

Finally, the initial value for the covariance of the state $P$ was set as being $P_0 = 100 \cdot Q$. In fact, this allows for a faster convergence phase since there is no guarantee that, at the start of the exercise, the initial values set for the filter are close to the true ones.

### 5.3 Data analysis

The results obtained after applying the filter to the data were analysed by comparison to the original data from the Kinect sensor. The fact that there was no ground truth to compare the obtained results against, limited the possibility of a quantitative evaluation. This may be performed in future work for more meaningful results on the accuracy and precision of the proposed system.

In this section, several cases of the performed exercises are presented, illustrating the most interesting features of the filter. In the presented plots the colour blue represents the filtered data, and the colour red represents the original data, unless otherwise stated.

The datasets used for this work (Bernardino et al., 2016) included data from 21 participants performing the 4 senior fitness tests explained in Chapter 3. Thus, by segmenting the datasets into two sets, the analysis of the performance of the filter could be accomplished using datasets which were not used on the selection of the parameters. The fact that similar behaviour was obtained using the two sets provided an indication of low variability of the filter with respect to the selected parameters.
5.3.1 Exercise time-lapses

Figures 5.2 to 5.5 show time-lapses of an elderly female participant performing the senior fitness tests, both the original data obtained from the Kinect SDK (red), and the data provided by the kinematic filter (blue) proposed in this work. In these figures, the circles represent the joints’ positions, and the lines depict the links connecting them. These figures show that, some times, the filter introduces a small delay on the movement, with the filter replaying the original movement with some time lag. However, as will be seen in Subsection 5.3.5 various anatomical errors are also corrected.

Figure 5.2: 2-minute step test time-lapse.

Figure 5.3: 30-second chair stand test time-lapse.

Figure 5.4: 8-foot up-and-go test time-lapse.
5.3.2 SFT positions representation

In Figure 5.6 it is possible to observe the time plot of the position of selected joints of the four fitness tests, before and after applying the filter. The knee was chosen to represent the 2-minute step test (Figure 5.6a) where the knee is periodically raised and lowered, while the hip was picked to describe the 30-second chair stand test (Figure 5.6b) whose position increases for the standing up and decreases for the sitting down parts of the cycle. The hip is also the representative of the 8-foot up-and-go test (Figure 5.6c) where the walking away and returning to the original position is seen thrice, and for the unipedal stance test (Figure 5.6d), the foot was selected since its raising off the ground is the most notable fact of this exercise. These joints were chosen as they were the ones that best described the exercise in question. In the 2-minute step test the entire exercise is not presented due to its length, that would render the plot too dense, thus only 30 seconds from the middle of the exercise are shown. All the other plots show the entire acquisition, and all four were recorded from the same elderly female participant performing the exercises. The dataset for 8-foot up-and-go test had 3 repetitions of the exercise, which are clearly seen as the movement of walking and returning to the original position.
5.3.3 Angular information

The kinematic filter, implemented using the UKF, used the angular information of the joints in the state parameter of the filter to model the skeleton structure using a kinematic chain design. Consequently, the filter processed the angles and angular velocities for each plane of the movement, describing movements of adduction and abduction, extension and flexion, and rotation. As such, Figure 5.7 demonstrate the capability of the filter to compute the knee angle (Figure 5.7a) and the corresponding angular velocity (Figure 5.7b). Here, as the knee only has one DOF, it matched the extension and flexion of the knee. In this plot, one may see the standing up and sitting down of the participant performing the chair stand for 15 times during the 30 seconds. When directly comparing the angle and the angular velocity, it is possible to see the zero-crossing of the velocity corresponding to the maximum and minimum of the angle, and the maximum velocity for halfway through the standing up or sitting down instants.
Figure 5.7: Angle and angular velocity, from the kinematic filter, for the execution of the 30-second chair stand exercise performed by an elderly male participant.

5.3.4 Systematic errors

The data acquired using the Kinect sensor and present in the treated datasets displayed a variety of errors. These could be directly related to the acquisition method, which hindered the correct acquisition of data and led to some wrongfully detected movements. In fact, Figure 5.8 show the data from an elderly female participant executing the 2-minute step test, where the acquisition was performed in the sagittal plane, and the sensor only detected one leg moving, i.e. the raising of each leg was seen as the same leg being raised twice the correct number of times. Nevertheless, other acquisitions in the same plane led to the correct detection of the exercise, which indicated that the acquisition angle was not the unique factor which caused the issue, suggesting a larger set of different, or unidentified, factors being responsible for this phenomenon. Here, the filter did not perform as intended, as the data did not agree with the values set for exercise.

Figure 5.8: 2-minute step exercise performed by an elderly female, showing an error in the acquisition where only the left leg (green) is registered, instead of alternation with the right leg (black).
5.3.5 Anatomical errors

Errors related to the physical properties of the human body were also present in the dataset. Indeed, although each joint has a certain number of DOF, these may be constrained to a limited range, e.g. the knee or elbow can only be extended until the arm is completely straight and can only be flexed until it is fully bent, thus their angles have a range of rotation of approximately $[0, \pi]$. The distances between joints are also a physiological constraint of the human body, as the lengths of the bones are not variable. However, the data from the Kinect does not impose this constraint, and the lengths between joints, computed as the Euclidean distance between the positions, are variable through time. The implemented kinematic filter reduced this error, maintaining this distance close to the value set during the preceding calibration phase. This can be seen in Figure 5.9 where the raw lengths of the lower leg keep oscillating according to the movement that the participant is performing (the standing up and sitting down movements of the 30-second chair stand test) but the filtered data is almost constant.

![Figure 5.9: Lower leg length of an elderly female participant performing the 30-second chair stand exercise. In red the original lengths from the Kinect, and in blue the lengths while using the kinematic filter.](image)

Another type of errors found in the data were large and fast variations that cannot describe the actual motion of the person being recorded. An example may be seen in Figure 5.10a showing multiple mistakes during an execution of the *unipedal stance* test, as large movements of the foot were described by spikes in the original data (red), and were highly attenuated by the filter (blue). A different visualization may be observed in the representation of the skeleton model (Figure 5.10b), at the instant marked in Figure 5.10a by a dashed black line (at around 18 seconds). Here, it is visible the error present in the raised foot, with the original data showing the foot fully extended (in the vertical position) whereas the filtered data maintained the foot in the expected raised position, which it held from before.
Figure 5.10: Unipedal stance exercise by a young female participant. An error in the original data (dashed line) is represented in a model showing the difference between the original data (red) and filtered (blue).

A similar case may be seen in Figure 5.11, and also in the *unipedal stance* exercise, where, in this case, the knee of the weight supporting leg showed multiple repetitions of large deviations away from the body to its side, illustrated in Figure 5.11a by the large spikes in the position. As in the previous representation (Figure 5.10), the skeleton model was shown (Figure 5.11b) matching the time instant represented by the black dashed line in Figure 5.11a, and the mistake from the capturing of the knee is clearly seen (in red), while the filtered model kept the correct position.

Figure 5.11: Unipedal stance exercise by a young female participant. An error in the original data (dashed line) is represented in a model showing the difference between the original data (red) and filtered (blue).

5.3.6 Comparison between positions and link lengths

The correction of the variation of the link lengths present in the raw data sometimes had a significant influence in the joint positions. In fact, the proposed kinematic filter tries to correct these variations by using a calibration phase which computes the lengths, and then tries to maintain them constant, as seen in Figure 5.9. However, this process had significant influence on the position data of the joints of a few datasets, cre-
ating an offset between the filtered and original data. An example of this process may be seen in the raised knee position of the *unipedal stance* exercise in Figure 5.12. Here, the offset in the position of the knee (Figure 5.12a), and matching variation of the length of the upper leg (Figure 5.12b) can be recognisable.

![Figure 5.12: Unipedal stance exercise performed by an elderly female showing an offset between 20 and 50 s (leg lifted), comparison between knee height and upper leg length, before (red) and after the kinematic filter (blue).](image)

The final relevant feature identified in the results obtained was the convergence phase at the beginning of some exercises, a small period at the start of an exercise where the positions computed by the filter go from the initial values, closer to the ones provided by the Kinect sensor, following this data thereafter. Figure 5.10 show this process to a considerable extent, while Figures 5.11a and 5.12a evidence the same convergence phase, but to a smaller degree.
Chapter 6: Discussion

The work developed in the present project demonstrated the capabilities of the created kinematic filter to regularize the model of the human body through the skeleton structure provided by the Kinect SDK. The Kinect sensor use in scientific research has been of considerable importance, as it provides an easily accessible and affordable device, specially due to the availability of the Kinect SDK which makes the interaction with the device particularly easy. However, it does have many flaws. These flaws may not be much relevant for some applications, such as games or gesture recognition, but when considering health related applications, special care should be taken. The developed filter introduced conditions that establish biomechanical compatibility in the structure of the data, enhancing the skeleton structure provided by the SDK. The presented model has been shown to have various advantages over the raw measurements from the Kinect, but some drawbacks were also detected. In this chapter, these advantages and disadvantages will be highlighted.

6.1 Reasoning for the algorithmic approach

An UKF model was implemented to filter the data, as explained in Chapter 4. The structure of a KF was a natural fit to the problem at hand, but because the human kinematic model is non-linear, it was used one of the non-linear approximations described in the literature. The UKF was selected as it is a nicely suited approach for non-linear systems (Julier and Uhlmann, 2004). Nevertheless, the attempt to use other algorithms for the kinematic modelling would be an interesting development on this project, and would allow a comparison between algorithms. Indeed, the EKF is the most common KF alternative for non-linear state-prediction and/or observation functions. However, its approximation using a linearisation around a given point by taking the multivariate Taylor series expansion of the function (usually only the first-order term) may not be the best fit for functions presenting large degrees of non-linearity (Julier and Uhlmann, 2004). Another possibility might be the use of a particle filter, as the unscented particle filter (Van Der Merwe et al., 2001), which instead of using the few and predefined sigma points approach of the UKF, uses a large sample of points, applying the function at each one, and reconstructing the result of the non-linear function. However, this is a more computationally expensive system, which may not be adequate for some purposes, e.g. a robot with limited computational capabilities.

Despite the dimension and complexity of the developed filter, its computation is fast enough to apply the proposed model in a real-time environment. However, real-time was not the focus of this work since all the performed tests were done using the datasets already acquired and published by Bernardino et al. (2016), so the implemented algorithm was oriented to off-line processing. Notwithstanding, minor modifications to the core of the algorithm would allow its execution in real-time.
6.2 Evaluation of the system

Regarding the evaluation of the results, a quantitative analysis of the filter capabilities was not possible, as there was no ground truth data in the used datasets. Future work should consider capturing a set of movements with both the Kinect sensor and with a millimetre or sub-millimetre precision marker-based system. This would gather information for the assessment of the proposed system’s accuracy and precision. Moreover, since SFTs are widely established and used in the literature, this would also enable the direct comparison to systems developed by other authors. Apart from the technical issues, the unipedal stance exercise had a design flaw, as the 20 participants of the total of 21 participants, achieved maximum score, so a reformulation of the exercise should be performed.

Given the fact that no quantification of the performance was possible, a qualitative analysis of the results was presented in Chapter 5. With respect to the filter’s performance, it would be interesting to define a set of motion parameters typically used by health professionals. Computing these motion parameters on both the filtered and original data, against the judgement from a health professional. This would contribute with more insight on the performance of the kinematic filter, producing results more relevant to its actual purpose.

The implemented algorithm required the tuning of parameters by experimentation, as covariance values. These values, if too high would lead to high frequency oscillations in the data, while too low covariance values would slow down the variations required for the correct modelling of the exercise. To prevent overfitting, the tuning of the filter parameters was done in only a fraction of the dataset. A comparison between the datasets which were used to pick the parameters and the ones which were not, had similar performance, so similar behaviour ought to be expected in possible future acquisitions.

6.3 Advantages of using the filter

The kinematic filter used angular information to model the joints of the skeleton. This information is of great importance to the analysis of human movement features, as the angles and angular velocities are major factors in the kinematic study of the joints of the human body, being used on a large portion of the literature on human kinematic analysis. Moreover, the information computed by the filter takes into account the three directions of joint movement, *i.e.* adduction and abductions, flexion and extension, and rotation. In fact, this is substantial, as it would otherwise require the computation of all these directions by the defining the frames for each joint at each time step. In opposition, the angle between two links, which may be computed simply by using the scalar product on the directions of the links, provides considerably less information.

Another achieved result was the correction of wrong information exhibited in the Kinect data. As a matter of fact, the kinematic filter defined various constraints on the movement, based on limitations of the changes possible for the features described in the state. These constraints limited the variations possible for each joint, by using *a priori* knowledge on the movements being performed, in this case the senior
fitness tests. Then, only variations which seemed reasonable would be allowed, while still enabling enough variation for the correct modelling of the exercise. In order to do this, the system was enforced to follow the physical equations of motion, for the time step relative to the sampling frequency of the Kinect. Therefore, the fluctuations in position from frame to frame cannot suddenly change, being restricted to the possible variations given by the current velocity at each time step. In fact, the implemented model was able to correct instances of these incorrect variations which were present in the data, as seen in Figures 5.10, 5.11 and also Figure 5.6d, where there were large fast variations in the data. Then, since the filter expected low variation in this exercise, as the unipedal stance exercise is mostly static and does not take executing rapid movements, the variations were mostly attenuated.

In addition, the filter was able to correct another physiological mistake existing in the data from the Kinect SDK. Indeed, the variation of the lengths of the links was clearly an inaccurate feature acquired by the Kinect. As previously stated, this was an important factor for the accuracy of the data, due to the fact that it represented a wrongful description of the human anatomy, being responsible for non-anthropometric modelling of the human body (Obdržálek et al., 2012). As seen in Figures 5.9 and 5.12b, the filter was able to attenuate this feature, using a calibration phase at the beginning of the acquisition, and strongly restricting the variation of this value. Nevertheless, if this calibration phase fails to capture the correct values for the lengths, it could be possible that an amplification of this error could happen. However, this did not happen for any dataset studied. Thus, the calibration should be performed with care, considering a large number of samples, ideally with the subject in a static position and confirming that such a position would allow for a correct acquisition. Finally, it was found that the length variations were highly dependent on the movement, e.g. Figure 5.9 shows the leg lengths oscillating as the person is standing up or sitting down but this is corrected by the filter, with the length staying stable at about half way. Also, Figure 5.12b shows a drop of the upper leg length right when the hip and knee are flexed.

## 6.4 Limitations of using the filter

In the implementation of the filter, no information on the rotation of a link along its axis was introduced on the system from the observations. Yet, the state had this information encoded in the $\theta_x$ and $\omega_x$ components, and the state-transition function made attempts to perform these predictions. Thus, as the system took into account the uncertainty associated with the rotation, but there was no information observed about this direction, random variations were observed regarding these angles and velocities, as garbage data was returned by the filter for these components. So, the inclusion of orientation data would be an important improvement for this filter. This information is also provided by the skeleton structure by the Kinect SDK in the form of orientation quaternions. Nevertheless, the interpretation of these values was not easily accomplished, as there was very few information provided on this data structure, on its meaning, and also on its application methods, so further study and experimentation is mandatory.
There were two strong assumptions about the behaviour of the noise in the acquisition process. The first one was that the noise was Gaussian. However, this was clearly not true, but the statistical characterization of the noise would be a time demanding process which was not possible to do, so this simpler and standard assumption about an unknown noise process was used. The second one was that the noise did not vary depending on the position and movement throughout the exercise. Also, this was not correct as corroborated by analysing the data and verifying the dependence of the noise amplitude on the speed of the movement magnitude, and the direction in which the recording was performed in relation to the positioning of the participant. In principle, the filter could be extended to include a non-stationary noise model depending on the position or velocity on the previous iteration, dynamically updating the covariance matrices. Also, a study on the dependency of the noise on the directions of capturing could also be carried out and used to optimize the process of recording.

One large difference between the original data and the filtered one was an offset found in some instances of the exercises, as seen in Figure 5.12a. This phenomenon was identified in some plots of positions of the lower limbs of participants performing the unipedal stance test. Through a comparative analysis with the lengths of the upper and lower leg, a matching offset was encountered, as seen in Figure 5.12b. This might be a reason for this effect, as the links had their length variation constrained while large variations were actually happening in the data. Indeed, the covariance for the positions was set to be larger than for the link lengths, than first are expected to change more than the latter.

A significant mistake which was identified by the representation and visualization of the human skeleton was the delay introduced in some exercises. This may be an indication that the values set for the allowed variations for that exercise were set too low and higher ones should be investigated.

Also, this representation showed that sometimes there was a significant offset between the processed roots of the upper-body and lower-body models which are computed independently. Thus, a technique for computing the root's position should be employed by either combining the two in some way, e.g. taking the average of the two, or extending the model such that the entire skeleton is processed by the filter at the same time.

Another possible issue which should be taken into account was the non-constant convergence times for the exercises. Although taking mostly short periods, the convergence from the initializations to the true positions represent wrong positions. The initialization was set for the four tests separately, but uniformly for all the executions of the same exercise. Consequently, the initialization did not correspond to the actual initial positions of the participant, possibly even being quite far from them. So, some exercises show longer convergence phases than others depending on how close they are to the initial positions. Indeed, in one hand, Figure 5.10a shows a large variation in the beginning, yet in a short period of time, while on the other hand, Figures 5.11a and 5.12a show a smaller but longer convergence phase. Both outcomes have clear negative implications, as for a long period the data did not correspond to the truth for a longer time, while fast and large variations could lead to large velocities being attained, leading to illegitimate interpretations of the
movements. In order to prevent such errors, the recording could include a convergence phase, discarded in the computation of any parameters, which would allow the filter to converge to a reasonable initial condition and then acquire the actual, correct data. In this work, previously acquired datasets were used, so one alternative would be to compute the parameters ignoring a certain time period e.g. the first 30 of 60 frames (equivalent to 1 or 2 second) of data, as there the filter would most likely be in the convergence phase. Nevertheless, this might not be a good solution, since for some datasets the participant starts the exercise right away, and so the initial frames cannot be discarded as they already described the execution of the exercise. So, new acquisitions could be done taking this facts in consideration, and explicitly record a few seconds of data preceding the exercise to be used as calibration of the filter.

Moreover, the filter could not identify errors which did not describe non-anatomical limitations, as the data anatomically seemed like a possibly correct movement but does not correspond to the real action being performed, and only an individual analysis could have allowed this detection. For example, Figure 5.8 shows an acquisition of an instance of the 2-minute step exercise, where the information provided by the SDK showed the participant raising the left leg twice the times she had actually done, while not raising the right leg, which does not describe the real movement. So, the Kinect recorded only one leg moving with twice the frequency as it failed to identify which of the legs was in reality moving. Therefore, the covariance set for the exercise was about half the velocity which was recorded, and the filter did not perform as expected. Although sequences like this could only be identified for sure by a direct analysis, a prior study on the best angles of acquisition for each exercise could bring forward conclusions about the best methods to perform the recordings, decreasing the possibilities of occurrences like the one described in this paragraph.

The last points refers to the final limitation of the proposed model: the requirement for knowledge on the movements being performed. Consequently, there is the need to create “profiles” for each exercise, as each different exercise has its own movement requirements, and so, its own covariance matrix. This implies that for a new exercise, requiring the performance of a different set of movements, a new profile needs to be created. In order to attack this limitation, the natural mechanism would be an adaptive noise model, as this limitation is basically setting different covariance matrices, i.e. noise models, depending on the movement being performed, and the inability of the filter to adapt. Then, this would be introduced either by dynamically changing the covariance model throughout the exercise, extracting information from the movements. Or, it would require a calibration such as, for example, one repetition of the movement to capture the variations and create the model, and a second one to actually process the exercise.

6.5 Relevant implementation details

The way the filter computes its main feature, the Kalman gain (Equation 4.42), is also its main drawback, both in terms of computation cost, as inverting such a large matrix (observation model covariance matrix) takes a long time to compute for each time step. In addition, the factorization performed to calculate the square root
of the state covariance matrix, implemented using the Cholesky decomposition, in the computation of the
sigma points for each iteration (Equations 4.23 to 4.25), was also a large computation bottleneck. However,
these two steps of the process constrict even more the possible computations which might be tried, as the
matrices must be non-singular and positive-definite, respectively. These details introduce some limitations
on the range of possible operations which might had been performed. Indeed, this is more easily seen by
considering the experiment where one wants to remove the information with respect to the observation data
(or from the state prediction) from one of the iterations. In fact, this would make sense if this information to
be removed represented outliers or any clear mistake on the data. If that was the case, it would be logical to
set the Kalman gain to attribute zero weight to the observation (or prediction) information, while keeping only
the other one for the filtered data, as the Kalman gain controls how much weight is given to which scope of
the filter. This could be even further improved by the incorporation of the intrinsic stochastic nature of the
UKF to find out if the observations fall in an acceptable range of the predictions according to, for example, a
likelihood function, and accept or reject based on this information. Nevertheless, this is not easily feasible to
be accomplished many repeated times (e.g. many outliers in consecutive frames), as it would increase the
possibility that the resulting computed covariance matrix would turn out to be singular. Still, this approach
is given as a promising method which requires additional study and experimentation, being an important
process to be surveyed in the future.

6.6 Important remark

It should be noted that the implemented system was only realized as a proof of concept, which was not fit or
programmed to be employed in an actual system, being only able to process previously acquired data, and
was only able to handle one person recordings. In a real world application, restricting the capture to only
one subject would be infeasible, as even though one could restrict the physical space to only one person,
the Kinect seldom wrongfully identifies objects as people, crashing the system as it cannot handle more
than one person at a time. Therefore, before an actual practical use of the system, further studies must be
carried out to establish the usefulness of the filter. Then, if it turns out that positive results are attained, the
system should be ported, integrating the provided API for the interaction with the Kinect, and taking care of
its practical limitations, so that a useful application could, in the end, be completed.
Chapter 7: Conclusions

In conclusion, a method has been developed aiming at the improvement of the accuracy of the data supplied by the Kinect SDK. This method, a kinematic filter based on a UKF model, can be used in many different applications devised to promote physical activity on its users, such as assistant robots or entertainment systems employed on day care centres. It was created focused on data from senior fitness tests, however it could easily be generalized for other cases, as long as there is a previous knowledge on the movements being performed. Moreover, it allows for the prevention of certain wrong features of the skeleton data from the Kinect, but also provides information on the angles of each joint in either of the anatomical planes set to be movable by that joint, and also the corresponding angular velocity for the same directions. Therefore, the accuracy and extraction of kinematic parameters from Kinect skeleton data would be highly enhanced by the proposed biomechanical model which improves the anatomical coherence of the subject participating in the physical training.

7.1 Accomplishments and further developments

In this work, most of the proposed objectives presented at the start were accomplished. Indeed, it was possible to achieve the creation of a kinematic filter model which has the capability to significantly improve the accuracy of the data provided by the Kinect SDK. In fact, the filter was able to eliminate multiple wrong features existing in the data, having the capability to highly attenuate the variations in link lengths present in the original data, and also to remove erroneous large amplitude changes that do randomly appear in the skeleton data. Therefore, this method provides a valuable pre-processing method intended for applications using this device for biomechanical analysis. Nevertheless, some limitations still prevailed, as it was not possible to limit the the movements by establishing limits on the angles of each joint according to their physiological limit.

Ultimately, there are multiple points that would still be of great value if were to be addressed. In fact, one important thing missing from this study was the comparison of the obtained kinematic filter results against a standard, which would provide a more clear insight on the actual capabilities of the created model, as it would give the means to perform a quantitative assessment of the performance, which was not possible during the development of this work. Moreover, the extraction of movement parameters from the filtered data would also be an interesting development on this work, establishing a comparison with the results from other methods found in the literature, and even more interestingly, a comparison with the de facto method of evaluating movement features, the opinion of a health specialist. Regarding the practical implementation, there are a few points which are worth mentioning, first, the unaccomplished ability to be able to predict, and prevent the joint’s rotations outside their true anatomical capabilities. Second, the introduction of observations containing orientation information, i.e. the orientation quaternions provided by the SDK, which could
then improve accuracy of the system and enhancing the filter with the capability to compute the rotation DOF of some joints. Third and finally, reduce the number of assumptions made, such as the noise to be Gaussian and additive, as well as allow for variations of the noise models depending on the movement being performed. Also, a further fine tuning of all the filter’s parameters would certainly improve the performance. The last group of relevant developments which would be interesting would be to design the kinematic filter using other methods suited for the purpose, such as using the standard EKF instead of the less common UKF employed, or using a particle filter instead, and finally comparing the results of all algorithms. In the end, porting the system in a way that it would be able to be employed in real-time applications, and in real systems.
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