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Resumo  

Os avanços do Kinect One, um sensor de captura de movimentos de baixo custo sem recurso a 

marcadores, e do seu algoritmo de deteção de movimentos humanos levou ao desenvolvimento de 

aplicações nas mais diversas áreas, como reabilitação clínica e análise biomecânica. O algoritmo 

estima eficientemente a posição tridimensional de vinte-e-cinco pontos no corpo que constituem um 

esqueleto humano. Contudo, para a simulação de um modelo biomecânico humano, as orientações 

anatómicas devem ser estimadas com a máxima exactidão. Esta tese propõe a implementação de 

métodos computacionais baseados na técnica de ortogonalizaçao vectorial para obter orientações mais 

correctas a partir de apenas dois pontos do segmento anatómico. Para validar as orientações estimadas 

por cada método, um protocolo experimental foi realizado onde um conjunto de dez movimentos foram 

registados pelo sensor Kinect One e por um sistema de captura de movimentos baseado em 

marcadores. Discrepâncias entre as orientações estimadas pelo sistema baseado em marcadores e 

por cada método usado pelo Kinect One foram graficamente comparadas e avaliadas usando o 

coeficiente de correlação de Pearson. Os resultados obtidos mostram que os métodos implementados 

estimam com boa até muito boa correlação a orientação em torno de um dos eixos de rotação ao passo 

que em torno dos outros eixos de rotação o padrão cinemático foi relativamente diferente entre as 

diferentes técnicas e movimentos. Estes resultados encorajam o desenvolvimento de um modelo 

parametrizado que prevê a orientação ideal para cada segmento anatómico tendo em conta a posição 

das juntas humanas estimadas pelo sensor Kinect One. 

 

Palavras-chave: Análise de movimento; Deteção do esqueleto; Kinect One; Ortogonalização de 

vectores; Cinemática; Ângulos de Euler. 
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Abstract  

The recent advances for the Kinect One, a low-cost marker-less motion capture sensor, and its human 

motion tracking algorithm have led to the development of applications on the most diversified fields such 

as clinical rehabilitation, biomechanical analysis and entertainment. The tracking algorithm estimates 

efficiently the three-dimensional position of twenty-five anatomical joints and body extremities which all 

together constitute a human skeleton. However, for the correct simulation of a human biomechanical 

model, the anatomical orientations must be estimated with the maximum efficiency. This thesis purposes 

the implementation of computational methods based on vector orthogonalization technique to obtain 

more faithful orientations from only two points of the anatomical segment. To validate the orientations 

estimated by each method, twenty-eight subjects performed a set of ten movements that were recorded 

by the Kinect One sensor and by a marker-based motion capture system that is considered the 

reference. Discrepancies between orientations estimated by the marker-based system and by each 

method used on the marker-less system were graphically compared and were evaluated using the 

Pearson’s correlation coefficient. The results obtained show that the methods implemented estimated 

with good to very good correlation the orientation around one axis of rotation while, for the orientations 

around the other axes of rotation the kinematic pattern was relatively different among the different 

methods and movements. These findings encourage the development of a parametrized model to 

predict the optimal orientation of each anatomical segment taking into account the position of the human 

joints estimated by the Kinect One sensor. 

 

Keywords: Motion analysis; Skeleton tracking; Kinect One; Vector orthogonalization; Kinematics; 

Euler angles. 
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1 Introduction 

1.1 Motivation 

Human motion tracking, the process of recording spatiotemporal information of the human movement, 

presents nowadays an importance in the progress of several domains. On the rehabilitation field, for a 

patient who suffered a stroke or another pathology that have partially incapacitated his motor function, 

the continuously monitoring of the patient’s movement reveals to be essential in order to rectify his 

motions and restore his independence for every daily activity. On the ergonomics field, the evaluation 

of the potential risks the workers are subject to at the workplace can also be performed with motion 

tracking with further analysis of the postures and movements recorded, which may help to improve the 

work conditions and, subsequently, the satisfaction of the workers and the productivity of the company. 

The tracking of human movement is also extensively implemented on the analysis of the sports 

performance of top-levels athletes in order to improve their results and on the analysis of gait patterns 

for clinical purposes. Another research area where the tracking of human motion can be implemented 

is in the field of Human Computer Interaction for the improvement of the communication of humans and 

machines through the identification of gestures. 

Therefore, to achieve the best outcomes on the previous examples it is required a motion tracking 

system to be the most accurate as possible. There are several technologies that can be used for the 

tracking of movements, each with its own advantages and disadvantages, but the one that provides 

better precision and accuracy is the marker-based visual system (Ceseracciu et al.). In this system, 

several cameras are used to track reflective markers placed on the body of the person. However, this 

motion capture system has some drawbacks (Capozzo et al., 1996): it is expensive; it takes too much 

time to set all the markers on the subject; the markers may not be placed in the correct position or they 

may move due to the displacements caused by the soft tissue; it lacks portability which makes it 

impossible, for example, to perform physical therapy at the patient’s home. 

An alternative that is being explored by the researchers is the implementation of marker-less visual 

systems, such as the Kinect One sensor, in which a depth image is created and combined with a color 

camera to estimate the position of the centers of several human joints. This device is much less 

expensive than the marker-based system, it does not require the placement of markers on the body and 

it is much easier to carry it to different places. Several studies have been performed in order to 

investigate the accuracy and reliability of the Kinect sensor on the estimation of the joints’ position and 

the kinematic parameters that result from those (Clark et al., 2013; Bonnechère et al., 2014). The results 

found are promising for the implementation of this sensor on the different applications. 

However, the Kinect sensor presents one major drawback which is the estimation of the joints’ 

orientation from the joints’ position. The software produced for the sensor has a built-in algorithm that 

provides those orientations but, due to their difficult interpretation and lack of documentation about how 

to use them, they are not reliable. Although several investigators had analyzed the main joint angle 
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performed on a given task, for example, the angle between the forearm and the arm for elbow flexion 

motion, they did not look for the three possible rotations that some joints can perform. This drawback 

leads to a poor representation of the human body model which may induce misleading results on the 

computations of several kinematic parameters. Besides, this problem would also affect the visual 

feedback of the human body motions which is vital on several domains that need motor learning, such 

as rehabilitation. 

Hence, this research work will address different ways to estimate the orientations of some anatomical 

segments that constitute the human body from the joints’ position estimated by the Kinect sensor in 

order to obtain virtual movements more faithfully to the real movements. 

 

1.2 Literature Review 

1.2.1 Human Motion Analysis 

The study of human motion dates to the primordial years of human history with a text about motion 

patterns of animals and humans published by Aristotle, 384-322 BC, (2015). With the course of time, 

the progress on several fields such as medicine, mathematics or arts allowed the understanding of the 

anatomy and motion of the human body. Klette and Tee (2008) made a comprehensive review of the 

people and the contributions through the course of History that lead to the current understandings of the 

human motion. With the introduction of the first computers in the 1950s, the disciplines of computer 

graphics and computer vision had emerged and, due to its progress, the advances in motion capture of 

human movements have been evolved in a remarkable way.  

There are several methods to capture and track the human movements which may be applied to different 

applications. Zhou and Hu (2008) performed a survey to review the main technologies used for human 

motion tracking with application in the rehabilitation field. They classify those technologies in three 

categories: non-visual tracking, visual-tracking and robot-aided tracking. For the purpose of this thesis, 

only the first two categories will be described since robot-aided tracking, although it has been important 

for the development in the rehabilitation domain (Hesse and Uhlenbrock, 2000; Perry et al, 2007), is out 

of the scope of this work since one is interested in the general estimation of positions and orientations 

for the representation of a human model. 

Non-visual tracking systems track the human movements by using sensors that are attached directly on 

the human body to collect motion data. Among these systems, inertial, magnetic and mechanical 

sensors stand out for most of the studies and applications. In general, all of these sensors have the 

advantage of recording data without taking into account the presence of external devices such as 

cameras (Zhou and Hu, 2008) but, on the other hand, they are cumbersome to use and to be applied to 

real situations (Li and Buckle, 1999). However, a brief description of the non-visual tracking systems 

mentioned is introduced, as well with some studies of their implementation in motion tracking. 
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Inertial sensors, such as accelerometers and gyroscopes, can be used to estimate the positions and 

orientations from the accelerations and angular velocities measured over time. These sensors can 

accurately assess the human pose and movement (Bernmark and Wiktorin, 2002; Hansson et al., 2001; 

Zhou et al., 2006) and, in the biomedical field, it was shown that they can predict the falls of elderly 

subjects which was an important step for the ambulatory monitoring of those people (Najafi et al., 2002). 

The main disadvantage of the inertial sensors is the integration drift that may occur, due to fluctuations 

on the offsets or measurement’s noise, which leads to errors in the positions and orientations computed 

(Zhou and Hu, 2008). 

Magnetic sensors can measure six degrees of freedom of each joint, corresponding to its position and 

orientation in the three-dimensional space, from a magnetic field that is created between a transmitter 

and each sensor. Hindle et al. (1990) found that these sensors can be used to compare the kinematic 

pattern of the backs of normal subjects with the kinematic pattern of clinical patients. Molet et al. (1996) 

proposed a real-time method to convert the measurements made by the magnetic sensors into human 

anatomical rotations instead of the traditional editing software. Although these sensors do not present 

problems of occlusion, the presence of ferromagnetic objects may cause perturbations in the magnetic 

fields which cause the presence of jitter in the measurements (Lenz, 1990). 

Mechanical systems make use of several sensors such as potentiometers which, as a whole, form an 

exoskeleton that the subject has to wear (Vlasic et al., 2007). These sensors provide directly the 

orientations on each joint but do not estimate its position. For that reason, to solve that problem these 

sensors usually are combined with other systems such as inertial or magnetic sensors. Smutz et al 

(1994) have used these sensors to measure the wrist position and angle for the development of a system 

to evaluate the effectiveness of a new keyboard design. The exoskeleton presents the advantages of 

having a wide range of motion to record and not suffering from occlusion, but it is uncomfortable and 

cumbersome to use and do not account for all the rotations such complex human joints can perform 

(Menache, 2000). 

Visual-tracking systems resort to optical sensors, such as cameras, to estimate the pose of the subject. 

Moeslund et al. (2006), who have done a survey about the advances in computer vision for the human 

motion capture, stated that for an application point-of-view the visual systems present a more attractive 

solution than other methods. Visual-tracking systems can be classified in two sub-categories: marker-

based system and marker-less system either if markers are placed on the body or not (Zhou and Hu, 

2008). 

The research of Johansson (1973), in which he attached flashlight bulbs on the main joints of the human 

body to be tracked by a camera, is considered the pioneering work for the marker-based human motion 

tracking. In these systems, the cameras estimate the three-dimensional position of each marker by 

combining the information from the two-dimensional images captured by each camera (Menache, 2000). 

The markers may generate infrared light which is acquired by the cameras (active marker-based system) 

or may only reflect the infrared light generated by the sensors (passive marker-based system). Since 

these markers can be placed approximately upon the human joints then it makes possible to obtain 

directly a representation of the human skeleton and reproduce accurately the human movements. 
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Capozzo et al. (1995) have contributed to define the standard bony landmarks where the markers should 

be placed and the anatomical reference systems to state the position and orientation of the anatomical 

segments. Marker-based systems have been extensively used for the estimation of the anatomical 

segments’ orientations, joint center’s locations and joint’s angles during the gait movement (Davis et al., 

1991; Charlton et al., 2004) which are quantities that may be used to detect pathologic gait patterns 

(Kadaba et al., 1990). Due to its high accuracy on estimating the position of each marker, the visual 

marker-based system is considered the standard system for analyzing the human motion and has been 

used as a ground truth to evaluate other methodologies of human motion tracking (Ceseracciu et al., 

2014). 

Although the marker-based system is mainly applied to several domains, specifically, on the diagnosis 

of orthopedic patients and on the improvement of the performance of top-athletes, it presents some 

disadvantages that prevent its implementation on other applications (Capozzo et al., 1996). Due to the 

complexity of its setup and the preparation of the environment to acquire high-quality data, it is difficult 

to carry and implement the system into different places such as a workplace environment or a patient’s 

home (Best and Begg, 2006). Besides, these systems are relatively expensive and require some time 

for the placement of the markers on the subject (Bonnechère et al., 2014). Other drawbacks arise from 

the use of the markers: the wrong identification of the bony landmarks to place the marker may originate 

wrong rotations for movements occurring in a single plane (Della Croce et al., 2005); soft tissue artifacts, 

which corresponds to the skin deformation and displacement, can cause the relative motion of the 

markers or even their fall which leads to a propagation of the error on the computations of kinematic 

parameters (Fuller et al., 1997; Leardini et al., 2005); the presence of the markers on the body may 

cause discomfort and impede some types of motions (Corazza et al., 2006).  

The advances in the fields of computer vision and computer graphics had allowed the development of 

tracking the human movements with cameras, similar to the marker-based system, but without the 

placement of markers on the body. The marker-less system constitutes the most non-invasive technique 

for the human motion tracking and for that reason it corresponds to the solution most appellative for real 

situations (Moeslund et al., 2006). Surveys that identified several works for the analysis of human 

movement have categorized the methods implemented by the dimensionality approach and the type of 

model used (Aggarwal and Cai, 1997; Gavrila, 1999; Zhou and Hu, 2008). 

Regarding the two-dimensional approaches, the human tracking can be performed with an explicit shape 

model, in which the previous knowledge of the shape of the human body or the shape of body segments 

are used to detect and track the subject, or without the shape model (Gavrila, 1999). Ju et al. (1996) 

defined a parametrized model in which the subject’s limbs are represented by planar patches to 

recognize the human gait. Wren et al. (1997) developed a method to track the human body in real-time 

by using a spatial and color statistical model that describes the human body as a set of different regions. 

The 2-D tracking without explicit shape models resorts to the extraction of low-level features from the 

images (Zhou and Hu, 2008). Segen (1996) implemented a method that tracked in real-time moving 

subjects by using overlapping feature-paths representative of each subject. Oren et al. (1997) developed 

a method, invariant to color and texture, to detect pedestrians using wavelet coefficients as features. 
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Fablet and Black (2002) resorted to the optical flow patterns of pedestrians to automatically track their 

movement in a sequence of images.  

The three-dimensional approaches for human tracking normally consist of the implementation of a 

human model to predict the movements (Zhou and Hu, 2008). These models can include a stick figure 

that corresponds to the skeletal structure of the subject formed by different joints and segments, and a 

volumetric flesh surrounding the stick figure to approximate the human shape (Gavrila, 1999). O’Rourke 

and Badler (1980) defined a human model with 24 segments and 25 joints with a chain of constraints, 

such as limits on joint’s angles, based on the kinematics of human movement to analyze human motions 

in several images. Holt et al. (1994) applied a constraint chain scheme into a stick human model to 

describe the motion of a human gait.  

Sinthanayothin et al. (2012) have summarized some advances of the human body and human skeleton 

tracking during the 2000’s presenting as well their advantages and disadvantages. Hou et al. (2007) 

proposed a method to track the articulated human motion in real time by learning a dynamic model with 

a nonlinear dimensionality reduction technique. Junxia et al. (2008) presented an adaptive particle filter 

for the tracking of each body segment which allowed the full body tracking of rapid movements at 

different points of view. Lee and Nevatia (2009) implemented a multi-level state representation for the 

estimation of a structured human pose and were able to track subjects for different type of movements 

and without problems of occlusion of the subject itself or by other subjects. 

Actually, one of the main methods to track in real-time the human pose and movements was 

implemented by Shotton et al. (2011). From a single depth image and without temporal information, their 

method can accurately predict the position of several human joints. This algorithm was implemented on 

a commercial motionless system camera called Kinect which was launched by Microsoft for 

entertainment purposes (Kinect, Microsoft Corp., Redmond, WA, USA). This sensor is constituted by a 

color camera, a depth sensor, which includes an infrared (IR) emitter and an IR sensor, and an array of 

four-microphones, which respectively provide RGB images, depth images and audio signals. The depth 

image is obtained from an IR speckle pattern projected by the IR emitter and the consequent capture of 

reflected speckles by the IR sensor. A few years later, Microsoft launched a second version of the Kinect, 

the Kinect One, whose technology to obtain the depth image changed: instead of the triangulation 

method between the IR emitter and IR sensor, a time-of-flight (TOF) method was implemented which is 

based on the time that IR light takes from the IR emitter to the IR sensor after being reflected on the 

target. In general, the Kinect One presents better precision and accuracy in the 3-D scene reconstruction 

than the first version as analyzed by Gonzalez-Jorge et al. (2015) who performed a metrological 

comparison between both sensors. 

The low cost of the Kinect sensor, the sensor’s easy-handling and portability, the implemented 

technology to obtain depth images and the open-source software to develop applications (Microsoft 

SDK, Microsoft Corp., Redmond, WA, USA) allowed the expansion of this device for other applications 

besides the entertainment industry, especially to the rehabilitation field (Han et al., 2013). Chang et al. 

(2011) created a rehabilitation application using the Kinect and applied it on two subjects with motor 

impairments, which reacted enthusiastically to the intervention method and performed a higher number 
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of corrected movements in relation to standard rehabilitation methods. Several researchers evaluated 

the accuracy and reliability of the kinematic data provided by the Kinect sensor. Obdržálek et al. (2012) 

studied the accuracy of the joints’ position and the robustness of pose estimation in the context of elderly 

assistance. The accuracy of joints’ position was also evaluated on the analysis of the upper limbs 

reachable workspace (Kurillo et al., 2013a; Kurillo et al., 2013b). Both studies have found that the Kinect 

is capable of estimating the joints’ position with sufficient robustness for clinical evaluation in comparison 

with the marker-based motion capture system. The joint’s angles that can be derived from the estimated 

joints’ position were also subject of study for the evaluation of the reliability of kinematic data: Fern’ndez-

Baena et al. (2012) and Bonnechère et al. (2014) studied the range of motion for upper-body and lower-

body movements; Huber et al. (2015) focused only on the shoulder joint orientations; Clark et al. (2012) 

validated the assessment of postural control. They concluded that the data were comparable with the 

findings on the highly-accurate marker-based system giving then proof of the applicability of the sensor 

in the clinical setting. Finally, the Kinect sensor presented also good potential for the measurement of 

spatiotemporal and kinematic variables during the gait movement (Clark et al., 2013; Auvinet et al., 

2015; Mentiplay et al., 2015). 

Despite the potential of the Kinect’s skeleton tracking algorithm, it presents some drawbacks that need 

attention. Clark et al. (2012) mentioned that some parameters present proportional biases which may 

justify some differences between the standard marker-based system and the Kinect sensor 

measurements. Although for some domains, such as entertainment, these differences do not affect the 

general interaction, for clinical situations, the precision and accuracy of the sensor are crucial. In fact, 

the skeleton model estimated by the algorithm does not reproduce exactly the anthropometric human 

model due to the variable segment’s length (Shum et al., 2013). Huber et al. (2015) found that the joints’ 

orientations are less accurate for movements in the sagittal plane than in the frontal plane which may 

be explained by the self-occlusion by some anatomical segments. Regarding the movements in the 

transversal plane, such as internal and external rotations of the forearm, Clark et al. (2012) stated that 

the Kinect sensor has a limitation on the assess of the orientations relative to those movements. For the 

improvement on the estimation of anatomical segments orientations, Destelle et al. (2014) proposed a 

hybrid system that combines the marker-less Kinect sensor with non-visual inertial sensors. This system 

obtained joints’ angles more accurately than the Kinect sensor by itself although the presence of the 

inertial sensors may cause discomfort and be cumbersome for the subject. 

 

1.2.2 Vector Orthogonalization 

Vector orthogonalization corresponds to a linear algebraic problem whose purpose is to find a set of 

linear independent orthogonal vectors, which form a basis for a vector space, from only one of the basis 

vectors. It may be used in different engineering applications, namely, contact mechanics to track the 

evolution of the position and velocity of the contact point (Lopes et al., 2013).  

The first vector orthogonalization method to present correspond to a series of successive cross-products 

until the set of orthogonal vectors are formed. One first cross-product is performed between the first 
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basis vector, which will be the input vector, and a vector non-collinear to the basis vector. This operation 

outputs a vector that is orthogonal to the input vector, constituting then the second basis vector. With a 

second cross-product between these two basis vectors, the third and final basis vector (considering the 

three-dimensional vector space) is formed and a set of basis vectors is created. This method can be 

applied by different ways: Eberly (2010) computes the orthonormal set by applying the cross-product of 

the input vector with the identity matrix’s column whose non-null component corresponds to the entry 

with smallest absolute value of the input vector; Lopes et al. (2010) implemented a method based on a 

square-plate mechanism in which two non-collinear vectors to the input vector are, at least, determined 

and the cross-product is computed between the input vector and one of those non-collinear vectors. 

A second approach for vector orthogonalization corresponds to the rotation of one of the basis vectors 

of a predetermined orthogonal matrix in order to be collinear with the input vector. When the matrix is 

rotated in order to align one of its basis vectors with the input vector, since the matrix is already 

orthogonal, a set of basis vectors is formed. This approach can be performed with a projection matrix 

and the identity matrix as the predetermined orthogonal matrix. A projection matrix that projects any 

vector to the straight line collinear to the input vector is computed. Then it is chosen the column vector 

of the identity matrix, that makes a sufficiently large angle with the input vector, and the projection matrix 

is applied on this column vector to align it to the input vector (Lopes et al., 2013). The other two basis 

vector are obtained by applying the rotation that occurred to align the two vectors. 

Another vector orthogonalization method that can be used is the first step of the QR decomposition, an 

algorithm in which a given matrix is decomposed into an orthogonal matrix 𝐐 and an upper triangular 

matrix 𝐑. That first step can be performed either by using Householder reflections or Givens rotations, 

with preference for the first due to its lower computational cost (Lopes et al., 2013). The Householder 

reflection corresponds to a linear transformation that picks a vector in the vector space and reflects it 

about a (hyper)plane.  

A fourth approach to obtain an orthogonal set of basis vectors corresponds to the implementation of 

spherical coordinates. These coordinates intend to describe positions on a spheroid: a point is defined 

by the radial distance to the reference frame’s origin and by two angles, the azimuthal and zenith angles. 

A set of basis vectors can be formed from the input vector, in which, the basis vector corresponding to 

the radial direction is aligned with the direction of the input vector and two orthogonal vectors 

corresponding to the zenith and azimuthal directions are computed (Weisstein). 

 

1.3 Scopes and Objectives 

The main objective of this thesis is to study the implementation of different vector orthogonalization 

methods for the estimation of the relative orientations of the anatomical body segments from only two 

points for each anatomical segment. Within this objective, it is intended to obtain anatomical rotations 

of the virtual model that correspond more faithfully to the real rotations performed by the human body, 
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providing then a more realistic human motion tracking system and verifying that it is possible to improve 

the tracking capability of the Kinect One sensor with a computational system.   

For this purpose, an experimental protocol to be applied on several subjects was planned. A 

biomechanical representation of the human body is defined in which each anatomical segment is 

represented by a rigid body. The biomechanical model is composed of 11 independent rigid bodies 

arranged in an open-loop kinematic chain but with no kinematic constraints associated. 

The validation of the orientations estimated by the vector orthogonalization algorithms implemented on 

the joints’ position data from the Kinect sensor is assessed by comparing the results obtained with the 

orientations estimated by a highly-accurate marker-based motion capture system. 

 

1.4 Contributions  

The contributions of this thesis are transversal for every field where human motion tracking can be 

applied, such as biomechanical analysis or rehabilitation, and include: 

 The computational implementation of different vector orthogonalization techniques for the 

estimation of the anatomical segments’ orientations using information from the Kinect One, 

which may reproduce more authentically the rotations in relation with the real anatomical 

rotations. 

 The application for the first time of several vector orthogonalization techniques on the human 

pose estimation and motion tracking fields. 

 The improvement on the estimation of the orientations on a marker-less system which is non-

invasive and most appreciated to implement on real-world applications. 

 The formulation of a biomechanical model composed of 11 rigid bodies with a different definition 

for the anatomical reference frames, in order, for the rotations that occur on each model defined 

on the marker-less and marker-based systems be more similar. 

 

1.5 Thesis Organization 

In this thesis, it was pretended to assess the validation of the orientations estimated by different vector 

orthogonalization approaches and, for that purpose, an experimental protocol was elaborated. This 

thesis is organized in six chapters that go through the fundamentals concepts needed to understand 

motion kinematics, the definition of the biomechanical model and the laboratory setup to the 

achievement of the results and conclusions of the work. In Chapters 2, 3, 4 and 5, a conclusion summary 

is presented in order to gather the main concepts of the respective chapter and create a follow up for 

the next chapter.   
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Chapter 1 corresponds to the current introduction where the motivation, objectives and contributions of 

this thesis are presented. It contains a review of the state-of-the-art about the technologies used for 

tracking human movement with a special focus on the application of the Kinect and about different 

methods to find an orthogonal set of basis vectors. 

Chapter 2 presents some concepts for kinematic analysis that are needed to understand some notions 

and methodologies implemented through the thesis. This chapter introduces the terminology of human 

movements and how to describe the different motions, presents the concept of rigid body and how to 

define a multibody system, and explains how to obtain the orientations between two orthogonal 

reference frames through the implementation of rotation matrices and Euler angles. 

In Chapter 3, the biomechanical model to represent the physical system of the human body is revealed, 

showing the reconstruction of the reference frames of each anatomical segment for both the marker-

based and the marker-less systems. On the second part of this chapter, it is shown the laboratory setup 

where it is explained the different technologies used to acquire the experimental data. 

Chapter 4 contains the computational methods that were used to process the raw data of the joints’ 

position for the marker-less system and the raw data of the marker’s positions for the marker-based 

system. Then, it is demonstrated how the relative orientations between anatomical segments were 

retrieved from the experimental data, in which the concepts of rotations matrices are needed to fully 

understand the operations performed. 

The results and their discussion are presented in Chapter 5. It is shown the orientations pattern for a 

given anatomical segment of five movements performed during the acquisition step. The orientations 

curves for the marker-based system are introduced first to explain the kinematic pattern of the 

movement, and then the orientations estimated by six vector orthogonalization techniques are compared 

with the standard orientations.  

Finally, in Chapter 6 it is discussed the overall conclusions of this work including possible limitations of 

the study and future developments that should be taken into consideration for further researches about 

the improvement of the anatomical segments’ orientations estimated by the Kinect One sensor. 
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2 Fundamentals for Kinematic Analysis 

2.1 Concepts of Human Body Motion 

In order to study and analyze the human movement on a sports, medicine, ergonomic or in other 

scientific or professional field it is important to know the specific terminology used to describe the 

different human positions and movements. 

The human movement can be described as a general motion resulted from a combination of several 

sub-motions, namely translation and angular movements. Translation movements, also called trajectory 

movements, consists of the uniform motion of the whole body along a rectilinear or curvilinear trajectory, 

as can be seen in Figure 1 (a) and Figure 1 (b) respectively. Angular movements describe the rotation 

of the whole body or of several anatomical segments around an imaginary axis called the axis of rotation, 

as depicted in Figure 1 (c). Whereas on the first case there is no relative movement between the different 

anatomical segments and the body moves as if it were a single component, on the second case a given 

anatomical segment can rotate in relation to another anatomical segment around the axis of rotation 

that goes through the center of the joint that attaches the two segments (Hall, 2012).  

 

Figure 1 - Representation of different types of motion: rectilinear translation movement (a), curvilinear translation 
movement (b) and angular movement (c) (Hall, 2012). 

To describe the relative motion and position between the anatomical segments it is important to define 

a reference position. That position is called Anatomical Reference Position in which the individual stands 

straight, with its feet slightly separately and pointing forward and both arms hanging laterally with the 

palms of the hands facing forward (Whittle, 2007). This position is depicted in Figure 2.  

There are a set of terms to explain the relative position between two body segments: superior for a 

segment closer to the head (the opposite is called inferior); anterior for a segment farther away from the 

front (the opposite is called posterior); medial for a segment closer to the body midline which is the line 

that divides the body into its right and left halves (the opposite is called lateral); proximal for a segment 

closer in proximity to the trunk (the opposite is called distal); and superficial stands for anything closer 

to the surface of the body (the opposite is called deep) (Whittle, 2007).  
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From the anatomical reference position, the relative motion can be described by setting the three 

imaginary and perpendicular anatomical reference planes. Each of these planes divides the human body 

into two parts with the single point common to the three planes corresponding to the body’s center of 

mass. The sagittal plane divides the body into the right and left halves, the frontal plane splits the body 

into the anterior and posterior halves and the transverse plane separates into the superior and inferior 

halves (Hall, 2012). The three anatomical planes can be observed in Figure 2.  

Beyond the anatomical planes, it is also possible to define three anatomical reference axes which are 

used to describe the rotation of a body segment relative to other. Each of these anatomical axes is 

perpendicularly oriented to one of the three anatomical reference planes: the mediolateral axis is 

perpendicular to the sagittal plane, the anteroposterior axis is perpendicular to the frontal plane and the 

longitudinal axis is perpendicular to the transverse plane (Hall, 2012). 

 

Figure 2 - Representation of the anatomical reference frame along with the anatomical reference planes and the 
directions that correspond to the three anatomical reference axis (Whittle, 2007). 

Although most of the human movements do not occur on the cardinal planes, it is possible to describe 

primary movements that occur on each plane and rotate around the perpendicular axis of rotation that 

goes through the joint where the movement occurs.  

The primary movements that occur in the sagittal plane and around the mediolateral axis are flexion, 

extension, and hyperextension. The first corresponds to a rotation of the body segments towards the 

anterior direction (with the exception of the leg segment which is towards the posterior direction), the 

second returns the bent segment to the anatomic reference position and the last one performs a rotation 

opposite to the flexion direction. Regarding the feet, those two first movements tend to be called 

dorsiflexion and plantar flexion (Hall, 2012). Those primary movements are illustrated in Figure 3. 
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Figure 3 - Movements in the sagittal plane of shoulder flexion (a), shoulder extension (b) and shoulder 
hyperextension (c) (Hall, 2012). 

On the frontal plane and around the anteroposterior axis, the main movements are the abduction, in 

which a body segment is moved away from the midline of the body, and adduction, which brings back 

the moving body segment to its original position, as can be observed in Figure 4. Besides those motions, 

on this plane, there can be also lateral flexion of the trunk, elevation, and depression of the shoulder, 

radial and ulnar deviation of the hand and eversion and inversion of the foot (Hall, 2012).   

 

Figure 4 - Movements in the frontal plane of hip abduction (a) and hip adduction (b). (Hall, 2012). 

Concerning the movements that rotate around the longitudinal axis and occur on the transverse plane, 

right and left rotation describe the rotation of the head, neck and trunk while medial (or internal) and 

lateral (or external) rotation correspond to rotations of the whole arm and leg. On Figure 5 is depicted 

the medial and lateral rotation for the hip. Two more important types of movements can be associated 

with this class: supination and pronation, which designate the outward and inward rotation of the 

forearm, and the horizontally abduction and adduction, which correspond to the rotation of the arm and 

thigh when they are flexed at a specific position (Hall, 2012). 
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Figure 5 - Movements in the transversal plane of hip internal rotation (a) and hip external rotation (b) (Hall, 2012). 

 

2.2 Multibody Kinematics 

Under the study of classical mechanics, field that describes the motion of bodies influenced by a system 

of forces with a set of physical laws, two sub-fields may arise: statics and dynamics. While the first is 

concerned with a body that is either at rest or moving with a uniform velocity, the second cares about 

the presence of acceleration on the movement.  

Dynamics can also subdivide into two branches: kinematics and kinetics. Kinematics, created from the 

Greek term “kinema” which means “movement” (Beggs, 1983), studies the movement of systems of 

points, bodies or multibodies without considering the forces that actuated on the system. On the other 

hand, kinetics takes into account the forces that actuated on the system to produce a given movement 

(Hall, 2012). Since this thesis will not take into account the forces that produced the movement but only 

the geometry of the motion, the study will be under the field of kinematics and not kinetics.  

To analyze the motion of a specific system, the concept of rigid bodies must be introduced. Rigid body 

corresponds to a body which, under the effect of forces, does not deform. In other words, the distance 

between any two points of the rigid body keeps constant after the application of any kind of force.  

In three-dimensions, the position and orientation of a rigid body can be fully specified by six independent 

coordinates as shown in Figure 6. These can be obtained from three non-collinear points of the rigid 

body or by the position of one point of the rigid body and the orientation (also called angular position or 

attitude) of the rigid body in relation to a specific reference frame (Beggs, 1983). Normally, that one point 

of the rigid body is its center of mass (or the centroid if the body has uniform density) and the orientation 

is represented by a set of three Euler angles (Arovas, 2012). Under the kinematic field, when a rigid 

body moves it is said that a change of its position is called a translation while a change of its orientation 

is called a rotation.  
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Figure 6 - Three-dimensional rigid body represented by its six independent degrees of freedom. Three coordinates 
(𝑥,𝑦,𝑧) describe the position of the rigid body while the other three coordinates (𝜙,𝜃,𝜓) describe its orientation. 

When two or more rigid bodies are assembled together by kinematic joints that allow or restrain the 

relative motion between them, then it is said that a multibody system is formed (De Jalon and Bayo, 

1994). On Figure 7 it is possible to see a multibody system of four bars composed of three rigid bodies 

joined together. The kinematic joints can be characterized in classes based on the allowed number of 

degrees of freedom. A class I kinematic joint allows one degree of freedom of relative motion between 

the two bodies to which is connected, this is, it allows only one independent relative motion between 

them (for example, it could allow only one rotation). Therefore, class II kinematic joints allow two degrees 

of freedom, class III allow three degrees of freedom and so forth.   

 

Figure 7 - Multibody system of four bars composed of three rigid bodies attached by kinematic joints. 

A multibody system formed by rigid bodies constitutes a kinematic chain. This chain can be classified 

as an open-chain or a closed-chain, if either the system does not present closed branches (such as a 

pendulum) or it presents closed branches such as the example in Figure 7 (De Jalon and Bayo, 1994). 

The multibody system can be described by a set of parameters or coordinates that, at any instant, 

determine its position, velocity and acceleration. Those parameters can be obtained by a set of 

mathematical equations that taken together will constitute a mathematical model that simulates the 

motion of the multibody system. 

The analysis of a multibody system problem can be made by different ways and it is possible to describe 

the same system by a different type of coordinates. Depending on the type of problem, some coordinates 
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may be more advantageous than others regarding its simplicity or computational efficiency. The two 

main types of coordinates that can be used are independent coordinates or dependent coordinates 

(within the dependent coordinates there is also the relative coordinates, reference point or Cartesian 

coordinates, and natural or fully Cartesian coordinates). On the first type, the number of coordinates to 

use equals the number of degrees of freedom of the multibody system. It has the advantage of giving 

directly the position and orientation of each rigid body composing the system and so it requires the 

minimal number of coordinates to represent the multibody system. On the other hand, it does not provide 

an explicit solution for the state of the whole system. The second type of coordinates uses more 

coordinates than the number of degrees of freedom of the system, which can systematize the model 

more easily but with the need of constraint equations. In terms of computational efficiency, the 

independent coordinates present, usually, higher efficiency than the dependent coordinates since they 

do not need to use those constraint equations (De Jalon and Bayo, 1994). This thesis adopts the first 

type of coordinates to analyze the different rigid bodies composed of the defined multibody system.   

 

2.3 Three-Dimensional Kinematics: an overview of rotation matrices and 

Euler angles 

When a biomechanical analysis is performed sometimes it is desired to know the position and orientation 

of a rigid body in relation to another rigid body. However to find that relationship some algebraic concepts 

are needed in order to perform the mathematical computations. The first part of this chapter will address 

those concepts and demonstrate how different types of relations can be defined by rotation matrices. 

The relations are demonstrated on the two-dimensional vector space for simplicity but they are also 

valid for the three-dimensional vector space. On the second part of this chapter, it will be shown how to 

compute the Euler angles from a rotation matrix on the 3-D vector space. 

Rotation Matrices 

Consider the 2-D reference frame presented on the left side of Figure 8 whose set of unit vectors is 

constituted by the basis vectors 𝐢 = [1 0]𝑇 and 𝐣 =  [0 1]𝑇. Then those vectors are rotated by an angle 

of 𝜃, as can be observed on the right side of Figure 8. Since the basis vectors are unit vectors (by 

definition a unit vector is a vector whose length equals one) through some elementary trigonometry it is 

possible to compute the positions of the rotated basis vectors: the vector 𝐢 maps to the vector 𝐢′ =

[cos 𝜃  sin 𝜃]𝑇 and the vector 𝐣 maps to the vector 𝐣′ =  [−sin 𝜃  cos 𝜃]𝑇. The rotated vectors are illustrated 

on the right side of Figure 8.  

Intuitively, it is possible to understand that there was a transformation that moved the vectors to a new 

position after the rotation. That transformation, which moves any vector 𝐫 located at coordinates [𝑥 𝑦]𝑇 

to a new vector 𝐫′ positioned at [𝑥′ 𝑦′]𝑇 in the vector space after a rotation by 𝜃 is applied, is given by 

 [
𝑥′

𝑦′
] = [

cos 𝜃 −sin 𝜃
sin 𝜃 cos 𝜃

] [
𝑥
𝑦] (1) 
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 𝐫′ = 𝐑 𝐫 (2) 

where the matrix 𝐑 corresponds to the rotation matrix, 

 𝐑 =  [
cos 𝜃 −sin 𝜃
sin 𝜃 cos 𝜃

] (3) 

 

 

Figure 8 - On the left is depicted the reference frame with its basis vectors 𝒊 and 𝒋 represented by red. On the right 

is illustrated the application of a rotation by 𝜃 on the basis vectors of the reference frame. The vectors 𝒊 and 𝒋 were 

mapped respectively to the vectors 𝒊′ and 𝒋′. 

Now suppose that the rotated vectors 𝐢′ and 𝐣′ obtained before from the basis vectors of the previous 

reference frame will constitute a new set of basis vectors for a new reference frame. This is possible 

because since the original basis vectors were unitary and orthogonal to constitute the original reference 

frame then the rotated ones will also preserve the same properties. Then consider a point P with 

coordinates [𝑥𝑃
𝐴 𝑦𝑃

𝐴]𝑇 on the original reference frame A and with coordinates [𝑥𝑃
𝐵 𝑦𝑃

𝐵]𝑇 on the rotated 

reference frame B as shown in Figure 9.  

Like previously, through some basic trigonometry, it is possible to relate the coordinates of point P on 

the original reference frame with the coordinates on the rotated reference frame by the following 

expression 

 [
𝑥𝑃
𝐴

𝑦𝑃
𝐴] = [

cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

] [
𝑥𝑃
𝐵

𝑦𝑃
𝐵] (4) 

 𝐫𝑃
𝐴 = 𝐑𝐵

𝐴  𝐫𝑃
𝐵 (5) 

where 𝐫𝑃
𝐴 and 𝐫𝑃

𝐵 are respectively the position vector of point P on the reference frame A and B, and the 

matrix 𝐑𝐵
𝐴  corresponds to the rotation matrix: 

 𝐑𝐵
𝐴 =  [

cos 𝜃 −sin 𝜃
sin 𝜃 cos 𝜃

] (6) 

Note that the rotation matrix in Equation (3) equals the rotation matrix obtained in Equation (6) although 

with different interpretations: while in the first case the rotation matrix moves a given vector to a different 

position on the same reference system, in the second case it changes the way the vector is expressed 

(Goldstein et al., 1980). This last process is called a change of basis: since a vector is described as a 
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linear combination of a set of linearly independent basis vectors that define a reference system, the 

same vector can be represented as a linear combination of a different set of basis vectors that will define 

a different reference system. On Equation (5), the rotation matrix changes the representation of the point 

P on the reference frame B to the reference frame A where the first is rotated by 𝜃 in relation to the 

second.  

 

Figure 9 - On the left side is depicted the point P on the original reference frame A. On the right side the point P is 
represented by the new reference B which was obtained by a rotation of θ from A (depicted by dash lines on the 
right side). 

Consider now the case in which the new reference frame is not only rotated in relation to the original 

reference frame but also translated, this is, the point of origin of the new frame will be different from the 

point of origin of the original frame. This case is depicted in Figure 10, in which the new reference frame 

is rotated by 𝜃 and also translated to the point OB with coordinates [𝑥𝑂𝐵
𝐴  𝑦𝑂𝐵

𝐴 ]𝑇 in relation to the original 

reference frame.  

 

Figure 10 - On the left side is represented the point P on the original reference frame A. On the right side is depicted 
the point P represented on the new reference frame B which was obtained from A (depicted by dash lines) with a 
translation and a rotation. 

In this case, the relationship between the coordinates of the point P on the original reference frame with 

the ones on the new reference frame is given by   
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 [
𝑥𝑃
𝐴

𝑦𝑃
𝐴] = [

cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

] [
𝑥𝑃
𝐵

𝑦𝑃
𝐵] + [

𝑥𝑂𝐵
𝐴

𝑦𝑂𝐵
𝐴 ] (7) 

 𝐫𝑃
𝐴 = 𝐑𝐵

𝐴  𝐫𝑃
𝐵 + 𝐫𝑂𝐵

𝐴  (8) 

where 𝐫𝑃
𝐴 and 𝐫𝑃

𝐵  are respectively the representation of point P on the reference frame A and B, 𝐫𝑂𝐵
𝐴  is 

the representation of the point OB on reference frame A and 𝐑𝐵
𝐴  corresponds to the rotation matrix. Note 

that the columns of the rotation matrix represent again the coordinates of the basis vectors of the original 

reference frame rotated by 𝜃.    

Finally, consider the case in which there are two new references frames, rotated and translated in 

relation with the original reference frame, and it is pretended to find the rotation matrix that relates those 

two new references frames in terms of the original reference frame, as shown in Figure 11.  

 

Figure 11 - On the left is depicted the point P on the original reference frame A. On the middle and on the right 
are represented the two new reference frames, B and C, on which the point P can also be defined. 

Similarly to the previous cases, the point P can be related between the original reference frame A and 

the new reference frames B and C through the following expression 

 𝐫𝑃
𝐴 = 𝐑𝐵

𝐴  𝐫𝑃
𝐵 + 𝐫𝑂𝐵

𝐴  (9) 

 𝐫𝑃
𝐴 = 𝐑𝐶

𝐴 𝐫𝑃
𝐶 + 𝐫𝑂𝐶

𝐴  (10) 

where 𝐫𝑃
𝐴, 𝐫𝑃

𝐵 and 𝐫𝑃
𝐶 corresponds to the coordinates of point P on the reference frame A, B and C, 𝐫𝑂𝐵

𝐴  

and 𝐫𝑂𝐶
𝐴  corresponds to the coordinates of the origin of the reference frames B and C on the reference 

frame A and 𝐑𝐵
𝐴  and 𝐑𝐶

𝐴 are the rotation matrices that translates the rotation of references frame B and 

C in respect to A. The same relationship can be used to associate the coordinates of the point P on 

reference frame B with the coordinates on the reference frame C 

 𝐫𝑃
𝐵 = 𝐑𝐶

𝐵 𝐫𝑃
𝐶 + 𝐫𝑂𝐶

𝐵  (11) 

where 𝐑𝐶
𝐵 is the rotation matrix that gives the rotation of reference frame C in relation with reference 

frame B and 𝐫𝑂𝐶
𝐵  is the coordinates of the reference frame’s C origin on the reference frame B. It is 

possible to determine that rotation matrix in terms of the previous rotation matrices by the help of a 
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system of equations. By replacing 𝐫𝑃
𝐵 in Equation (9) with the expression on Equation (11), one can 

obtain 

 𝐫𝑃
𝐴 = 𝐑𝐵

𝐴  (𝐑𝐶
𝐵 𝐫𝑃

𝐶 + 𝐫𝑂𝐶
𝐵 ) + 𝐫𝑂𝐵

𝐴 = 𝐑𝐵
𝐴  𝐑𝐶

𝐵  𝐫𝑃
𝐶 + 𝐑𝐵

𝐴  𝐫𝑂𝐶
𝐵 + 𝐫𝑂𝐵

𝐴  (12) 

which by equalizing to Equation (10) it is possible to get the following expressions 

 𝐑𝐶
𝐴 𝐫𝑃

𝐶 + 𝐫𝑂𝐶
𝐴 = 𝐑𝐵

𝐴  𝐑𝐶
𝐵  𝐫𝑃

𝐶 + 𝐑𝐵
𝐴  𝐫𝑂𝐶

𝐵 + 𝐫𝑂𝐵
𝐴  ⇒  𝐑𝐶

𝐴 = 𝐑𝐵
𝐴  𝐑𝐶

𝐵 (13) 

 𝐑𝐶
𝐴 = 𝐑𝐵

𝐴  𝐑𝐶
𝐵  ⟺  𝐑𝐶

𝐵 = (𝐑𝐵
𝐴)−1𝐑𝐶

𝐴 (14) 

Equation (14) allows the estimation of the rotation matrix between two references frames (B and C in 

this case) by using the known rotation matrices between each reference frame and a reference frame 

common to both (in this case the reference frame A).  

Euler Angles 

On the previously part, it was seen that the orientation of a rotated reference frame in relation to the 

original reference frame can be expressed by a rotation matrix. Note that in the rotations matrices shown 

there was only one parameter (the angle 𝜃) since on the 2-D case there is only one degree of freedom. 

On 3-D cases, there are three independent degrees of freedom so a more complex rotation matrix is 

needed. Besides, on the 3-D vector space, it is possible to represent orientations on more different ways 

such as axis-angle formulation, quaternions or Euler angles (Shoemake, 1985). 

Due to its simplicity of comprehension and because a 3-D orientation is intuitively better to understand 

as a rotation around a given axis of rotation and the amount of rotation it has performed (the angle), 

Euler angles will be introduced in this chapter. The Euler angles correspond to a sequence of three 

elemental rotations about the axis of a given reference frame.    

Consider the 3-D reference frame presented in Figure 12 (a) with basis vectors 𝐢 = [1 0 0]𝑇, 𝐣 =  [0 1 0]𝑇 

and 𝐤 = [0 0 1]𝑇. Then consider the rotation of 𝜙 around the 𝑥-axis as shown in Figure 12 (b). Note that 

this rotation is the equivalent of the first rotation presented on the previous part in Figure 8 but instead 

of being on the plane 𝑥𝑦 and with an angle 𝜃, is on the plane 𝑦𝑧, with an angle of 𝜙 and with the 𝑥-axis 

coming out of the paper. Therefore, the rotation matrix responsible for that rotation is given by 

 𝐑𝑥(𝜙) =  [

1 0 0
0 cos𝜙 − sin 𝜙
0 sin𝜙 cos𝜙

] (15) 

Note that since the rotation is about the 𝑥-axis, the basis vector associated to this axis remains the 

same. Similarly, if a rotation of 𝜃 and 𝜓 is performed, respectively, about the 𝑦-axis, shown in Figure 12 

(c), and about the 𝑧-axis, depicted in Figure 12 (d), the rotation matrices responsible for each rotation 

are given by  

 𝐑𝑦(𝜃) =  [
cos 𝜃 0 sin 𝜃
0 1 0

− sin 𝜃 0 cos 𝜃
] (16) 
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 𝐑𝑧(𝜓) =  [
cos𝜓 −sin𝜓 0
sin𝜓 cos𝜓 0
0 0 1

] (17) 

A general rotation matrix 𝐑 can be thought of a sequence of three rotations, each about one of the 

principal axis of the reference frame. For example, one could first apply a rotation of 𝜙 around the 𝑥-

axis, then 𝜃 about the 𝑦-axis and finally 𝜓 about the 𝑧-axis, resulting in the rotation matrix 

 

𝐑 =  𝐑𝑧(𝜓)𝐑𝑦(𝜃)𝐑𝑥(𝜙)

= [

cos 𝜃 cos𝜓 sin𝜙 sin 𝜃 cos𝜓 − cos𝜙 sin𝜓 cos 𝜙 sin 𝜃 cos𝜓 + sin𝜙 sin𝜓
cos 𝜃 sin𝜓 sin𝜙 sin 𝜃 sin𝜓 + cos𝜙 cos𝜓 cos𝜙 sin 𝜃 sin 𝜓 − sin𝜙 cos𝜓
− sin 𝜃 sin𝜙 cos 𝜃 cos 𝜙 cos 𝜃

] 
(18) 

 

Figure 12 - Original reference frame (a). Rotations of approximately 90º about the three axes of reference: 𝑥-axis 

(b), 𝑦-axis (c) and 𝑧-axis (d). 

The angles 𝜙, 𝜃 and 𝜓 are called the Euler angles which can be computed by comparing a given rotation 

matrix with the rotation matrix in Equation (18). Note that since the matrix multiplication is not 

commutative, a different sequence of rotation would generate a different expression for the rotation 

matrix (Shoemake, 1985). In general, there are twelve different sequences of rotation which can be 

divided into two groups: the Tait-Bryan angles (also known as Cardan angles) and the classic Euler 

angles (Winter, 2009). The first group represents three rotations on three different axes of the reference 

system while the second group represents rotations in one axis, then on another axis and finally on the 

first axis again (which was moved to a new orientation after the second rotation). Those sequences are 

presented in Table 1. 

Table 1 - Different sequences for the Tait-Bryan angles and for the classic Euler angles. 

Tait-Bryan Angles Classic Euler Angles 

𝑥 − 𝑦 − 𝑧 𝑥 − 𝑦 − 𝑥 

𝑦 − 𝑧 − 𝑥 𝑦 − 𝑧 − 𝑦 

𝑧 − 𝑥 − 𝑦 𝑧 − 𝑥 − 𝑧 

𝑥 − 𝑧 − 𝑦 𝑥 − 𝑧 − 𝑥 

𝑧 − 𝑦 − 𝑥 𝑧 − 𝑦 − 𝑧 

𝑦 − 𝑥 − 𝑧 𝑦 − 𝑥 − 𝑦 
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The choice of the sequence to apply is dependent of the problem in study but usually, the Cardan 

sequence presented before is used on biomechanics and the classic Euler sequence 𝑧 − 𝑥 − 𝑧 is used 

in mechanical engineering. However, when choosing a sequence one should keep in attention the 

gimbal lock problem, which corresponds to the loss of one degree of freedom when the angle of the 

second rotation equals 90º. If the angle 𝜃 is replaced by 90º on expression Equation (18), then the 

rotation matrix comes: 

 𝐑 =  [
0 sin (𝜙 − 𝜓) cos (𝜙 − 𝜓)

0 cos (𝜙 − 𝜓) −sin (𝜙 − 𝜓)
−1 0 0

] (19) 

It becomes impossible to find a unique solution because the system does not depend anymore on 𝜓 

and 𝜙 individually but on their difference. Therefore it is possible to achieve the same final orientation 

but going through different individual rotations. One way to avoid this problem is by choosing an 

appropriate sequence of rotation from Table 1 for the given problem where it is known that the second 

angle will never be close to 90º. 

 

2.4 Conclusions 

In this Section, it was introduced some concepts that are needed to understand the kinematic analysis. 

In the first part, the standard terms to describe the position and relative motion between segments was 

shown. Some of the motions introduced are going to be referred on the experimental setup since the 

subjects had to perform several of those. Then, the concepts of rigid body and multibody system were 

explained. The rigid body is fully defined by six independent coordinates that characterizes its position 

and orientation. The multibody system, that assembles two or more rigid bodies, can be analyzed by 

different types of coordinates. One of those types is the independent coordinates, which are the ones 

used to describe the biomechanical model of this thesis, and can directly give the position and 

orientation of each rigid body of the multibody system. Finally, it was shown how to compute the rotation 

matrices for different cases between two different references frames. It was shown that it is possible to 

relate two reference frames with the knowledge of their relation to a common reference frame to both. 

This will be used to estimate the orientations between two anatomical segments as will be shown 

afterward. In the end, it was shown that it is possible to convert the orientations defined on a rotation 

matrix into other formats, namely, the Euler angles which give the amount of rotation performed around 

each axis of the reference frame. 
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3 Experimental Protocol 

3.1 Definition of the Biomechanical Model 

In order to formulate a biomechanical problem and proceed to its analysis, it is necessary to create a 

biomechanical model representative of the physical system under study. In this work, the physical 

system considered corresponds to the full body composed of eleven major anatomical segments: the 

head, the chest, the abdomen and the both arms, forearms, thighs and legs. It was decided to formulate 

the physical system in this way since it resembles the most the skeleton tracked by marker-less Kinect 

sensor, as shown in Figure 13 (a). This system can be represented by a biomechanical model arranged 

as an open-loop multibody system composed of several rigid bodies linked together, as shown in Figure 

13 (b). Each anatomical segment will correspond to one rigid body and each rigid body will be 

represented by a reference frame with its origin located at the center of mass. Thereby, through the 

relation between the reference frames of different rigid bodies, it will be possible to compare the position 

and orientation of a given anatomical segment in relation with another.  

 

Figure 13 – Skeleton tracked by the Kinect One sensor (a). Multibody system composed of eleven rigid bodies 
which represent the physical system of a human body (b). 

The reference frames are important because they can relate to the articular movements that occur on 

an anatomical plane around a given axis of rotation perpendicular to that plane. It was mentioned in 

Section 2.1 that there are movements that occur on the three anatomical reference planes and around 

the respective orthogonal axis of reference. These three axes can be set as a reference frame and then 

it is possible to relate the rotation around a given axis with one of the movements introduced before. For 

example, in Figure 14 is depicted the movement of knee flexion that occurs on the sagittal plane around 

the mediolateral axis. In other terms, the rigid body correspondent to the leg rotates around the axis 𝜉𝐵 

since it is the reference frame’s axis orthogonal to the sagittal plane.  
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On Figure 14, note the orientation of the leg’s reference frame when its anatomical segment is bent in 

comparison with the static position. As the leg moves, the position of its center of mass follows the 

movement and its reference frame suffers a rotation. At any time instant, it is possible to compute the 

rotation matrix that relates the reference frames of the thigh with the leg and then retrieve the orientations 

of the leg as Euler angles explained previously in Section 2.3.   

 

Figure 14 - Representation of a knee flexion movement. The global reference frame O is represented by 𝑥-axis, 𝑦-

axis and 𝑧-axis while each local reference frame is represented by 𝜉-axis, 𝜂-axis and 𝜁-axis. During the knee flexion 

movement, the leg’s reference frame follows the movement and rotates around the 𝜉-axis leading to a new 

orientation. The thigh’s reference frame remains static during the movement. 

The reference frames represented on the anatomical segments of the thigh and of the leg on Figure 14 

are designated by local reference frames 𝜉𝜂𝜁 (Nikravesh, 1988) since they describe the position and 

orientation of the respective local rigid bodies. In the anatomical reference position, on all the local 

reference frames the 𝜉-axis will be aligned with the mediolateral axis, the 𝜂-axis with the anteroposterior 

axis and the 𝜁-axis with the longitudinal axis. Besides the local reference frames, there is another 

reference frame which is fixed during the whole movement. This frame is called global reference frame 

and is composed of the 𝑥-axis, 𝑦-axis and 𝑧-axis as shown in Figure 14 (Wu and Cavanagh, 1995). 

Normally the axis of both global and local reference systems have the same nomenclature but in this 

thesis, it was decided to change it to distinguish easily between the global and local reference frames.   

For a biomechanical experimental analysis, the global reference frame is fixed on a point of the 

laboratory and the local reference frames of each anatomical segment of the subject are estimated using 

information from the first. More specifically, they are estimated through several points on the data 

acquisition space which are measured on coordinates from the global reference frame. For the marker-

based system, these points will correspond to several markers that need to be positioned strategically 

on the body to cover all the anatomical segments, as illustrated in Figure 15 (a). For the marker-less 

system, those points are estimates of the subject’s joint centers computed automatically by the 

associated software, as shown in Figure 15 (b). In Appendix A, it is shown a more detailed picture of 

Figure 15 with the labels of each marker and joint, as well, their anatomical location.     
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Figure 15 - Points used for the reconstruction of the local reference frames on the marker-based system (a) and on 
the marker-less system (b). For the marker-based system, the markers are located on the front and on the back of 
the subject. 

The reconstruction of the reference frames for each rigid body is based on the ISB guidelines for joint 

coordinate systems (Wu et al., 2002; Wu et al., 2005). However these guidelines are in respect to a 

marked-based system and for the marker-less system, which is more limited on the number of points in 

relation to the other, an adjustment must be prepared in order for the reference frames of the same rigid 

body be similar on both systems. 

When the reference frames for every rigid body are estimated then the biomechanical model is fully 

defined as can be seen in Figure 16. The axes aligned with the anteroposterior axis, the longitudinal 

axis and the mediolateral axis are illustrated, respectively, by red, green and blue. There are two global 

reference frames since the local reference frames are estimated by two different motion capture 

acquisition systems. Note that it is shown the physical system of the human body and not the multibody 

model depicted previously in Figure 13 (b) in order for the reader get a better understanding of the 

relation between different anatomical segments on the further computations. 

The computations for the reconstruction of the local reference frames of each rigid body of the 

biomechanical model are presented in the next Sub-Sections for the marker-based system and for the 

marker-less system. In the latter, it is possible to reconstruct the local reference frame with the six 

different orthogonalization techniques introduced on Section 1.3.2: Three Points (TP), Householder 

(HH), Eberly (EB), Square Plate (SP), Spherical (SF) and Projection Matrix (PM). A more detailed 

computation will be shown for the first rigid body while for the remaining rigid bodies a brief explanation 

will be introduced since the algorithms work similarly for every segment. Besides, for the anatomical 

segments that are present on both right and left sides of the body such as the arms or the thighs, only 
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the reconstruction for the reference frames of the anatomical segments on the right side will be shown 

since the left side is just mirrored of the right side in respect to the sagittal plane. 

 

Figure 16 - Representation of the full body with the local reference frames of each rigid body shown in the respective 
anatomical segments. The red, green and blue axis of each local reference frame are associated with 𝜂-axis, the 

𝜁-axis and 𝜉-axis respectively. Two global reference frames are depicted, each for each system of acquisition: 𝑂𝑀𝐵 

for the marker-based and 𝑂𝑀𝐿 for the marker-less. 

 

3.1.1 Right Thigh Segment 

 

Marker-Based System 

On the marker-based system, the local reference frame can be computed by using three points derived 

from the markers: RHJC, LHJC and RKNE. The first two points correspond to the right and left hip joint 

center whose coordinates are estimated using a predictive approach proposed by Bell et al. (1990) (see 

the computations in Appendix B). The RKNE point corresponds to the right knee joint computed as the 

middle point between the RKNEL and RKNEM markers: 

 𝐫𝑅𝐾𝑁𝐸
𝑀𝐵 =

𝐫𝑅𝐾𝑁𝐸𝑀
𝑀𝐵 + 𝐫𝑅𝐾𝑁𝐸𝐿

𝑀𝐵

2
 (20) 

where 𝐫𝑅𝐾𝑁𝐸
𝑀𝐵  represents the position of the point RKNE on the global reference frame, and 𝐫𝑅𝐾𝑁𝐸𝑀

𝑀𝐵  and 

𝐫𝑅𝐾𝑁𝐸𝐿
𝑀𝐵  correspond to the position of the markers RKNEM and RKNEL on the global reference frame. 
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The markers and points used to estimate the local reference frame, as well the three axes that constitute 

that frame, are depicted in Figure 17. 

 

Figure 17 - Local reference frame of the thigh on the marker-based system. The markers are illustrated by black 
dots while the points estimated from those by white dots.    

The origin of the local reference frame will be positioned on the center of mass of the rigid body which, 

since it is considered that the rigid body has uniform density, will be on its centroid. Note that it if it was 

considered the density of the anatomical segment the formula for the center of mass would be different. 

By definition, the centroid of a finite set of 𝑘 points x1, x2, … , x𝑘 in ℝ𝑛 is given by: 

 C =  
x1 + x2 +⋯+ x𝑘

𝑘
 (21) 

Therefore, since in this case it is known that the rigid body is composed of the points RKNE and RHJC, 

the origin of the reference frame is given by: 

 𝐫𝑂𝐴
𝑀𝐵 =

𝐫𝑅𝐾𝑁𝐸
𝑀𝐵 + 𝐫𝑅𝐻𝐽𝐶

𝑀𝐵

2
 (22) 

The axis of the local reference frame can be computed using two auxiliary vectors, one vector 𝐯𝟏 that 

goes from the RHJC point to the LHJC point, and other vector 𝐯𝟐 that goes from the RHJC point to the 

RKNE point. Since the 𝜁-axis is along the longitudinal axis and points upwards, then: 

 𝜁 =  −𝐯𝟐 (23) 

The 𝜂-axis, which is aligned with the anteroposterior axis, is computed by the cross product of the first 

auxiliary vector with the basis vector associated with 𝜁-axis. Since the cross product outputs a vector 

orthogonal to the two vectors then it is guaranteed that the 𝜂-axis will be orthogonal to the 𝜁-axis. The 

third axis 𝜉-axis is computed by taking the cross product of the other two principal axes. Then, with the 

set of three orthogonal basis vectors, the local reference frame of the thigh is achieved.  

 𝜂 = 𝐯𝟏 × 𝜉 (24) 
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 𝜉 = 𝜂 × 𝜁 (25) 

Marker-Less System 

On the marker-less system, the local reference system can be reconstructed either with three points, if 

the orthogonalization technique is the TP, or with two points if it is one of the other five algorithms.  

The TP technique is similar to the method of the marker-based system since it also uses three points 

and two auxiliary vectors. The points to use in the case of the right thigh segment are the RH (right hip), 

LH (left hip), and RK (right knee). Like on the marker-based system, the origin of the local reference 

frame will be positioned on the centroid of the rigid body. Since the rigid body is constituted by the points 

RH and RK in this case, then: 

 𝐫𝑂𝐴
𝑀𝐿 =

𝐫𝑅𝐻
𝑀𝐿 + 𝐫𝑅𝐾

𝑀𝐿

2
 (26) 

The two auxiliary vectors 𝐯𝟏 and 𝐯𝟐are going from the point RH to, respectively, the points LH and RK. 

The computations for the three vectors that will constitute the basis of the local reference frame are 

equivalent to the computations on the marker-based system, therefore: 

 𝜁 =  −𝐯𝟐 (27) 

 𝜂 = 𝐯𝟏 × 𝜁 (28) 

 𝜉 = 𝜂 × 𝜁 (29) 

This technique is shown in Figure 18 (a), and it is possible to see that the illustration is very similar to 

the one shown in Figure 17 for the marker-based system. Note that the local reference frame on both 

systems has the same directions but the global reference frame is different. This occurs because the 

equipment used for the marker-based system is different than the marker-less system which leads to 

different positions and orientations between the two global reference frames. 

 

Figure 18 - Local reference frame of the thigh on the marker-less system. It can be reconstructed with three points 
by the TP technique (a) or with two points with one of the other techniques (b). 
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For the other five techniques, the method of analysis is slightly different since they require only the use 

of two points, which for the thigh segment will be the RH and RK points. These techniques can estimate 

the three basis vectors for the local reference frame with the knowledge of only one vector. This vector 

will be the vector 𝐧, depicted in Figure 18 (b), which is given as the difference between the points RH 

and RK. Then, that vector is normalized in order to be unitary and it is given as an input on the form 

𝐧 = [𝑛𝑥 𝑛𝑦 𝑛𝑧]𝑇 to one of the algorithms of each vector orthogonalization technique. These 

algorithms are shown in Appendix C. The outputs for all the algorithms are two vectors, 𝐭 and 𝐛, 

orthogonal to the input vector (Lopes et al., 2013) which are associated to two of the local reference 

frame’s axes. With the input vector and the two outputs vectors, a set of three basis vectors are formed 

and the local reference frame is defined. 

 

3.1.2 Right Leg Segment 

On the marker-based system, the three points to use are the RHJC, RKNE and RANK. The first two 

points were already presented before. The RANK point is placed between the RANKM and RANKL 

markers and is associated with the ankle joint. The origin of the local reference frame will be on the 

mean position of the RKNE and RANK points.  

The first auxiliary vector 𝐯𝟏 represents the difference between the point RHJC and the point RKNE while 

the second auxiliary vector 𝐯𝟐 goes from RKNE to RANK. The 𝜁-axis corresponds to the symmetric of 

𝐯𝟐 like previously but the order of computation of the other two basis vectors is different. First, the 𝜉-axis 

is computed as the cross-product of the basis vector associated with the 𝜁-axis with 𝐯𝟏 and afterward, 

the 𝜂-axis comes as the cross-product of the other two basis vectors, as depicted in Figure 19 (a). 

On the marker-less system, for the TP algorithm the points to use are the RH, RK and RA (right ankle) 

while on the others algorithms are only the RK and RA. As explained, the computations for TP are similar 

to the marker-based system and so it will follow the same steps from the last paragraph. On the 

remaining algorithms, the input vector 𝐧 will be the difference between the RK and RA points, as shown 

in Figure 19 (b).  

 

3.1.3 Right Arm Segment 

For the marker-based system, the points to use will be the RSHO, RELB and MIDCLAVC7. The first 

corresponds directly to the marker used on the acquisition. The literature suggests an estimation of the 

glenohumeral joint position with a regression analysis (Meskers et al., 1998) or a functional approach 

(Stokdijk et al., 2000), but due to the complexity of the computations and the impact on the final results 

their procedure was not justified. The second is the mid-point between the markers RELBL and RELBM 

and the third is the mid-point between the markers CLAV and C7. The origin of the local reference frame 

will be on the position between the RSHO and RELB.  
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The difference between the MIDCLAVC7 point and the RSHO point leads to the auxiliary vector 𝐯𝟏 while 

the difference between the RELB and the RSHO corresponds to the vector 𝐯𝟐. The basis vector for the 

𝜁-axis is equal to the symmetric of 𝐯𝟐. The 𝜂-axis is computed by the cross product of 𝐯𝟏 with the 𝜁-axis 

and then the 𝜉-axis comes as the cross product of the 𝜂-axis with the 𝜁-axis, as depicted in Figure 20 

(a). 

On the marker-less system, the points to use are the SS (spine shoulder), RS (right shoulder) and RE 

(right elbow) with the exception of the first for the algorithms that require only two points. The procedure 

for the TP algorithm is the same for the marker-based system with a direct correspondence of these 

points with the points MIDCLAVC7, RSHO and RELB respectively. On the other algorithms, the input 

vector 𝐧 is given by the line segment that goes from RE to RS, as can be observed in Figure 20 (b). 

 

 

Figure 19 - Local reference frame of the right leg on the marker-based system (a) and on the marker-less system 
(b).  

   

 

Figure 20 - Local reference frame of the right arm on the marker-based system (a) and on the marker-less system 
(b). 
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3.1.4 Right Forearm Segment 

The three points to use on the marker-based system are the RSHO, RELB and RWR. The first two were 

introduced before for the right arm segment. The RWR point corresponds to the middle point between 

the markers RWRR and RWRU. The origin of the right forearm’s local reference frame will be between 

the points RELB and RWR.  

Regarding the auxiliary vectors, the first vector 𝐯𝟏 connects the point RELB to the point RSHO and the 

second vector 𝐯𝟐 connects the point RELB with the point RWR. Like on the other cases, the 𝜁-axis will 

be the symmetric of the second auxiliary vector. From the 𝜁-axis, the 𝜉-axis is computed by taking the 

cross product of the first auxiliary vector with the 𝜁-axis. Finally, with the cross product of the 𝜁-axis with 

the 𝜉-axis, the 𝜂-axis is obtained, as depicted in Figure 21 (a).    

As for the marker-less system, the points needed are RS, RE and RW (right wrist). The algorithms that 

require only two points makes only use of the last two mentioned. The input vector 𝐧 to use on these 

techniques is the difference between the RE and RW points, as illustrated in Figure 21 (b). On the other 

hand, the TP technique has the same steps as the marker-based system. 

 

Figure 21 - Local reference frame of the right forearm on the marker-based system (a) and on the marker-less 
system (b).  

 

3.1.5 Abdomen 

On the marker-based system, this anatomical segment requires two points computed from the 

anatomical markers and two of these markers: PELVIS, MIDSTRNT8 and the RASI and LASI. PELVIS 

is going to be the average point of the anatomical markers of the superior iliac spine which corresponds 

to a point in the middle of the pelvis. MIDSTRNT8 will be the point between the markers STRN and T8. 

The origin of the local reference frame is between the PELVIS point and the MIDSTRNT8 point.  
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The auxiliary vector  𝐯𝟏 is going to represent the segment from LASI to RASI and the auxiliary vector  𝐯𝟐 

will be from PELVIS to MIDSTRNT8. On this case the 𝜁-axis is equal to the auxiliary vector 𝐯𝟐, the 𝜂-

axis will be the cross product between the 𝜁-axis and 𝐯𝟏 and the 𝜉-axis will be the perpendicular vector 

to the other two basis vectors pointing for the right lateral direction of the body, as depicted in Figure 22 

(a).  

As for the marker-less system, the process for the TP technique will be different from the marker-based 

system this time since the previous made use of four points. On this case, the points to use will be the 

SM (spine mid), SB (spine base) and RH with the auxiliary vector 𝐯𝟏 going from the second point to the 

third point and with the other auxiliary vector 𝐯𝟐 going from the second point to the first point. The 𝜁-axis 

is equal to the second auxiliary vector, the 𝜂-axis is the cross product of that axis with 𝐯𝟏 and the third 

axis 𝜉-axis is the cross product of the 𝜂-axis with the 𝜁-axis. On the other techniques, the input vector 𝐧 

equals the vector that goes from SB to SM as depicted in Figure 22 (b). 

 

Figure 22 - Local reference frame of the abdomen on the marker-based system (a) and on the marker-less 
system (b). 

 

3.1.6 Chest 

For this anatomical segment, the marker-based system needs the points RSHO, MIDCLAVC7 and 

MIDSTRNT8 that were already explained before. The origin is positioned between the MIDSTRNT8 and 

MIDCLAVC7 points. The auxiliary vectors will be from MIDCLAVC7 to RSHO for 𝐯𝟏 and from 

MIDCLAVC7 to MIDSTRNT8 for 𝐯𝟐. The 𝜁-axis is the symmetric of the last auxiliary vector. The 𝜂-axis 

will be the cross product of the 𝜁-axis with 𝐯𝟏 and the 𝜉-axis is the perpendicular axis to the 𝜁-axis and 

the 𝜂-axis obtained by the cross product of these two. The local reference frame obtained and the points 

used for the estimation are presented in Figure 23 (a). 

The marker-less system will make use of the points RS, SS and SM for the TP algorithm and the points 

SS and SM for the remaining algorithms. On these, the input vector 𝐧 will be the difference between 

those points with the upwards direction, as illustrated in Figure 23 (b). For the TP algorithm, the method 
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is the same as for the marker-based system with the points RS, SS and SM being analogous to the 

points RSHO, MIDCLAVC7 and MIDSTRNT8.  

 

Figure 23 - Local reference frame of the chest on the marker-based system (a) and on the marker-less system 
(b). 

 

3.1.7 Head 

For the marker-based, this anatomical segment will need two anatomical markers plus two points 

derived from anatomical markers to define the local reference frame. The first two are the markers RFHD 

and LFHD while the last two are the points MIDCLAVC7 and HEAD. The point HEAD is computed as 

the average of the four markers placed on the head. The origin of the local reference frame will be 

between the points MIDCLAVC7 and HEAD.  

One auxiliary vector 𝐯𝟏 will be from LFHD to RFHD while the other 𝐯𝟐 will be from MIDCLAVC7 to HEAD. 

The 𝜁-axis will be equal to the second auxiliary vector while the 𝜂-axis will be the cross product of that 

axis with the first auxiliary vector. Then, the 𝜉-axis is the cross product of the 𝜂-axis with the 𝜁-axis, as 

shown in Figure 24 (a). 

For the marker-less system, the algorithms that require only two points will use the H (head) and SS 

points to define the input vector 𝐧 which is aligned longitudinally pointing upwards, as depicted in Figure 

24 (b). As for the TP technique, it will use the points H, N (neck) and SS, and this time, the computations 

are slightly different from the marker-based system. The auxiliary vectors, 𝐯𝟏 and 𝐯𝟐, will be from the N 

to the H and from the SS to the H respectively. The 𝜁-axis is going to be equal to 𝐯𝟐 like on the marker-

based system but then the second axis to compute is the 𝜉-axis, as the cross product between that first 

axis and 𝐯𝟏. Finally, the third axis, 𝜂-axis, comes as the cross product between the 𝜁-axis and the 𝜉-axis. 
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Figure 24 - Local reference frame of the head on the marker-based system (a) and on the marker-less system (b). 

 

 

3.2 Data Acquisition 

This study recruited twenty-eight healthy adults (25  9 years old, 170  9 cm height, 61  9 kg weight, 

13 women) to participate on the biomechanical analysis. All subjects needed to write the informed 

consent provided to them, which is presented in Appendix D, in order to get permission for their 

participation with a clear understanding of the implications and consequences of the experiment. The 

acquisition was conducted at the Lisbon Biomechanics Laboratory on Instituto Superior Técnico (Lisbon 

Biomechanics Laboratory, Lisbon, Portugal) with equipment provided by the laboratory and by INESC-

ID (Instituto de Engenharia de Sistemas e Computadores - Investigação e Desenvolvimento, Lisbon, 

Portugal). 

Before the motion analysis, the subject was requested to wear appropriate clothing, that is, a lycra cap 

and lycra shorts for the easier placement of the reflective markers. The male subjects were bare chested 

but the female subjects needed a sports bra. Personal information of age, height and weight was 

registered for each subject.   

Data was collected using two different methodologies simultaneously: marker-based and marker-less, 

whose devices used for each will be introduced on the next Sub-Sections. Ten different elementary 

movements were performed: shoulder flexion/hyperextension, shoulder abduction/adduction, shoulder 

transversal abduction/adduction, shoulder medial/lateral rotation, elbow flexion, forearm 

pronation/supination, hip flexion/hyperextension, hip abduction/adduction, knee flexion and hip 

medial/lateral rotation. For each type of movement, five repetitions were performed by the subject in 

order to get a subject’s representative movement. On each repetition, the subject started from an 

adapted pose of the anatomical reference position and finished on the same position it started.    
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3.2.1 Marker-based motion capture system 

The marker-based system can track the subject’s movement by using a motion capture system 

(Qualisys ProReflex System, Qualisys, Gothenburg, Sweden) based on the tri-dimensional 

reconstruction of several two-dimensional images provided by the Qualisys Track Manager (QTM) 

software.  

Each 2-D image is obtained by the combination of an infrared (IR) camera and a set of reflective markers 

which should be located on the body. The IR camera emits radiation that, when collides with each marker 

or another reflective object, is rebounded and captured by the camera. With this process, the depth 

information is lost and it is impossible to know the position of the marker on the 3-D space. However, 

with the use of another IR camera it is possible to obtain the depth information through an algorithm 

called Direct Linear Transformation which estimates a homography matrix that can reconstruct a 3-D 

point that was projected onto several images (Abdel-Aziz and Karara, 1971). In the laboratory, there are 

fourteen IR cameras continuously emitting IR radiation that are positioned in a way to assure that the 

positions of the markers placed on the whole body can be correctly determined. In Figure 25 is depicted 

the laboratory where the acquisitions took place with the several IR cameras located on the walls and 

on the ground. Prior the biomechanical acquisition, it is important to calibrate all the cameras in order to 

obtain calibration coefficients needed for the reconstruction DLT algorithm. 

 

Figure 25 – Photography of the Biomechanical Laboratory of Lisbon. Some of the IR cameras are located near 
the ceiling while others are closer to the ground. Not all the fourteen cameras are represented on this picture. 

The reflective markers’ position on the participants was based on a modified version of the Cleveland 

Clinic Foundation’s marker set (Kirtley, 2006). On this case, several plastic fixtures which aggregate 

three or four markers called clusters can be used to track the anatomical segment. These clusters 

present the advantage of being less sensitive to skin effect errors and can track faithfully the respective 

segment (Manal et al., 2000). Therefore, it is important to introduce the two different types of reflective 

markers used on the analysis: the anatomical markers and the tracking markers. The anatomical 

markers were already demonstrated in Section 3.1 in Figure 15 (a) since these markers are used to 



35 
 

define several joints’ points needed to construct the biomechanical model. These type of markers are 

only needed during a static acquisition, where all the local reference frames are defined, and can be 

removed for the acquisition of the movements. On the other hand, the tracking markers’ must be present 

on the static’s and on the movements’ trials. Their main purpose is to accompany the anatomical 

segment’s movement to which they are attached to. Remember that the position and orientation of a 

segment can be fully characterized by three non-collinear points. Therefore, clusters that aggregate four 

markers are placed on the anatomical segments (it was set one more marker since it might help on the 

computations afterward). In Figure 26, it is possible to observe the right tight segment with two 

anatomical markers RKNEL and RKNEM and with a cluster depicted at gray with four smaller markers 

which are the tracking markers. 

 

Figure 26 – Representation of the right thigh with two anatomical markers RKNEL and RKNEM and one cluster with 
four tracking markers. The global reference frame is centered at OMB while the local reference frame of the thigh is 

centered at OA. The reference frame associated with the cluster is centered at OC and has three axis 𝑢1, 𝑢2 and 𝑢3. 

During the static trial, when all the markers are positioned, the anatomical segments’ local reference 

frame are defined by the anatomical markers as mentioned before, but there will also be a local 

reference frame on each cluster defined by the tracking markers (Winter, 2009). Consequently, it is 

possible to express the tracking markers’ position with respect to the local reference frame of the 

segment and, thereby, find a relation between the anatomical reference frame and cluster reference 

frame. For example, in Figure 26, the anatomical markers of RKNEM and RKNEL on the knee can be 

related to the reference frame C of the cluster located on the right thigh. Note that this relation is invariant 

because the distance of the anatomical marker to the respective cluster remains constant. Therefore, 

on each motion trial, when the anatomical markers should be removed, it is possible to estimate the 

segment’s local reference frame at any instant from the local reference frame of the clusters. These 

computations will be shown in the next Section. It is important to mention that the cluster must not move 

during the movement or else the estimated local reference frame of the segment will differ from the 

original reference frame reconstructed during the static calibration. 
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Although the anatomical markers should have been removed on the movements’ trials as told before, 

on the acquisitions performed they were not since the experimental protocol could be used for other 

experiments where the positions of those markers could be needed. Nevertheless, for the further 

processing, it was decided to treat those markers as “virtual” ones and so during the movements only 

the tracking markers will be important for the analysis.  

One could question why the anatomical markers should be removed and not used for tracking during 

the movement. The reason is that for some types of motions the anatomical markers near articular joints 

will suffer some displacements due to the skin’s elasticity and then it would affect the estimations of 

joints’ centers and consequently the definition of the biomechanical model.    

Upon the subject’s arrival, all the markers are placed on the subjects whose anatomical landmarks are 

identified by palpation. A total of 62 reflective markers are placed in which 32 are attached to clusters 

as can be observed in Figure 27. During this task, a square around each landmark and each cluster is 

drawn with a proper surgical pen in order to know the exact position of that landmark if a reflective 

marker falls or a displacement occurs on the cluster.  

 

Figure 27 – Photography of the marker-set with all the anatomical and tracking markers on the front (a) and on 
the back (b) for the marker-based motion capture system.  

The subject is requested to move to the middle plate depicted by gray in Figure 27 where the global 

reference frame of the marker-based system lies. During thirty seconds, the subject will remain on a 

similar pose to the anatomical reference position (instead of the forearms be fully supinated they will be 

close to the body in a state between the pronated and supinated positions) and the IR cameras will 

acquire the markers’ positions for the static trial. Those cameras acquire information at 100 Hz which 
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means in one second they acquire 100 samples. Afterward, the movements mentioned before are 

acquired. The full experiment took approximately one hour and a half for participant.   

3.2.2 Marker-less motion capture system 

The marker-less system estimates the joints’ positions of the subject by using a motion capture device 

(Kinect, Microsoft Corp., Redmond, WA, USA) whose operation is based on the time-of-flight (TOF) 

method. This device is depicted in Figure 28. 

Systems use this method to measure the time that a given object or a given signal take to travel some 

distance. The motion capture device used in this thesis is constituted by a TOF camera (512x424 pixels 

resolution), an RGB camera (1920x1080 pixels resolution) and an array of four microphones. That TOF 

camera emits infrared radiation, thought a built-in IR emitter, which is reflected on some target and is 

collected back by a camera matrix of IR sensors on the camera. By measuring on each pixel the time 

that the light took on that process it is possible to calculate the distance the targets are to the camera 

and consequently obtain a depth image (Corti et al., 2016). For the device used in this thesis, its camera 

can acquire the information at a sampling frequency of 30 Hz. 

 

Figure 28 - Kinect One sensor used for the motion capture acquisition without markers 
(https://www.microsoft.com/). 

Then with the Software Development Kit (SDK) developed by Microsoft for the Kinect, on which is 

possible to create several applications using the device, the positions of 25 joints can be estimated using 

the body tracking algorithm provided by Shotton et al. (2011). On this algorithm, those joints are inferred 

using a machine learning algorithm called randomized decision forest which was learned using a training 

data set with more than one million samples. Besides, in contrary to the marker-based system, this 

marker-less device does not require any prior calibration since the skeleton model originated by the 

algorithm is automatically detected whenever the subject is in the camera field-of-view. That skeleton 

model was already shown in Figure 13 (a) in Section 3.1.  

The accuracy of how the sensor predicts the joints’ positions is sensitive to the position and orientation 

of the camera regarding the location of the subject (Plantard et al., 2015). For example, self-occlusion 

of some body parts by other parts could lead to a poor skeleton’s model estimation by the camera. 

Therefore, one solution to solve that is to use more than one camera in the workspace to capture the 

subject from a different angle. In this thesis, two Kinect sensors were positioned at 2.5 m in front of the 

subject and at 0.7 m above the ground as suggested by Dutta (2012) who studied the effective field of 

view of the sensor, as shown in Figure 29. 
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As mentioned before, the subject is requested to stand above the middle gray plate. Then, the marker-

less sensor acquires the data of each movement trial simultaneously with the marker-based acquisition 

in order to be possible to compare the data afterward. On Figure 29, it is possible to observe the two 

Kinect sensors placed on a chair on the right and left sides of the subject, as well, two of the fourteen 

cameras used on the marker-based system.  

 

Figure 29 – Photography of the workplace for the experiment. The subject is placed on the middle gray plate on 
the floor. Two Kinect sensors are placed, above a chair, on the right and left sides of the subject (depicted in 

orange). Two IR cameras for the marker-based system are depicted in red. 

To perform the whole experiment, four computers were used: one computer with the QTM software 

installed to acquire the markers’ positions, two more to receive the data from each Kinect sensor with 

the SDK installed and one final computer to gather both data from each Kinect on an application 

developed in Unity (Unity Technologies, California, USA). Two computers were needed for each Kinect 

sensor because the computational cost was very expensive to work on only one computer and each 

sensor connects to the computer by a USB 3.0 port which not all the computers had. Besides it was not 

possible to acquire the marker-less and marker-based data on the same computer also due to large 

amount of calculations.  

The joints’ position data measured by both Kinect sensors are continuously being acquired on each 

computer by the SDK software. However, to collect only the data for each movement trial, for a given 

period of time, an interface in Unity was created using C# language. This interface receives the data 

from each Kinect processed by each computer and stores it on the host computer. The interface was 

also used to register and save the personal information of the subject, as well to keep monitoring the 

acquisitions in order to guarantee that there were no errors during the experiment. The interface is 

illustrated in Figure 30 where both data acquired from the Kinect sensors is represented by two 

skeletons. 



39 
 

 

Figure 30 - Interface developed on Unity for the gathering of the information provided by the Kinect sensors. The 
green box was used to register subject’s personal information data. The red box was used to select the movement 
to acquire and start saving the data. It is possible to observe two skeletons which correspond to the 3-D position of 
the joints estimated for each Kinect. 

 

3.3 Conclusions 

In this Section, it was presented how the biomechanical model is defined to simulate the physical model 

of the human body. It was shown how the local reference frames of each rigid body are estimated either 

on the marker-based system either on the marker-less system with the different algorithms. Besides, it 

was explained how the experimental setup proceeded and how the data were acquired on the 

experiments: with the marker-based system a set of anatomical markers and a set of tracking markers 

placed on clusters were placed on the skin of each subject; as for the marker-less system the subject 

just needed to be inside on the field-of-view of each Kinect sensor in order for the estimation of the 

several joints of the skeleton succeeded. For each acquisition, the 3-D position of each marker was 

registered by the marker-based system and relative to its global reference frame while, on the other 

hand, the 3-D position of each estimated joint on the marker-less system was registered by each Kinect 

and relative to the global reference of each.    
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4 Motion Analysis 

4.1 Trajectory Data Processing 

On this section, it will be presented the computational methods implemented to process the acquisition 

data of the positions measured on both systems during the experiments performed. Those computations 

were mainly performed by using several MATLAB scripts (MatLab R2015, The MathWorks Inc., Natick, 

MA, USA). 

Data Storage 

The movements acquired on the marker-based system are stored on a .qtm file which is a format that 

can be open by the QTM software and allows the user to observe all the markers tracked during the 

acquisition. For each movement, the markers come unidentified which means they are not still labeled 

and makes it impossible to discern them after extracting the data. Therefore, a model with all the 

markers’ names is created from the static acquisition and it can be implemented later, on each 

movement to automatically identify those markers. Note that it is needed to create a model for each 

participant due to the different heights which may lead to different positions of the same marker in 

relation to the global reference frame. In Figure 31 it is illustrated all the markers acquired during a static 

acquisition with the model already implemented.  

 

Figure 31 - Representation of the markers on the QTM software for a static acquisition. The markers are all 
connected because the model with the labeled markers is already implemented. 

Besides the labeling of the markers, there is one additional and important step to perform on this 

software which is the trajectory reconstruction of those. During the acquisition, the cameras may not 

detect one marker at a given moment either because of occlusion by one segment either because of 

the swapping with a closer marker, which may result on the origin of two or more unidentified trajectories 
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for the same marker. Trajectory reconstruction corresponds to the connection of these unidentified 

trajectories to define the same marker. After all the reconstruction is done, the 3-D position of each 

marker can be extracted for a .tsv file which can be open on MATLAB for further processing. 

On the other hand, the data acquired by the Kinect sensors do not need any pre-processing steps and 

is directly saved as a .txt file from the Unity interface. Each participant performed five repetitions for 

each of the ten movements plus a static acquisition, therefore there is a total of 51 acquisition files for 

each subject and for each technology. Since two Kinect sensors were used for the marker-less system, 

putting together with the marker-based system, a total of 153 acquisition files arises for each subject. 

The information of each of those files is opened on MATLAB and stored in a matrix for a better handling 

of the data on the processing steps. Each line of the matrix will represent an acquisition frame while the 

columns will represent the coordinates of the markers measured by the marker-based system or the 

coordinates of the joints estimated by the marker-less system. For a better understanding of the format 

of the data, consider the following measurement vector 𝐲 at 𝑘-th frame on the 𝑖-th device, 

 𝐲𝑘
𝑖 = [(𝐣𝑘,1

𝑖 )
𝑇
  (𝐣𝑘,2

𝑖 )
𝑇
…(𝐣𝑘,𝑀

𝑖 )
𝑇
] (30) 

where 𝑀 is the total number of markers, for the marker-based system, or the total number of joints, for 

the marker-less system, estimated during the acquisition and 𝐣𝑘,𝑚
𝑖  corresponds to the three-dimensional 

coordinates of each 𝑚-th point measured on the global reference frame of the 𝑖-th device, 

 𝐣𝑘,𝑚
𝑖 = [𝑥𝑘,𝑚

𝑖   𝑦𝑘,𝑚
𝑖   𝑧𝑘,𝑚

𝑖 ]
𝑇
 (31) 

Therefore, each acquisition file is represented by a matrix of the form  

 

[
 
 
 
𝐲1
𝑖

𝐲2
𝑖

⋮
𝐲𝑁
𝑖 ]
 
 
 

=

[
 
 
 
 (𝐣1,1

𝑖 )
𝑇
  (𝐣1,2

𝑖 )
𝑇
…(𝐣1,𝑀

𝑖 )
𝑇

(𝐣2,1
𝑖 )

𝑇
  (𝐣2,2

𝑖 )
𝑇
…(𝐣2,𝑀

𝑖 )
𝑇

⋮

(𝐣𝑁,1
𝑖 )

𝑇
  (𝐣𝑁,2

𝑖 )
𝑇
…(𝐣𝑁,𝑀

𝑖 )
𝑇
]
 
 
 
 

 (32) 

where 𝑁 corresponds to the total number of frames of the acquisition. The set of all the matrixes for 

every subject constitute the input for the following data processing steps.  

Interpolation 

The first step of the data processing corresponds to the interpolation of the data. Although both systems 

needed to be interpolated the reasons behind each were not the same. On the marker-based system, 

even after the trajectory reconstruction steps, there still could be several gaps of several frames on the 

signals which means the marker was not detected by the cameras on those frames and the values for 

its trajectories are mapped to zero. For that reason, a one-dimensional cubic spline interpolation was 

performed on those signals after the gaps with zeros were detected. The reason why the type of 

interpolation chosen was spline interpolation instead of other types like linear or polynomial interpolation 

was because the first makes use of polynomial functions defined on different intervals, which allows the 

fitting of a smooth curve between the points of each interval and avoids the Runge’s phenomenon which 

corresponds to oscillatory artifacts on the edges of the intervals.  
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In relation with the marker-less system, the reason it must be interpolated is due to its operating sampling 

frequency (30 Hz) being different of the sampling frequency of the marker-based system (100 Hz). It is 

important that the same signal acquired by both systems have the same frequency in order to facilitate 

comparison and because a later processing step requires the same frequency on both signals. The 

interpolation of the signals of the marker-less system was performed using also cubic spline interpolation 

to resample the data at 30 Hz to 100 Hz (Clark et al., 2012; Mentiplay et al., 2015). This type of 

interpolation is illustrated in Figure 32 for one of the coordinates of the knee joint during the hip abduction 

movement. Note that the number of samples of the interpolated signal is about the triple of the number 

of samples of the original signal as expected from the resampling step.  

 

Figure 32 - Original signal and interpolated signal for one of the coordinates of the knee joint during the hip 
abduction movement of one subject on the marker-less system.   

 

Filtering 

The next step of the processing is the filtering of the points’ trajectories. Due to the use of several 

electronic devices and different reconstruction and digitalization algorithms, the data that is directly 

acquired (also called the raw data) presents several unwanted oscillations which correspond to noise 

introduced on the trajectories (Winter, 2009). This noise is usually characterized by high frequencies of 

the signal as it can be observed on a spectral analysis of the raw signal depicted in Figure 33 (a). 

Therefore, to eliminate those frequencies and keep the low frequencies of the signal, a low-pass filter, 

with a frequency response shown in Figure 33 (b), must be implemented. It is possible to identify a 

certain frequency 𝑓𝑐, called cut-off frequency, in which occurs a sharp transition on the frequency 

response. Since this response corresponds to the ratio of the output of the filter to its input it is possible 

to understand that for signals with frequencies lower than 𝑓𝑐, in which the ratio equals 1.0, then the signal 

is not attenuated by the filter while, on the other hand, if the signal presents frequencies higher than 

the 𝑓𝑐 then they are harshly attenuated as it occurs in Figure 33 (c). 

When choosing the value for the cut-off frequency one must take into consideration that when applying 

a filter to a given signal to remove the noise, some data of the signal could be also attenuated. This 
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could be understood by noticing the overlapped area between signal and noise shown in Figure 33 (a). 

Therefore, 𝑓𝑐 should not be too high, which guarantees that the signal is preserved but part of the noise 

may not be removed, neither be too low, which assures that most part of the noise is attenuated but the 

signal may be slightly distorted.   

 

Figure 33 - Frequency-domain of the raw signal (a), frequency response of the low-pass filter (b) and frequency-
domain of the filtered signal (c) (Winter, 1990). 

There are several filters options that can be chosen to remove the noise of a signal. Under the 

biomechanics field, the filters most used that were found in the literature were the Butterworth filter and 

the wavelet transform. For this thesis, both types of filters were tried out: it was implemented a second-

order Butterworth filter together with a residual analysis method for an automatic choice of the cut-off 

frequency, as suggested by Winter (2009), and a wavelet filter with Daubechies wavelets with different 

levels of decomposition. On the marker-based signals both filters presented good results but for the 

marker-less signals, the wavelet filter was better than the Butterworth since this one distorted slightly 

the raw signal, which was already observed by Wiltschko et al. (2008) on a different field of analysis.   

The marker-less trajectories present several spikes through the signal due to the rough estimation of 

the joints’ center of the skeleton on every frame. Those spikes correspond to high-frequency 

components and they can be easily detected by Daubechies wavelets. The wavelet multiresolution 

algorithm decomposes the signal in two signals, one corresponding to higher frequencies and other to 

lower frequencies, by convolving the raw signal with the wavelet filter. This can be done several times 

and each time a decomposition is made, the signal loses time resolution because it gets half of the 

samples but, on the contrary, it doubles the frequency resolution since it reduces the uncertainty of the 

frequency by half. For each decomposition, detail coefficients and approximation coefficients that 

contain respectively the higher frequencies and the lower frequencies of the signal are stored. In Figure 

34 is represented a block diagram of the decomposition process of the wavelet filtering algorithm where 

two levels of decomposition are shown. When reconstructing the signal, which can be done by using 
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time-inverse filters of the decomposition filters, if the details coefficients were set to zero then the 

reconstruction has the effect of a low-pass filter as pretended.    

 

Figure 34 – Block diagram that represents the wavelet decomposition of a signal. The details and approximation 
coefficients of the decomposition level 𝑘 are represented by 𝑐𝐷𝑘 and 𝑐𝐴𝑘. Two decomposition levels are depicted 

but it is possible to decompose the signal as many times as one wants. 

For this thesis, the wavelet filter was chosen over the Butterworth filter due to the better results on the 

marker-less system. A wavelet level decomposition of 6 and 3 was chosen for the marker-less and 

marker-based systems, respectively, since the former presents more high-frequency noise than the 

latter. Note that a higher level of decomposition means that the frequency was cut by half more times 

which leads to a lower cut-off frequency and, thereby, more attenuation. Those decomposition levels 

were chosen by, systematically, decompose the signal one level and comparing the reconstruction 

signal with the raw signal until it was achieved a signal with the minimum possible noise possible and 

without distorting the original signal. In Figure 35 it is possible to observe the interpolated signal obtained 

on the previous step and the interpolated signal after being filtered by the wavelet filter. The filtered 

signal presents a smoother curve than the interpolated signal which has several spikes along its length. 

 

Figure 35 - Interpolated signal (blue) and filtered interpolated signal (red). The filter applied was a Daubechies 
wavelet with decomposition level 6. 
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Synchronization 

To compare the information from two or more different devices it is essential that the data from one 

device is synchronized with the data from the others devices. This should be achieved during the 

acquisition process by initializing the data collection, on both systems, at the same time. However, 

sometimes this is not possible to perform since the data is being acquired by different software on 

different computers and a phase shift of several seconds may occur, in the same trial, between the data 

collected from different technologies.  

Several techniques can be used to temporally align the signals such as dynamic time warping or cross-

correlation based phase shift synchronization. Most of the studies found in the literature performed the 

second algorithm on their methodology (Clark et al., 2012; Clark et al., 2013; Mentiplay et al., 2015) 

which corresponds to a measure of the similarity between one signal and another different signal, which 

is consecutively shifted at different values. This algorithm can be used to synchronize two different time 

series, in which one is delayed in relation with the other, by finding the point in time at which the cross-

correlation is maximized (or minimized if the correlation between the signals is negative).  

However due to the way the data was acquired during the experiment this method does not present 

effective results. While the marker-based data was acquired at short and fixed periods of time, the 

marker-less system data had a rougher acquisition that translated on larger periods of time which 

allowed the introduction of large sets of unwanted data. Therefore the cross-correlation method was not 

adequate for this analysis and another solution was found. Similar to several studies of gait analysis 

where the gait event is detected by finding the time points of the toe-off and ground contact (Mentiplay 

et al., 2015), on this thesis, for each trial, it was detected by observation the moment of start of a given 

movement until the moment it returned back to its initial position. By doing this step on both data of the 

marker-based and marker-less system it was guaranteed that the data became time aligned.  

Note that, for each trial, it was not needed to verify all the trajectories for every marker and for every 

joint center to align the data. Choosing one representative point of the movement is enough to align the 

remaining points because the main events occur at the same time. For example, for the shoulder flexion 

movement on the marker-less system, by choosing the trajectory’s component that presents higher 

amplitude of the wrist joint and selecting the beginning and ending time instants of the trajectory’s curve, 

then those instants will be the same for the remaining joints of the skeleton. 

Feature Scaling 

As mentioned on Section 3.2, there are two Kinect sensors used for the marker-less system and an 

overall equipment for the marker-based system, which then results on three different global reference 

frames. Since neither of the global reference frames is located at the same position, during the 

acquisition, the coordinates measured for the same point on the three devices will present different 

scales. Therefore, data normalization on the scale should be performed in order to standardize the range 

of the trajectories. This process can be performed with an algorithm called feature scaling which rescales 

each signal to the range [0 1] by, on every signal’s sample, subtracting the minimum of the signal 

followed by a division of the signal’s range, 



46 
 

 𝑥𝑁𝑂𝑅𝑀 =
𝑥 − 𝑥𝑀𝐼𝑁

𝑥𝑀𝐴𝑋 − 𝑥𝑀𝐼𝑁
 (33) 

where 𝑥 is the original signal, 𝑥𝑀𝐼𝑁 is the minimum of the signal, 𝑥𝑀𝐴𝑋 is the maximum of the signal and 

𝑥𝑁𝑂𝑅𝑀 is the normalized signal on amplitude. For this thesis, this step was not mandatory since the 

orientations computed latter give the same results irrespective of the scale of the positions. However, 

to assure that the data acquired was similar and for simulation purposes where one would want to 

compare, by visualization, human models derived from the positions estimated on each system it was 

decided to perform this step.     

Cross-Correlation 

After the processing steps mentioned before, for each subject there will be 153 matrices with the data 

interpolated, filtered, selected at specific time points and scaled. As mentioned before, from those 

matrices, each technology gathers 51 matrices since 51 acquisitions were performed. The next step of 

the processing is to decide what to do with the data acquired from both Kinect sensors. As explained on 

Section 3.2, one more Kinect sensor was introduced to improve the accuracy of the measurements by 

the marker-less system. Moon et al. (2016) studied different ways to handling the data collected from 

more than one sensor, namely, averaging the data or perform a combination through several algorithms. 

The first method, although it is simple to execute, presented worse results than using only one Kinect, 

which was also verified on this thesis through some trajectories that were very well acquired on one 

sensor and not so much on the other. The second method presented better results but it needed hard-

computations and it was tested with five Kinect sensors which were logistically very difficult to afford. 

Therefore a different technique was needed to handle the data from both sensors. 

The solution found was by using one signal processing tool already discussed in this Section: the cross-

correlation. With this technique it is possible to compare the similarity between the signals of each Kinect 

sensor with the signal from the marker-based system and, therefore, the most accurate Kinect signal 

will be more similar to the standard signal. Note that to perform the cross-correlation it is necessary that 

the signals have the same sampling frequency, thus the resampling of the marker-less trajectories on 

the beginning of the data processing being important here.  

For each movement trial, one representative joint and one representative cluster (remember that the 

cluster has four markers attached to it) were chosen on the marker-less and marker-based systems 

respectively. Then, for each Kinect sensor, cross-correlations were computed between that joint and 

each marker of the cluster and the maximum value is taken. The Kinect sensor whose maximum value 

of cross-correlation is higher is chosen to proceed for the further computations while the other is 

discarded. 

Temporal Normalization 

The final step of the processing of the trajectories corresponds to the temporal data normalization. The 

acquisitions of the different systems have different lengths which make not possible to perform a direct 

comparison of the data for further analysis. Therefore, a resample by spline interpolation of all the data 

was performed in order for every trajectory’s length be the same. Note that, while on the beginning of 
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the data processing, an interpolation was performed with the intention of upsampling to a fixed 

frequency, in this case, the data is interpolated to have a fixed time length which will subsequently cause 

a change in the frequency of each signal. However, the frequency content of each signal will not be 

important for the post-computations and so this step can be performed. In Figure 36 is depicted the 

filtered signal obtained previously (which is also normalized on amplitude) for the knee joint on the hip 

abduction movement and the same signal temporal filtered. Note that the normalized signal kept the 

same pattern as the original but for a different length which was set before.      

 

Figure 36 – Filtered signal depicted above and the same signal temporal normalized depicted below.  

After the application of the previous signal processing steps on all the trajectories of the joints on the 

marker-less system and of the markers on the marker-based system, every subject will have 102 

matrices with 51 matrices corresponding to the marker-based system and the other 51 matrices 

corresponding to one of the Kinect sensors. On each matrix, the lines will represent the length of the 

signal, which due to the final processing step is equal on every matrix, and the columns will still represent 

the coordinates estimated for each marker or each joint center as represented by Equation (30). 

 

4.2 Three-Dimensional Orientations Estimation 

On this section, it will be described how to compute the orientations of a given anatomical segment in 

relation with other segment taking into account the biomechanical model defined in Section 3.1 and 

some concepts introduced through this thesis. First, it will be presented the computations for the static 

calibration which, therefore, is regarding only the marker-based system since the marker-less system 

does not require a calibration step as the skeleton is automatically generated when someone stands in 

front of the Kinect sensor. Then, the computations to estimate the orientation between two anatomical 

segments during the movement are described. Besides, it will only be shown how to compute the relative 
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orientations between the anatomical segments of the leg and of the thigh since the procedure for the 

remaining segments is similar.  

Static Calibration 

Each anatomical segment is associated with one rigid body that can be defined by its position and 

orientation at every instant and is represented by a local reference frame. The set of basis vectors that 

define each local reference frame is computed by points described on the global reference frame set in 

the laboratory. Therefore, it is possible to understand that those vectors correspond directly to the 

rotation matrix that represents the rotation of the local reference frame in relation to the global reference 

frame, as demonstrated before in Section 2.3.  

As mentioned previously, for the marker-based system there is an important step that must be done on 

the static acquisition which is the reconstruction of the model by the anatomical markers and the 

definition of its relation with the tracking markers. First, the local reference frame of each anatomical 

segment is computed, according to the methodology introduced in Section 3.1. For the case depicted in 

Figure 37, the local reference frame of the thigh and the leg are reconstructed according to the methods 

introduced in Section 3.1.1 and Section 3.1.2, respectively.  

 

Figure 37 - Representation of the local reference frames for the anatomical segments of the thigh and leg on the 
marker-based system. Two clusters are positioned on each anatomical segment and each cluster has its own local 

reference frame. The dash lines represent the position vectors regarding one tracking marker 𝐾 of the thigh. 
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Then, the position vector of the 𝑘-th tracking marker on the cluster attached to the respective anatomical 

segment, on the global reference frame, can be defined in relation to the local reference frame by 

 𝐫𝑘
𝑀𝐵 = 𝐑𝑖

𝑀𝐵  𝐫𝑘
𝑖 + 𝐫𝑂𝑖

𝑀𝐵 (34) 

where 𝐫𝑘
𝑀𝐵 corresponds to the position vector of the 𝑘-th tracking marker on the global reference frame,  

𝐫𝑘
𝑖  corresponds to the position vector of the 𝑘-th tracking marker on the 𝑖 ∈ {𝐴, 𝐵} local reference frame, 

𝐫𝑂𝑖
𝑀𝐵 corresponds to the position vector of the origin of the 𝑖 ∈ {𝐴, 𝐵} local reference frame on the global 

reference frame and 𝐑𝑖
𝑀𝐵 is the rotation matrix that represents the rotation of the 𝑖 ∈ {𝐴, 𝐵} local 

reference frame in relation with the global reference frame. Those position vectors can be observed in 

Figure 37 for one tracking marker on the anatomical segment of the thigh. As one should expect, the 

columns of that rotation matrix correspond directly to the three axes of the respective local reference 

frame 

 𝐑𝑖
𝑀𝐵 = [𝜂𝑖 𝜁𝑖 𝜉𝑖] (35) 

From Equation (34) it is possible to define the tracking markers on the respective local reference frame 

of the segment its cluster is attached 

 𝐫𝑘
𝑖 = (𝐑𝑖

𝑀𝐵)−𝟏 (𝐫𝑘
𝑀𝐵 − 𝐫𝑂𝑖

𝑀𝐵) (36) 

Note that since the rotation matrix is characterized as an orthogonal matrix it is necessarily invertible 

and, therefore, the previous expression has a determined solution.  

Each cluster has, at least, three tracking markers, which makes it possible to construct a cluster’s local 

reference frame.  Two auxiliary vectors, which correspond each to the difference between two tracking 

markers, may be defined on the local reference frame of the segment (consider three tracking markers 

by 𝑘 = {1,2,3}) by 

 𝐯1
𝑖 = 𝐫2

𝑖 − 𝐫1
𝑖 = (𝐑𝑖

𝑀𝐵)−1(𝐫2
𝑀𝐵 − 𝐫1

𝑀𝐵) (37) 

 𝐯2
𝑖 = 𝐫3

𝑖 − 𝐫1
𝑖 = (𝐑𝑖

𝑀𝐵)−1(𝐫3
𝑀𝐵 − 𝐫1

𝑀𝐵) (38) 

where the distributive property of matrices were used. Note that to compute those vectors it does not 

need to know the coordinates of the segment’s local reference frame origin on the global reference 

frame since it was removed by the subtraction. Besides, those auxiliary vectors on the local reference 

frame of the segment can also be defined in terms of the global reference frame by the following 

expressions, 

 𝐯1
𝑖 = (𝐑𝑖

𝑀𝐵)−𝟏𝐯1
𝑀𝐵 (39) 

 𝐯2
𝑖 = (𝐑𝑖

𝑀𝐵)−𝟏𝐯2
𝑀𝐵 (40) 

in which 𝐯1
𝑀𝐵 and 𝐯2

𝑀𝐵 are given by, 

 𝐯1
𝑀𝐵 = 𝐫2

𝑀𝐵 − 𝐫1
𝑀𝐵 (41) 
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 𝐯2
𝑀𝐵 = 𝐫3

𝑀𝐵 − 𝐫1
𝑀𝐵 (42) 

The basis vectors that define the cluster’s reference frame in relation with the local reference frame of 

the segment can be computed through a series of cross-products using the auxiliary vectors from 

Equation (39) and Equation (40),   

 {

𝐮1
𝑖 = 𝐯1

𝑖

𝐮2
𝑖 = 𝐯2

𝑖 × 𝐮1
𝑖

𝐮3
𝑖 = 𝐮1

𝑖 × 𝐮2
𝑖

⇔ {

𝐮1
𝑖 = (𝐑𝑖

𝑀𝐵)−1𝐯1
𝑀𝐵

𝐮2
𝑖 = (𝐑𝑖

𝑀𝐵)−1(𝐯2
𝑀𝐵 × 𝐯1

𝑀𝐵)

𝐮3
𝑖 = (𝐑𝑖

𝑀𝐵)−1(𝐯1
𝑀𝐵 × (𝐯2

𝑀𝐵 × 𝐯1
𝑀𝐵))

 (43) 

where the vectors 𝐮1
𝑖 , 𝐮2

𝑖  and 𝐮3
𝑖  correspond, respectively, to each of the three basis vectors that define 

the cluster’s reference frame located on the 𝑖 ∈ {𝐴, 𝐵} segment. On the other hand, similar expressions 

can be obtained if the basis vectors for the cluster’s reference frame would be computed with auxiliary 

vectors expressed on the global reference frame, 

 {

𝐮1
𝑀𝐵 = 𝐯1

𝑀𝐵

𝐮2
𝑀𝐵 = 𝐯2

𝑀𝐵 × 𝐮1
𝑀𝐵

𝐮3
𝑀𝐵 = 𝐮1

𝑀𝐵 × 𝐮2
𝑀𝐵

⇔ {

𝐮1
𝑀𝐵 = 𝐯1

𝑀𝐵

𝐮2
𝑀𝐵 = 𝐯2

𝑀𝐵 × 𝐯1
𝑀𝐵

𝐮3
𝑀𝐵 = (𝐯1

𝑀𝐵 × (𝐯2
𝑀𝐵 × 𝐯1

𝑀𝐵))

 (44) 

By comparing the expressions in Equation (43) with the expressions in Equation (44) it is possible to 

find a relation between the basis vectors of the cluster’s reference frame defined on the local reference 

frame of the segment and the basis vectors of the same cluster’s reference frame but defined on the 

global reference frame, 

 {

𝐮1
𝑖 = (𝐑𝑖

𝑀𝐵)−1𝐮1
𝑀𝐵

𝐮2
𝑖 = (𝐑𝑖

𝑀𝐵)−1𝐮2
𝑀𝐵

𝐮3
𝑖 = (𝐑𝑖

𝑀𝐵)−1𝐮3
𝑀𝐵

⇒ 𝐔𝑖 = (𝐑𝑖
𝑀𝐵)−1𝐔𝑀𝐵 (45) 

in which 𝐔𝑖 and 𝐔𝑀𝐵 correspond to the reconstruction matrix defined, respectively, on the local reference 

frame of the segment and on the global reference frame, and are given by the following expressions 

 𝐔𝑖 = [𝐮1
𝑖 𝐮2

𝑖 𝐮3
𝑖 ] (46) 

 𝐔𝑀𝐵 = [𝐮1
𝑀𝐵 𝐮2

𝑀𝐵 𝐮3
𝑀𝐵] (47) 

Those reconstruction matrixes will be responsible for the reconstruction of the local reference frame of 

each anatomical segment on the movement trial. On the static calibration step, for every acquisition 

frame, it is possible to know the values of 𝐑𝑖
𝑀𝐵 and 𝐔𝑀𝐵 since they are only dependent on values defined 

on the global reference frame and, consequently, it is possible to compute the matrix 𝐔𝑖 for every 

acquisition frame and for each anatomical segment. Then, by averaging the values of this matrix through 

all frames, one obtain a representative invariant matrix 𝐔𝑖 of the reconstruction vectors defined on the 

local reference frame of the 𝑖 ∈ {𝐴, 𝐵} anatomical segment (from now on this will be the expression for 

the average matrix and not the matrix computed on each frame). This matrix is invariant for all the 

movements on that anatomical segment since the tracking markers that are in the cluster, which in turn 

is attached to the segment, keep the same distance to the segments’ local reference frame. In other 
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words, those tracking markers can be considered as non-collinear points belonging to the rigid body that 

characterizes the anatomical segment and so the orientation of this segment can be determined by 

those non-collinear points. Note that it is not possible to estimate the orientations, for example, of the 

segment of the thigh with the cluster positioned on the leg since the tracking markers of this cluster do 

not remain invariant to the thigh’s reference frame for some movements such as knee flexion.     

Movement Analysis 

For every movement trial, to compute the orientation of one anatomical segment relative to another 

segment, it is necessary to compute first the local reference frame that characterizes each rigid body’s 

representation of those segments. On the marker-less system, this step is fairly straightforward since 

the basis vectors for each local reference frame are given by one of the six techniques of vector 

orthogonalization as explained in Section 3.1. It is worth mentioning again that, since these basis vectors 

are computed in relation to the global reference frame, they represent directly the rotation matrix that 

describes the rotation of the local reference frame in respect to the global reference frame. Therefore, 

for the case of two anatomical segments A and B the respective rotation matrices are given by: 

 𝐑𝐴
𝑀𝐿 = [𝜂𝐴 𝜁𝐴 𝜉𝐴] (48) 

 𝐑𝐵
𝑀𝐿 = [𝜂𝐵 𝜁𝐵 𝜉𝐵] (49) 

where the rotation matrix in Equation (48) is in relation to the rigid body A and the rotation matrix in 

Equation (49) is in relation to the rigid body B. On the other hand, for the marker-based system, the 

process to get those rotation matrices is different since it makes use of the invariant matrix  𝐔𝑖 computed 

on the static calibration step. For every frame, it is possible to compute the reconstruction matrix 

described on the global reference frame 𝐔𝑀𝐵 since it is known the positions of the tracking markers on 

the global reference frame obtained from the acquisition. With the invariant matrix computed previously, 

it is possible to estimate the orientations of a given anatomical segment, defined by its local reference 

frame, in relation to the global reference frame by the following expression derived from Equation (45), 

 𝐑𝑖
𝑀𝐵 = 𝐔𝑀𝐵(𝐔𝑖)−𝟏 (50) 

Note that it is possible to perform that formulation from Equation (45) because those matrices 

correspond to a set of basis vectors that define a local reference frame and, therefore, are orthogonal 

and, necessarily, invertible.  

With the local reference frame computed for each rigid body on every frame, the next step consists of 

finding the relation between those rigid bodies, this is, the orientation of one rigid body in relation to the 

orientation of the other rigid body. Since the local reference frames are described in terms of one 

common reference frame, the global reference frame, it is possible to use Equation (14) deduced on 

Section 2.3 about two reference frames that were derived from one original reference frame. Therefore, 

the rotation of the local reference frame of the rigid body B in relation to the local reference frame of the 

rigid body A, on the 𝑗 ∈ {𝑀𝐵,𝑀𝐿} system, is given by, 
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 𝐑𝐵
𝐴 = (𝐑𝐴

𝑗
)
−𝟏
𝐑𝐵
𝑗
 (51) 

where 𝐑𝐵
𝐴  is the rotation matrix that expresses the orientation of rigid body B relative to the orientation 

of rigid body A. Note that the previous rotation matrix is computed on every frame in order to know how 

one segment is oriented to the other segment during the whole movement.  

To be able to understand better the orientation of one segment relative to other, the rotation matrix is 

converted to Euler angles by using one of the sequences shown in Table 1. Since the movements mainly 

occur on the three anatomical planes of reference it was decided to use Tait-Bryan angles to explain 

the orientations occurred since they represent three rotations on the three different axes (remember that 

these axes are approximately oriented along the three anatomical axes of reference on the static 

position). For example, for the knee flexion movement with the anatomical segments of the thigh and 

leg as depicted in Figure 37, a sequence of ZYX consists on performing first an abduction or adduction, 

then an internal or external rotation and finally a flexion or extension of the knee. Note that one must 

take into account the gimbal lock problem which occurs for  90 angles on the second rotation. On the 

example of knee flexion before, it is not expected for the knee to rotate internally or externally, therefore, 

it is possible to choose that sequence of rotations.      

Then, after the conversion of rotation matrix into Euler angles, it is expected to obtain three signals that 

represent the amount of rotation of one segment in relation to the three axes of the local reference frame 

of the other segment. However, two correction steps are needed to perform on those orientation’s curves 

before obtaining the results.  

The first correction to perform is relative to the interval the Euler angles are computed which is confined 

to [-180 180]. This will create several gaps on the curves since angles that go over 180º will be 

automatically mapped to negative angles. Therefore, those gaps needed to be eliminated in order to 

achieve a smooth curve of the rotations. 

The second correction to perform is only needed for the techniques used on the marker-less system 

that requires only two points to compute the reference frame. For these algorithms, it is possible to note 

that the orientation’s curves present others gaps which are not related to the previous ones. These gaps 

occur when the rotations get closer to a singularity and it is forced to swap to a different condition defined 

on each algorithm as shown in Appendix C. Physically, on the exact acquisition frame a gap occurs, the 

local reference frame of the moving segment suffers a rotation around a given axis and is defined, from 

now on, by this rotated reference frame. In Figure 38 it is possible to observe the original local reference 

frame of the thigh and a second local reference frame which results from a rotation of the first. 

The solution proposed to correct this situation was by finding the relation between the local reference 

frame and its rotated reference frame, on the acquisition frame the rotation occurs, and use that relation 

to transform back the following rotated reference frames to its original orientation for every following 

acquisition frame. First, compute the rotation matrix that represents the rotation between the local 

reference frame on the instant the gap occurs relative to the local reference frame on the previous 

instant, using the Equation (14) from Section 2.3, 
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 𝐑𝐴′
𝐴 = (𝐑𝐴

𝑀𝐿)−1𝐑𝐴′
𝑀𝐿 (52) 

where 𝐑𝐴
𝑀𝐿 is the rotation matrix that represents the orientation of the local reference frame A in relation 

to the global reference frame and 𝐑𝐴′
𝑀𝐿 is the rotation matrix that represents the orientation of the local 

reference frame A’ (when the gap occurs) in relation to the global reference frame. 

 

Figure 38 - Local reference frame of the thigh located at OA and a second local reference frame centered at OA' 

which resulted from a rotation of the first. 

With the previous expression it is possible to compute the local reference frame of the segment as it 

was before the gap, for the remaining acquisition frames in which the local reference frame was affected 

by the rotation, by reformulating the previous expression: 

 (𝐑𝐴
𝑀𝐿)𝑙 = (𝐑𝐴′

𝐴  (𝐑𝐴′
𝑀𝐿)𝑙

−1)−1 (53) 

in which 𝑙 corresponds to the 𝑙-th acquisition frame that needs a correction.  

With the previous correction, the rotation matrix that defines the orientation between one anatomical 

segment and the global reference frame is determined for the full acquisition. After this step, the 

orientation between the two anatomical segments must be computed with Equation (51) to obtain the 

correct rotations. After the extraction of the Euler angles from the rotation matrix it will be possible to 

find a smoother curve than the curve that was extracted if the correction was not performed.  

 

4.3 Conclusions 

In the first part of this Section, it was shown how the data relative to the 3-D position of each marker 

and each joint estimated, respectively, on the marker-based and marker-less systems was processed. 

This processing step was needed since, first, the data acquired directly from the laboratory presented 

some unwanted parts that had to be removed and, second, in order to be able to compare the data 

acquired between the two different systems. In the second part of the Section, it was presented the 

ways to obtain the orientations of one anatomical segment in relation to another segment. Those 

orientations are expressed on three Euler angles which represent the amount of rotation around each 

axis.  
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5 Results 

With the purpose to find which vector orthogonalization technique estimates better the orientations for 

a determined movement, the three inter-segment rotations obtained for a given rigid body on all the 

participants are compared between the marker-less system and the marker-based system.   

First of all, it is important to refer that, for each movement analyzed, only the three orientations of one 

rigid body of the biomechanical model are studied. Specifically, that rigid body will correspond to one of 

the anatomical segments that follows the given movement. For example, for the knee flexion, it will only 

be analyzed the rigid body representative of the leg. It is not interesting to compare the orientations 

between the remaining anatomical segments such as the chest or the arm since they are static during 

the whole movement.  

For each movement, three representative orientations are estimated for the marker-based system and 

for each technique used on the marker-less system. Those orientations are obtained by computing, 

initially, the mean orientation between the 5 trials acquired for each subject and, then, by taking the 

mean of the mean orientations for all the subjects that participated in the experiment. The same was 

performed for the standard deviations. For some movements, if a given sample presented some 

orientations’ curves that deviate a lot from the general pattern then that sample was considered an 

outlier and removed from the population.   

To describe the orientations of the chosen rigid body, first, it is depicted the three orientations for the 

marker-based system. Since this represents the reference it is important to understand the pattern of 

the orientations’ curve during the whole movement. Then, it will be represented the three orientations 

obtained on each technique for the marker-less system against the orientations obtained on the marker-

based system for a clear comparison of the curves. Besides the representation of the mean orientation, 

it will also be shown the two mean standard deviation curves with a shaded area between them. On the 

comparison graphics, the curves with respect to the marker-based system will be shown at gray and the 

curves with respect to the marker-less system will be shown at red, green and blue for rotations about 

the 𝜂-axis, 𝜁-axis and 𝜉-axis respectively.   

Furthermore, in order to get a quantitative idea of the similarity between the orientations on the marker-

less system and the orientations on the marker-based system, Pearson’s correlation coefficient is 

computed for each technique used. This coefficient measures the linear relationship between two 

datasets and it is defined on the range between -1 and 1. If its value is positive then the two data sets 

are positively correlated while if it is negative then the data sets are negatively correlated. If the 

coefficient equals 0 then it means there is no linear relation between the data sets. According to Dawson 

and Trapp (2004), coefficient values from 0 to 0.25 or -0.25 indicates absence of correlation, values 

from 0.25 to 0.5 and -0.25 to -0.5 means poor correlation, values from 0.5 to 0.75 and -0.5 to -0.75 

shows moderate to good correlation and values from 0.75 to 1 and -0.75 to -1 indicates to very good to 

excellent correlation. For the problem presented in this thesis, it is desired to obtain high values of the 
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correlation coefficient since the orientations’ pattern on the marker-less system should be similar to the 

pattern on the marker-based system. 

Root-mean-square error (RMSE) was also computed between the six techniques used on the marker-

less system and the marker-based technique. The measured average RMSE between every subject as 

well the standard deviation can be accessed on Appendix E. It was not decided to discuss those results 

on this thesis due to one reason: the RMSE measures the difference between the values estimated from 

the two different systems, however, one is more concerned about the similarities on the kinematic 

pattern between the curves from both systems (measured by the Pearson’s correlation coefficient). If 

the orientations from the two systems only differ by an offset that could be further corrected by calibration 

equations. 

 

5.1 Hip Abduction/Adduction – Orientations of Thigh Segment 

For the hip abduction movement, it was decided to analyze the orientation of the right thigh segment in 

relation to the reference frame formed on the pelvis. The rigid body with respect to the right leg also 

follows the movement but, with the biomechanical adopted on this thesis, it makes more sense to 

compare the right thigh with the pelvis since they are adjacent to each other.  

 

Figure 39 - Orientation curves for the hip abduction movement on the marker-based system on the right thigh 
segment. Each column represents the orientation around each axis of the reference frame (n=28). 

On Figure 39 it is possible to observe the orientations around the 𝜉, 𝜁 and 𝜂 axes during the whole 

movement for the marker-based system. The orientation around the 𝜂-axis presents a higher amplitude 

in relation with the other two orientations while the orientation around the 𝜁-axis is the one with lower 

amplitude. In fact, this result is expected since the hip abduction movement mainly occurs on the frontal 

plane which is perpendicular to the 𝜂-axis. During the movement, the reference frame of the thigh rotates 

in the negative direction around that axis (abduction) until it reaches about 50% of the movement, from 

where it starts to rotate in the positive direction (adduction). It is possible to verify that the peak value of 

the orientation around the 𝜂-axis is achieved at about half of the movement and it is negative since the 

rotation first was towards the negative direction.  

The orientation about the 𝜉-axis presents a slight increase until a half of the movement and then it 

decreases to its initial position. This may be explained by the occurrence of a small flexion of the thigh 

on the sagittal plane followed by an extension towards its initial position that the participants performed 
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during the acquisition. Besides, one can note that while the orientation about the 𝜂-axis starts at zero, 

the orientation about the 𝜉-axis starts at a higher angle than zero. In fact, it is expected that the three 

orientations start at zero since, for every acquisition, the subject begun and ended the motion on the 

anatomical reference position and, for this position, the three axes of the thigh’s reference frame should 

be pointing towards the same direction of the three axes of the pelvis’ reference frame. However, after 

the computation of each reference frame, the axes do not become exactly aligned which leads to the 

offset shown in the orientation around 𝜉-axis. The appearance of that offset could be a result of the 

wrong placement of the markers on the skin which consequently leads to the computation of mistaken 

axes for each reference frame. 

Regarding the orientation around the 𝜁-axis, the curve suggests that there is a subtle external rotation 

followed by a small internal rotation until half of the movement and, then during the adduction, there is 

again an external rotation followed by an internal rotation.  

The orientations estimated by each technique on the marker-less system for the hip abduction 

movement are represented on Figure 40 against the orientations obtained on the marker-based system. 

It can be observed that the orientation around the 𝜂-axis presents again higher amplitude in relation with 

the others orientations for every technique with the exception of PM in which the orientation around 𝜉-

axis has equally high amplitude. However, it can be noted that, for every technique, the amplitude is 

higher than the amplitude on the standard system. This may be due to two different reasons. The first 

reason is that the Kinect sensor, although it represents well the segments of the skeleton with respect 

to the subject, it presents some difficulties in estimating the three-dimensional position of the joints’ 

centers on the lower part of the body as mentioned by Bonnechère et al (2014) and Skals et al (2014). 

The second reason is that, during the hip abduction trial, it was noted that the subject performed a lateral 

flexion of the trunk, opposite to the direction of the thigh, in order to not overbalance. This lateral flexion 

caused some displacement on the markers located on the pelvis leading then to a rotation of the pelvis’ 

reference frame around the 𝜂-axis with the same direction of the thigh’s reference frame. On the marker-

less system, this effect is not observed since its precision to estimate the joints’ position center is lower 

than the precision of the marker-based system. 

Regarding the orientation around 𝜉-axis, the results do not present very high amplitude similarly to the 

standard orientation for the exception of EB and PM techniques. Besides, the curves on HH and SF do 

not seem to have the same pattern of the standard’s curve as it increases and decreases several times 

during the movement. Though, one should note that for every technique, with the exception of SF, the 

relative orientation between the two segments starts at zero degrees as expected from the anatomical 

reference position. This supports the previous statement that the offset presented on the marker-based 

curve may be caused by the wrong marker placement as stated before. 
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Figure 40 - Orientation curves for the hip abduction movement for each technique applied on the marker-less 
system. Each column represents the orientation around each axis of the reference frame. Each line represents one 
of the six techniques used (n=28). 
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The orientation around 𝜁-axis presents only more feasible results for the EB and PM while the remaining 

techniques do not follow the same pattern. Also, most of the curves show relatively larger standard 

deviations, which is an outcome that could also be seen on some orientations around the 𝜉-axis. The 

main reason for could be the fact only two points are used to estimate the orientations (with the exception 

of TP) and therefore there is only one preferential anatomical axis on each reference frame. The other 

two axes are estimated from only one vector, in order to get an orthogonal reference frame, by different 

ways so it is expected the results to be relatively different between the several techniques, and for some 

it will not reproduce faithfully the anatomical rotation. Adding to that, for the orientation around 𝜁-axis, 

the Kinect sensor presents limitations on measuring the internal and external rotations due to the lack 

of determining a non-joint center with an orthogonal axis to the longitudinal axis used to estimate the 

orientations as also observed by Clark et al. (2012). 

 

Table 2 - Pearson's correlation coefficient for the hip abduction movement for each technique implemented. 

  Three Points HouseHolder Eberly Square Plate Spherical 
Projection 

Matrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 0.0515 0.683 -0.0542 0.573 0.3761 0.7625 0.3805 0.7568 -0.192 0.6437 0.7314 0.4084 

𝜁-axis 0.0063 0.047 -0.0494 0.481 0.1396 0.4791 -0.017 0.4895 0.0813 0.5964 0.3251 0.428 

𝜂-axis 0.9408 0.056 0.9381 0.0576 0.942 0.0592 0.9401 0.0577 0.9221 0.0622 0.9401 0.0554 

 

Finally, on Table 2  it is possible to observe the mean values and standard deviation for the Pearson’s 

correlation coefficient for each technique used on the marker-less system. In general, the orientation 

around the 𝜂-axis presents excellent values of correlation with relatively small values for standard 

deviation which is expected since this corresponds to the rotation about the axis perpendicular to the 

main anatomical plane where the movement occurs. Regarding the orientation about the 𝜉-axis, the PM 

technique shows good correlation, the EB and SP techniques present poor correlation and the other 

techniques have almost no correlation. As for the orientation about the 𝜁-axis, the correlation on PM is 

poor and for the other techniques is practically inexistent. These results are according to the comments 

mentioned in the previous paragraph.  

 

5.2 Knee Flexion – Orientations of Leg Segment 

To discuss the results obtained for the knee flexion movement, the right leg was the anatomical segment 

chosen to compare the results between the two systems since it is the only rigid body that suffers a 

translation and rotation during the motion. The orientations of that rigid body are estimated by computing 

the rotation of the leg’s reference frame in relation to the thigh’s reference frame.  
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Figure 41 - Orientation curves for the knee flexion movement on the marker-based system on the right leg 
segment. Each column represents the orientation around each axis of the reference frame (n=28). 

On Figure 41 is shown the orientations obtained for the marker-based system. It is possible to verify that 

the orientation around 𝜉-axis presents a much higher amplitude in relation with the other two 

orientations. This outcome is expected since the knee flexion movement occurs mainly on the sagittal 

anatomical plane whose anatomical reference axis orthogonal to it, the mediolateral axis, is aligned with 

the 𝜉-axis. In this case, as mentioned in Section 2.1, the flexion corresponds to the rotation of the leg 

towards the posterior direction instead of the anterior direction. Therefore, the rotation around the 𝜉-axis 

will be in the negative direction during flexion of the leg, which occurs until approximately half of the 

movement, and then in the positive direction during extension of the leg. This pattern can be confirmed 

on the orientation curve where it first decreases reaching its peak about 50% of the movement and then 

it increases until the segment returns to its original position. Finally, note that the curve does not start at 

zero degrees, which is when the subject stands at the anatomical reference position. Similar to the hip 

abduction movement, this can be due to the wrong marker placement on the skin of the subject.       

In relation to the orientation around 𝜁-axis it suggested that there is a small internal rotation when the 

leg is reaching the maximum flexion and, subsequently, there is the opposite movement of external 

rotation when the leg starts to reach back to the anatomical reference position. On the orientation curve 

regarding the rotation around 𝜂-axis, it is possible to observe a small adduction of the leg in relation with 

the thigh at the same time of the flexion motion, followed by an abduction during the extension portion 

of the movement. Both curves seem to present quite high standard-deviations which may be due to two 

motives. The first is the placement of the markers on the body which may not always be on the exact 

location between different subjects since for some participants the epicondyles on the knee were not 

easily detected. Consequently, different markers’ positions will lead to the reconstruction of different 

reference frames between the subjects, which may cause offsets on the curves and increase the 

standard deviation. The second reason is that the axes of the reference frame have two preferential 

axes while the third axis is obtained from the external product of the other two in order to get an 

orthogonal reference frame. Therefore, for some subjects, the axes of the reference frame may not be 

faithfully aligned with the anatomical axes which lead to misleading rotations.  

The orientations estimated with the six vector orthogonalization algorithms on the marker-less system 

are depicted in Figure 42, overlapping the orientations of the marker-based system from Figure 41 

depicted on gray. Likewise the orientations on the standard system, the orientation corresponding to the 

main rotation, which occurs on the sagittal plane, is around the 𝜉-axis. For all the techniques 

implemented, the pattern of those curves is similarly to the one shown before since it is possible to 
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observe first a decrease in the angular values until half of the movement and, afterward, it increases 

until its initial value. Contrary to the hip abduction movement, on this case, most of the curves begin at 

the same value of the standard and not at zero as it should be. This implies that the reason on the 

marker-based system may not be due to the wrong placement of the markers but the way the 

biomechanical model is defined on both systems. Furthermore, it is possible to observe a big difference 

between the peak’s value of the standard curve and the curves of all the techniques implemented. The 

reason for this outcome may be due to the poor estimation of the lower body joints’ center by the 

algorithm of the Kinect sensor. A different reason that can be also applied for the knee flexion movement 

is the possibility of occlusion of the right leg segment by another anatomical segment. Since it was not 

placed any Kinect sensors behind the subject, some anatomical segments that went towards the 

posterior direction of the body may not be well detected by the Kinect sensors in front of the subject. 

Therefore, the joint center respective to the ankle may not be detected when the leg reaches its full 

flexion making it impossible to represent the true anatomical rotation. 

For the orientations around the 𝜁-axis and 𝜂-axis, the kinematic patterns of the marker-less curves do 

not correspond to the same patterns of the marker-based curve. With the exception of the orientation 

curve around 𝜁-axis for the TP and PM technique, all the other curves appear to have a negative relation 

with the standard ones. This may be due to the combination of several reasons. First, the poor estimation 

of the joints’ center as mentioned before leads to a poor reconstruction of the reference frame. Second, 

five of the six techniques uses only two points to obtain the axes of reference which induces a lack of 

precision for the estimation of two of the three axes. During the processing of the orientations’ results, 

although the axes seemed to be pointing in the correct directions they must have rotated in the opposite 

direction around the 𝜁 and 𝜂 axes. Regarding the TP technique, which has one more source of 

information, the reason the orientation’s curve do not follow the same pattern may be because of the 

external product between the two first vectors to obtain the second axis. Since one of these vectors 

goes from the knee joint to the hip joint and the other from the knee joint to the ankle joint, the angle 

formed between them is around 180º. Therefore, for some subjects, the axis obtained from the external 

product will point either to the right or left direction of the body if the angle formed between them is either 

lower or higher than 180º. One could though if this outcome could not also occur on the standard system 

since it also uses three points to estimate the orientations. The reason is that the precision on estimating 

the joints’ center is much better than the precision of the Kinect sensor as already mentioned before.  
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Figure 42 - Orientation curves for the knee flexion movement for each technique applied on the marker-less system. 
Each column represents the orientation around each axis of the reference frame. Each line represents one of the 
six techniques used (n=28). 
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Table 3 - Pearson's correlation coefficient for the knee flexion movement for each technique. 

  Three Points HouseHolder Eberly Square Plate Spherical Projection Matrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 0.9356 0.051 0.786 0.2979 0.9251 0.0762 0.8911 0.1772 0.5898 0.495 0.8681 0.1616 

𝜁-axis 0.2221 0.486 -0.3756 0.6031 -0.198 0.5562 -0.244 0.5255 -0.277 0.7312 0.4637 0.4512 

𝜂-axis -0.121 0.591 -0.3919 0.5662 -0.438 0.6423 -0.28 0.6263 -0.439 0.6352 -0.477 0.6871 

 

To conclude the analysis of the knee flexion movement, on Table 3 it is possible to verify the Pearson’s 

correlation coefficient of each orientation of each vector orthogonalization technique in relation with the 

standard system. One can confirm that the orientation around the 𝜉-axis is the one most accurate since 

it presents higher values of correlation. For the TP, EB, SP and PM algorithms it presents very good 

correlation, for the HH it has good correlation although with higher standard deviation and for the SF it 

has moderate correlation with a very high standard deviation. In relation to the orientations around the 

𝜁 and 𝜂 axes, with the exception of the TP and PM techniques on the 𝜁-axis, all the techniques present 

negative correlations. These results support the curves shown in Figure 42 in which it is suggested the 

existence of a negative linear relation between the marker-less and the marker-based system. Although, 

for these two orientations, there are some correlations with higher absolute value than others all of them 

are lower than 0.5 which indicates poor correlation.  

 

5.3 Hip Flexion/Hyperextension – Orientations of Thigh Segment 

For the analysis of the hip flexion movement, the rigid body of the thigh was selected likewise on the hip 

abduction movement. Therefore, the orientations reproduced here represent the rotation of the 

reference frame of the thigh in relation to the reference frame of the pelvis.   

 

Figure 43 - Orientation curves for the hip flexion movement on the marker-based system on the right thigh 
segment. Each column represents the orientation around each axis of the reference frame (n=28). 

The orientations estimated by the marker-based system can be observed in Figure 43. The anatomical 

reference plane where the main part of the movement occurs is the sagittal plane and since the axis of 

reference orthogonal to it is the mediolateral axis, the principal rotation of this movement is about the 𝜉-

axis. The kinematic pattern of the orientation curve around 𝜉-axis shows initially an increase in the 

angular values which means the reference frame rotated in the positive direction (flexion) and at about 
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25% of the movement it rotates in the negative direction (extension). At half of the movement, the thigh 

goes through its initial position and then it goes through hyperextension which causes a decrease in the 

angular values. After it reaches the maximum of hyperextension, around 75% of the movement, the hip 

returns to the anatomical reference position by rotating the reference frame in the positive direction 

again. It is possible to observe that the curve presents an offset on its initial position which, like on the 

hip abduction movement, may be caused by the wrong placement of the markers on the body of the 

subject.   

Regarding the orientation around the 𝜁-axis it shows a slight internal rotation during the initial flexion 

phase of the movement and then, after the hip reaches the maximum flexion, it suffers a more significant 

external rotation until the maximum hyperflexion. After this point, it returns to its original position through 

an internal rotation. 

In relation to the rotation around the 𝜂-axis, it is suggested the occurrence of a very subtle adduction 

followed by a bigger abduction when the hip is going from the flexed position to the hyperextended 

position. In the end, there is an adduction of the hip in order to return to the anatomical reference position 

from where it started.   

For the marker-less system, the orientations estimated by the several algorithms are depicted in Figure 

44 against the orientations, obtained on the marker-based system, that were depicted in Figure 43. In 

relation to the main orientation for this movement, the orientation around 𝜉-axis, the kinematic pattern 

is present on all techniques although HH does not reach well the first peak, SF presents a flat curve on 

both halves of the movement and the second part of PM curve does not present a negative peak as the 

standard curve. The reason for these outcomes on those three last techniques is that, for some subjects, 

the curve is inverted in relation to the standard kinematic pattern. It is not clear why the same algorithm 

produces different outputs for different subjects but it may be due to the fact that the Kinect sensor does 

not present a very good repeatability for the measurements (Bonnechère et al. (2014) found that the 

marker-less system presented reasonable to good repeatability for some movements). The problem can 

also be from the algorithms implemented which may reconstruct different reference frames under 

unknown specific conditions. Finally, one should note that the second part of the movement presents a 

much higher amplitude with respect to the standard curve than the first part of the movement. This could 

be caused by one factor that was already mentioned on the knee flexion movement: when the 

anatomical segment goes towards the posterior direction of the body the Kinect sensors in front of the 

subject may lose some precision on estimating the joints’ center position leading then to a mistaken 

reconstruction of the reference frame of the leg. 

Regarding the orientation around 𝜁-axis for the marker-less system, it is possible to verify that the curves 

estimated by HH, SP and SF techniques present a similar pattern to the one obtained on the marker-

based curve. On the TP technique, the orientation has a value of zero angles during the whole 

movement which means it was not estimated any rotation around the 𝜁-axis. This is due to the limitation  
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Figure 44 - Orientation curves for the hip flexion movement for each technique applied on the marker-less system. 
Each column represents the orientation around each axis of the reference frame. Each line represents one of the 
six techniques used (n=28). 
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of the Kinect on accessing internal and external joint rotations since the sensor cannot estimate another 

point that would get an orthogonal axis to the primary axis on every joint. 

For the orientation around 𝜂-axis, the curves present a pattern analogous to the standard curve with the 

exception of the SF technique. On this technique, it is possible to observe that the curve on the first half 

of the movement is not smooth which implies that the algorithm estimated different outcomes for different 

subjects which may be a cause of the reasonable repeatability of the Kinect sensor or the 

implementation of the algorithm itself. Besides, it is possible to observe very high standard-deviations 

on the orientations around 𝜁 and 𝜂 axes on the marker-less system in comparison with the marker-based 

system. The high standard-deviations may be due to the way the algorithms estimate the orientations. 

Note that all algorithms make use of the spatial information of two or three points estimated by Kinect 

sensor. Those estimations may vary from acquisition to acquisition either for the lower precision of the 

Kinect sensor on estimating the joints’ center, mainly for the lower part of the body, either for the 

acquisition setup (for example, the Kinect sensors might not be placed exactly at the same position 

between different acquisitions although efforts were made to prevent this issue). Therefore, the 

algorithms may reproduce different reference frames for different subjects depending on the joints’ 

center values leading then to an increase in the standard deviation.        

Table 4 - Pearson's correlation coefficient for the hip flexion movement for each technique 

  Three Points HouseHolder Eberly Square Plate Spherical Projection Matrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 0.9243 0.053 0.8446 0.1514 0.9261 0.0524 0.9249 0.0527 0.5938 0.3271 0.8331 0.1696 

𝜁-axis 0.0317 0.054 0.656 0.212 0.0953 0.594 0.7165 0.2619 0.6042 0.2399 0.3354 0.6626 

𝜂-axis 0.4672 0.501 0.3836 0.4814 0.4624 0.5039 0.4411 0.535 0.1257 0.5153 0.5679 0.4388 

 

To finalize the hip flexion analysis, on Table 4 is shown the values of the Pearson’s correlation coefficient 

for the six techniques implemented on the marker-less system. As expected, the correlations for the 

orientation around 𝜉-axis are very good, with the exception of the SF algorithm. On the other hand, the 

orientation around 𝜁-axis presents poor correlation for the TP, EB and PM techniques and moderate to 

good correlation for HH, SP and SF. By observing the correlation values for the orientation around the 

𝜂-axis it is possible to conclude that all the techniques present poor correlation which was not so clear 

by direct observation of the curves in Figure 44. 
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5.4 Shoulder Flexion/Hyperextension – Orientations of Arm Segment 

The orientations to be analyzed on the shoulder flexion movements are the orientations of the right 

arm’s rigid body in relation to the chest’s rigid body. Although the right forearm also follows this 

movement, both the right arm and the chest are the two rigid bodies that are attached by the shoulder 

joint which is responsible for the movement.  

In Figure 45 is shown the orientations estimated by the marker-based system. This movement occurs 

mainly on the sagittal plane, similarly to the hip flexion, therefore it is expected to observe a bigger 

variation on the angular data for the rotation about the 𝜉-axis. That can be verified by direct observation 

of the first curve depicted in Figure 45. Until 25% of the movement, there is an increase in the angular 

values which corresponds to a rotation in the positive direction (flexion). After it reaches the maximum 

flexion, the arm rotates until it reaches the maximum hyperextension which occurs at 75% of the 

movement. Since this is a motion of extension, there is a rotation towards the negative direction as can 

be noted by the decrease of the angular values on the curve. Finally, after it reaches the maximum 

hyperextension, the arm returns back to its initial position. 

 

Figure 45 - Orientation curves for the shoulder flexion movement on the marker-based system on the right arm 
segment. Each column represents the orientation around each axis of the reference frame (n=26). 

In relation to the orientation around 𝜁-axis, it is possible to observe a slight increase in the angular data 

which corresponds to an internal rotation which is followed by a bigger external rotation until 75% of the 

movement. In the end, another internal rotation is performed in order for the return of the arm to its 

original position. Note that this curve, as well the curve for 𝜉-axis, has a kinematic pattern similar to the 

hip flexion which makes sense since the movements are very alike. 

The orientation around 𝜂-axis does not present too many deviations in relation to its original value. It is 

possible to observe a small abduction on the beginning of the movement which is compensated by a 

small adduction at about half of the movement. This curve and the curve about 𝜁-axis do not begin at 

zero degrees as it should be expected from the anatomical reference position. This may be due to two 

reasons: the first is the placement of the markers on wrong locations on the subject and the second is 

the way the biomechanical model was defined. Both reasons could lead to the reconstruction of two 

reference frames that were not aligned from the beginning leading then to a rotation of one in respect 

to the other.  

Furthermore, it is possible to observe that the three orientations have a high standard deviation. On this 

case, this outcome can be the result of a different placement of the markers on the skin between different 
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subjects resulting then on different offsets for each curve. Additionally, it can also be the result of the 

low precision on detecting the markers on the clusters located on the arm. It was mentioned that each 

cluster was composed of four markers to follow the anatomical segment during the movement. However, 

due to the size of the markers on the arm’s cluster, the density of markers on that location and probably 

some occlusion, the IR cameras lost some accuracy on estimating the three-dimensional position of 

those markers leading then to a worse reconstruction of the reference frame of the arm.  

In Figure 46 it is possible to observe the orientations estimated by the six techniques for the marker-

less system against the marker-based system depicted on gray. For the rotation around the principal 

axis of the movement, the 𝜉-axis, the techniques TP, EB and SP are the ones whose kinematic pattern 

is more similar to the standard pattern. However, the angular variation on the TP and EB is much higher 

during the shoulder flexion portion of the movement. This can be explained by the poor estimation of 

the shoulder joint position when it was occluded by an anatomical segment during the movement, which 

supports the findings of previous investigation where it was found that the Kinect sensor estimates poorly 

the joints of the upper part of the body for movements that occur mainly in the sagittal plane (Huber et 

al., 2015). For the HH, SF and PM the reason some portions of the curve are not like the standard 

pattern may be due to the wrong reconstruction of the reference frame for specific conditions. Note that 

most of these techniques, due to the nature of their algorithms, present two or three cases which lead 

to different rotations and must be processed in order to get a faithful anatomical rotation. 

In relation with the orientations around 𝜁 and 𝜂 axes, there is practically no similarities between the 

curves estimated on the marker-less system and the marker-based system. Only the orientation around 

𝜁-axis for the EB and SP algorithms seems to have an internal rotation followed by an external rotation 

like it occurs on the standard curve but with much higher amplitude. Like previously, the occlusion of the 

shoulder joint by another segment might lead to the wrong estimation of the orientations by the different 

algorithms. Another possible reason could be the estimation by the algorithms for different conditions 

which may have caused different rotations for some portions of the movement. For example, note the 

SF curve in which there is a portion of the first half which seems to be upside down or the HH curve 

which presents an opposite kinematic pattern to the standard one. Finally, note that most of the curves 

on the orientation around 𝜂-axis do not start at zero but at the same point of the standard curve which 

suggests that the reason for the offset on both systems is due to the way the biomechanical model was 

defined. 

By comparing the standard deviations of the curves shown in Figure 46 with the ones shown for the 

movements that occurred on the lower part of the body (Figure 40, Figure 42, Figure 44) it is possible 

to verify that the standard deviation for the shoulder flexion is lower which supports some previous 

investigations that have found that the Kinect sensor, in general, provides a more reliable tracking of the 

upper body movements in relation to the lower body movements (Skals et al., 2014; Mentiplay et al., 

2015). 
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Figure 46 - Orientation curves for the shoulder flexion movement for each technique applied on the marker-less 
system. Each column represents the orientation around each axis of the reference frame. Each line represents one 
of the six techniques used (n=26). 

 

  



69 
 

Table 5 - Pearson's correlation coefficient for the shoulder flexion movement for each technique 

  Three Points HouseHolder Eberly Square Plate Spherical Projection Matrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 0.9507 0.042 0.3629 0.6546 0.9577 0.0387 0.8961 0.0752 0.4746 0.3274 0.7942 0.2619 

𝜁-axis -0.338 0.337 -0.4042 0.6007 0.5663 0.5644 0.6805 0.5968 0.3055 0.2933 0.1649 0.491 

𝜂-axis 0.1532 0.434 -0.0203 0.5548 0.1419 0.4906 0.0738 0.5746 0.038 0.5962 0.1031 0.5498 

 

In Table 5 is possible to observe the average and standard deviation Pearson’s correlation coefficients 

obtained for each technique used on the marker-less system. It is possible to observe that TP, EB and 

SP present very good correlation in the orientation around 𝜉-axis as expected from the previous analysis, 

PM shows good correlation and HH and SF presents poor correlation. Besides, it is possible to observe 

the poor correlations for almost every technique on the orientations around the 𝜁 and 𝜂 axes. Only the 

EB and SP algorithms show moderate to good correlation in the orientation around 𝜁-axis although with 

high standard deviation. It is important to note that the poor results for these correlations could also be 

caused by the less accurate estimation of the marker-based system for this movement which could lead 

to an unfaithful representation of the anatomical rotations. 

 

5.5 Elbow Flexion – Orientations of Forearm Segment 

For the elbow flexion movement, the rigid body used to analyze the orientations during the movement 

was the rigid body relative to the right forearm since it is the only anatomical segment that does not 

remain static.  

 

Figure 47 - Orientation curves for the elbow flexion movement on the marker-based system on the right forearm 
segment. Each column represents the orientation around each axis of the reference frame (n=26). 

The orientations estimated for the right forearm on the marker-based system can be observed in Figure 

47. The first half of the movement corresponds to the flexion and the second part corresponds to the 

extension, in which the forearm returns to its initial position. During the flexion, the forearm goes toward 

the anterior direction leading then to a rotation in the positive direction around the 𝜉-axis. On the 

contrary, during the extension, the forearm goes toward the posterior direction and the reference frame 

rotates around the 𝜉-axis in the negative direction. It is possible to observe that the orientation around 

𝜉-axis presents an increase in the angular values until half of the movement and then it decreases until 
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its initial position. Note that the curve does not start at zero degrees as one was expected which could 

be explained by the wrong marker placement on the skin or the way the biomechanical is defined.  

The orientation around the 𝜁-axis seems to present first an external rotation followed by an internal 

rotation when the forearm is returning back to the anatomical reference position. This outcome is 

expected since, as mentioned in Section 3.2, the subjects started with their forearms in a state between 

the supinated and pronated positions. During the flexion movement, the forearm is supinated (external 

rotation) and then it returns back through a pronation (internal rotation).  

Through observation of the kinematic pattern of the orientation around 𝜂-axis, it is possible to conclude 

that no movement of abduction or adduction occurred in this case. However, one can observe that the 

curve does not present a smooth curve as the others orientations. This outcome could also be seen 

(although much more slightly) on the orientation around 𝜂-axis for shoulder flexion. A possible 

explanation for this outcome could be the clusters used on the arm and forearm to follow the movement. 

These clusters, contrary to the clusters on the legs, had markers with a smaller radius that were very 

closer to each other since the body mass on the arms is usually much lower than on the legs. Therefore, 

during the movement, the IR cameras could have issues on estimating the three-dimensional position 

of some of these markers leading then to errors on the reconstruction of the reference frame of the 

forearm for some acquisitions.  

In Figure 48 it is possible to observe the orientations around the three axes estimated by the six 

techniques on the marker-less system and the orientations around the three axes estimated by the 

marker-based system on gray. In relation to the orientation around the 𝜉-axis which is the perpendicular 

axis to the main plane where the movement occurs (sagittal plane) all the techniques, with the exception 

of the SF, present a similar pattern to the standard curve. However, the HH algorithm presents a huge 

difference on the offset and the PM algorithm has some rough parts on the beginning and on the end of 

the signal. On the other hand, the curves for TP, EB and SP algorithms are very close to the standard 

curve. On the previous movement of the shoulder flexion, it was already observed that those three 

algorithms presented better results than the other three. This outcome suggests that, for the upper part 

of the body, the algorithms of HH, SF and PM have some limitations due to its different conditions. 

Further processing could be needed in order to improve these results. Besides, note that the techniques 

that have a most similar curve (TP, EB and SP) have an offset approximately with the same value of the 

standard curve which suggests this result is due to the definition of the biomechanical model. 

Regarding the orientations around 𝜁 and 𝜂 axes, in general, the orientations estimated by the six 

algorithms do not seem to be related to the orientations estimated on the marker-based system. Only 

the HH and SP algorithms for the orientation around 𝜁-axis and the HH algorithm for the orientation 

around 𝜂-axis presents a curve with a kinematic pattern closer to the standard one. These results can 

be due to several reasons. One is the limitation of the Kinect sensor on estimating internal and external 

rotations, which are in respect to the 𝜁-axis, since it cannot detect another point that could create an  
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Figure 48 - Orientation curves for the elbow flexion movement for each technique applied on the marker-less 
system. Each column represents the orientation around each axis of the reference frame. Each line represents one 
of the six techniques used (n=26). 
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orthogonal axis to the longitudinal axis that goes through the elbow or wrist joints (Clark et al., 2012). A 

second reason is the fact that most of these algorithms only make use of two points, therefore one unit 

vector, to estimate an orthogonal reference frame. Since the algorithms evaluate the input vector with 

different conditions, the reference frames estimated by each will differ and, consequently, some will get 

more accurate anatomical rotations than others. A third reason could be the poor repeatability of the 

Kinect sensor on estimating the joint’s center between different acquisitions as found by a previous 

finding on the study of the range of motion of the elbow flexion (Bonnechère et al, 2014). 

Table 6 - Pearson's correlation coefficient for the elbow flexion movement for each technique 

  Three Points HouseHolder Eberly Square Plate Spherical Projection Matrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 0.9432 0.067 0.8093 0.2788 0.9456 0.0564 0.9425 0.0458 -0.107 0.6597 0.7391 0.1288 

𝜁-axis 0.1729 0.493 0.269 0.7157 0.1037 0.3048 0.4364 0.5021 -0.169 0.3034 0.5134 0.3632 

𝜂-axis 0.1837 0.447 0.1617 0.5029 0.2525 0.4294 0.1405 0.5389 -0.03 0.5663 0.308 0.3921 

  

The Pearson’s correlation coefficients for the algorithms implemented on the marker-less system are 

shown in Table 6. It is possible to observe that the orientation around 𝜉-axis presents very good 

correlations for TP, HH, EB and SP and good correlation for PM. SF has practically no correlation and, 

besides that, it is negative. These results are according to the commentaries made before by direct 

observation of the orientation’s curves. In relation with the orientations around the other two axes it is 

possible to note that, in general, the correlations are very poor. For the orientation around 𝜁-axis, PM 

presents moderate correlation, HH and SP have poor correlation and the other algorithms are absence 

of correlation. For the orientation around 𝜂-axis, PM and EB are the ones with higher correlations but, 

still, they are very poor. Besides the reasons explained before, it is possible that the correlations were 

really low because the marker-based system had some problems on estimating the cluster’s markers 

and so the standard rotations were not faithful to the anatomical rotations. 

 

5.6 Conclusions 

The first point important to note is the lack of bibliographic references to compare the results of this 

thesis. That can be explained by two different reasons: the first is that this is the first work up-to-date 

that tries to implement different vector orthogonalization techniques to estimate the orientations of 

several anatomical segments with the information provided by the Kinect sensor; the second is that most 

of the studies that compared the Kinect sensor with a marker-based motion capture system analyzed a 

series of features such as the range of motion (Bonnechère et al, 2014), lateral and forward reach (Clark 

et al., 2012) or duration to execute each motion (Galna et al., 2014). In this thesis, it was analyzed 

kinematic patterns and features were not extracted from the results obtained which also limits the use 

of several statistical techniques that are extensively used in those studies. The only study found that 
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presents statistics (RMSE and Pearson’s correlation coefficient) similar to this thesis is by Skals et al. 

(2014) but the results are in respect to a gait pattern which cannot be comparable.  

The second point that should be mentioned by observing the results is that there is no vector 

orthogonalization technique that presents optimal results for every movement. As constantly stated 

during the analysis of the results, these techniques receive two or three points and estimate an 

orthogonal reference frame based only on one preferential anatomical axis. Besides, the techniques 

take care of the input vector differently, depending on their conditions, which consequently will lead to 

different reconstructed reference frames. For example, for the hip abduction movement, the PM 

technique seems to present better results while for the shoulder flexion is the EB technique instead. 

However, this is not necessarily a drawback as it seems at first instance. As mentioned in Section 2.2, 

the rigid bodies that constitute the biomechanical model are characterized by independent coordinates 

and, therefore, each rigid body is defined by six coordinates relative to its position and orientation. Thus, 

since each algorithm estimates the orientation of one rigid body, it is possible to apply different 

algorithms on different rigid bodies of the biomechanical model in order to obtain an orientation closer 

to the true anatomical rotations. 

It was mentioned in Section 3.2 that ten elementary movements were performed by the participants 

during the acquisitions, but only five of those ten movements were analyzed and presented in the results. 

Due to time restrictions it was not possible to process all the data acquired and reconstruct the 

orientations curves for the remaining five movements. It was decided to evaluate all the motions that 

included flexion or extension since in the literature it was noted that the Kinect estimates poorly the 

orientations for movements that occur in the sagittal plane (Huber et al., 2015), as well the hip abduction 

motion since previous findings stated that the accuracy on the measurements is lower for the lower body 

than the upper body (Bonnechère et al, 2014). 

Finally, for all the movements shown in the results it is possible to observe that the Kinect estimated 

truthfully the anatomical segments’ orientation around one axis and presented worse results for the 

other two axes. That one axis is, for every movement, aligned with the anatomical axis orthogonal to the 

anatomical plane in which the motion mainly occurs, so it is expected that the rotations around this axis 

present a kinematic pattern more closely to the pattern estimated for the highly-accurate marker-based 

system than the other two axes. As mentioned through the explanation of the different results, the worse 

estimations on the remaining axes of rotation could be due to several reasons: inability of the Kinect 

tracking algorithm to determine another anatomical point that could originate an orthogonal axis to the 

main axis of rotation (Clark et al., 2012); the problems on the estimation of the joints’ position for some 

motions the anatomical segments perform which may occlude another segments (Bonnechère et al, 

2014); the reconstruction of the axes of each reference frame by the vector orthogonalization methods 

may not align those axes with the respective anatomical axis of reference leading then to misleading 

rotations. 
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6 Conclusions and Future Developments 

Human motion tracking and pose estimation play an important role in the development of computer 

vision and computer graphics applications which can be implemented in clinical or entertainment 

situations. The Kinect One sensor and its skeleton tracking algorithm consisted on a significant progress 

in those domains since it provided a relatively accurate way to estimate the human pose without the aid 

of any complementary material to be placed on the user. However, the orientations it provides to 

reproduce the human anatomical segments’ rotations are difficult to understand and do not represent 

faithfully the real orientations. This thesis proposed an innovative way to estimate those orientations by 

applying several vector orthogonalization techniques to estimate an orthogonal reference frame for each 

segment. 

A comprehensive experimental protocol was planned to assess the validation of the orientations 

estimated by each vector orthogonalization technique using the Kinect sensor. A set of different 

movements were performed in the laboratory by 28 healthy subjects, which were simultaneously tracked 

by the Kinect sensor and a highly-accurate marker-based system for comparison. The results obtained 

showed that the vector orthogonalization techniques estimate with relatively good accuracy one of the 

orientations around one axis of rotation and that the techniques estimate differently the anatomical 

segments’ orientations providing then some versatility for their use on the motion of human movements. 

However, this work presented limitations and drawbacks that require attention in order to improve further 

researches.  

This thesis took the assumption that the orientations estimated from the marker-based system were 

considered the true reference to be compared. Although that system has a great precision on estimating 

the positions of the markers, it is not immune to systematic errors that may occur (Della Croce et al., 

2005). Such errors could be caused by the skin displacements or the wrong positioning of the markers 

on the bony landmarks. In this thesis, a cluster-based marker model was implemented to correct the 

skin displacement problem although some difficulties were found on the placement of the clusters on 

the arms and forearms. It is suggested that a robust and stable cluster should be created when a marker-

model of this type is intended to be implemented since it is crucial that the cluster does not move during 

the acquisition. 

A biomechanical model of 11 rigid bodies was implemented to estimate the orientations on the two 

different motion capture systems. The model for the marker-based system was adapted from the 

guidelines suggested from the literature (Wu et al., 2002; Wu et al., 2005) in order to be similar to the 

model for the marker-less system. The model for the marker-less system is limited since the Kinect 

sensor does not estimate enough points to define all the anatomical reference frames according to those 

recommendations. It is not known how the biomechanical model implemented could affect the results 

obtained. Through the discussion of the results it was found that the offsets shown at some orientation 

curves could be caused by the way the biomechanical model was defined but future works that should 
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focus on the comparison of different models between the two vision-based systems should be 

performed. 

The orientations estimated by the Kinect sensor are directly dependent on the values of the joints’ 

position obtained from the acquisitions. The accuracy of the Kinect sensor on estimating those positions 

is affected when a given anatomical segment occludes a given anatomical joint or some segment is out 

of the field-of-view of the Kinect. In this thesis, two sensors were placed in different locations to be able 

to track the user from different angles of vision. However, the computational method used to process 

the data from both sensors was the cross-correlation which compared the data from both Kinects with 

the data from the standard system and chooses the data from the Kinect that maximized the correlation. 

It is not known if this is an ideal method to process the data from both sensors but it is recommended 

the implementation, for future works, of other processing methods such as data fusion (Moon et al., 

2016) to verify if the results improve. 

Most of the vector orthogonalization methods implemented on this thesis present two or three different 

expressions which are evaluated according to the conditions that are verified. This presented a 

drawback for the evaluation of the kinematic patterns of the orientations since, when a given 

orthogonalization method swaps between conditions, a gap is formed on the kinematic pattern which 

leads to a sudden rotation of the anatomical segment. The solution found to avoid this problem was a 

“condition return”: when a given orientation goes through a singularity, which is the moment when it 

swaps the condition, it is found a relation that relates the new state with the previous state in order to 

return back the kinematic pattern to the initial condition it was defined. This solution worked positively 

for most of the methods but a more robust correction should be performed in order to obtain smoother 

orientations especially for techniques with more than two conditions. 

Another limitation found on the application of the vector orthogonalization techniques was the 

reconstruction of the initial state of the reference frame for different subjects. It is expected that the axes 

of the reference frame to be aligned with the anatomical axes of reference and to be pointing in the 

correct direction. However, during the computational processing, it was noted that for some subjects 

and for the same orthogonalization technique, the orientations curves were reversed in relation to the 

expected kinematic pattern. The reason for this could be due to the average repeatability of the Kinect 

to estimate the joints’ position leading to different values that would alter the initial condition the 

technique is evaluated. A numerical analysis of the values at which this problem occurs should be taken 

into account for future developments and a calibration expression should be formulated to correct the 

reference frames. 

Nevertheless, the results obtained are promising for the improvement of the reproduction of virtual 

anatomical segments orientations closer to the real anatomical orientations. The results present the 

orientations estimated by six different vector orthogonalization methods and it was concluded that they 

present different performances depending on the type of movement or anatomical segment. As future 

developments, it is suggested the development of a parametrized model using the information from the 

results. By taking a machine learning algorithm, a biomechanical model which take as input the 

estimated joints’ position and predicts the best orientations values for each anatomical segment and 
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movement could be trained. Another alternative is the implementation of a piecewise function that would 

evaluate a different orthogonalization technique depending on the independent variable values which, 

in this case, would be the joint’s positions. Finally, the biomechanical model of this thesis is defined by 

independent rigid bodies so one could consider the application of kinematic constraints, such as 

restrictions on the values of the angles formed between two anatomical segments, in order to not obtain 

movements that are humanly impossible. 

Kinect One constitutes a marker-less motion capture system, whose low cost, portability and open-

source software development tool, opens a wide range of possibilities for the development of real-world 

applications. Therefore, it is imperative to understand and improve its precision on the estimation of the 

joints’ position and body segments’ orientation in order to obtain more faithfully virtual representations 

of the real human motion.   
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Appendix 

Appendix A. Label of the markers and the joints  

In this Appendix it is shown the labels for the markers to be placed on the subjects for the acquisition by 

the marker-based system, and the labels for the joints that were estimated by the Kinect sensor. For the 

marker-based system, shown in Figure 49 (a), the front and back of the skeleton are shown since the 

markers are placed on both sides. Note that there are markers that can be seen from the front and back 

sides and, subsequently, they appear repeated on the two sides. Regarding the marker-less system, 

the 25 joints are presented in only one plane as depicted in Figure 49 (b). In Table 7 and Table 8 are 

presented the names of the numerical labels for the marker-based and marker-less systems 

respectively. 

 

Figure 49 – Labels of the markers used for the reconstruction of the local reference frames on the marker-based 
system (a) and labels of the joints on the marker-less system (b).  
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Table 7 - Names of the markers used on the marker-based system and respective locations to be placed on the 
body. 

Marker Label Marker Name Anatomical Meaning 

1 RFHD Right Front Head 

2 LFHD Left Front Head 

3 CLAV Clavicle 

4 STRN Sternum 

5 RASI Right Anterior Superior Iliac Spine 

6 LASI Left Anterior Superior Iliac Spine 

7 RSHO Right Shoulder 

8 RELBL Right Elbow Lateral 

9 RELBM Right Elbow Medial 

10 RWRR Right Wrist Radius 

11 RWRU Right Wrist Ulna 

12 LSHO Left Shoulder 

13 LELBL Left Elbow Lateral 

14 LELBM Left Elbow Medial 

15 LWRR Left Wrist Radius 

16 LWRU Left Wrist Ulna 

17 RKNEL Right Knee Lateral 

18 RKNEM Right Knee Medial 

19 RANKL Right Ankle Lateral 

20 RANKM Right Ankle Medial 

21 LKNEL Left Knee Lateral 

22 LKNEM Left Knee Medial 

23 LANKL Left Ankle Lateral 

24 LANKM Left Ankle Medial 

25 RBHD Right Back Head 

26 LBHD Left Back Head 

27 C7 7th Cervical Vertebrae 

28 T8 8th Thoracic Vertebra 

29 RPSI Right Posterior Superior Iliac Spine 

30 LPSI Left Posterior Superior Iliac Spine 
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Table 8 - Names of the joints estimated on the marker-less system and respective locations on the body. 

Joint Label Joint Name Anatomical Meaning 

1 H Head 

2 N Neck 

3 SS Spine Shoulder 

4 SM Spine Mid 

5 SB Spine Base 

6 RS Right Shoulder 

7 RE Right Elbow 

8 RW Right Wrist 

9 RHN Right Hand 

10 RHT Right Hand Tip 

11 RT Right Thumb 

12 LS Left Shoulder 

13 LE Left Elbow 

14 LW Left Wrist 

15 LHN Left Hand 

16 LHT Left Hand Tip 

17 LT Left Thumb 

18 RH Right Hip 

19 RK Right Knee 

20 RA Right Ankle 

21 RF Right Foot 

22 LH Left Hip 

23 LK Left Knee 

24 LA Left Ankle 

25 LF Left Foot 
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Appendix B. Estimation of the position of the Hip Joint Center  

The position of the hip joint center in relation to the global reference frame can be estimated through 

predictive or functional methods (Wu et al., 2002) for the marker-based system. In this thesis, it was 

decided to use a predictive method proposed by Bell et al. (1990) since it estimates the hip joint center 

position with a relative good precision taking only into account one anthropometric parameter and a few 

computations. 

The predictive approach used estimates the position of the hip joint center in relation to a local reference 

frame that must be defined on the pelvis. From that position expressed in the local reference frame and 

with the rotation matrix that relates the local reference frame with the global reference frame it is possible 

to express the hip joint center’s position on the global reference frame. It is presented the computations 

only for the estimation of the right hip joint center position since the left joint is just mirrored of the right 

side in respect to the sagittal plane. The markers to be placed on the body, the global and local reference 

frames and the position of the right hip joint center are depicted in Figure 50. 

 

Figure 50 – Representation of the local reference frame of the pelvis, the global reference frame, the markers as 
black dots and all the auxiliary vectors to estimate the position of the right hip joint center which is depicted as a 

white dot. 

The first step to be performed is the reconstruction of the local reference frame of the pelvis, which is 

centered at OA as can be seen in Figure 50. The 𝜉-axis is defined as the difference between the markers 

placed on the anterior superior iliac spine, 

 𝜉 =  𝐫𝑅𝐴𝑆𝐼
𝑀𝐵 − 𝐫𝐿𝐴𝑆𝐼

𝑀𝐵  (54) 
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where 𝐫𝑅𝐴𝑆𝐼
𝑀𝐵  corresponds to the position vector of the marker RASI in the global reference frame and 

𝐫𝐿𝐴𝑆𝐼
𝑀𝐵  corresponds to the position vector of the marker LASI in the global reference frame. Two auxiliary 

vectors are computed, between the mid-point of the markers on the posterior superior iliac spine and 

each of the markers on the anterior superior iliac spine, 

 𝐫𝑀𝐼𝐷𝑃𝑆𝐼
𝑀𝐵 =

𝐫𝑅𝑃𝑆𝐼
𝑀𝐵 + 𝐫𝐿𝑃𝑆𝐼

𝑀𝐵

2
 (55) 

 𝐯1
𝑀𝐵 = 𝐫𝑅𝐴𝑆𝐼

𝑀𝐵 − 𝐫𝑀𝐼𝐷𝑃𝑆𝐼
𝑀𝐵  (56) 

 𝐯2
𝑀𝐵 = 𝐫𝐿𝐴𝑆𝐼

𝑀𝐵 − 𝐫𝑀𝐼𝐷𝑃𝑆𝐼
𝑀𝐵  (57) 

where 𝐫𝑅𝑃𝑆𝐼
𝑀𝐵  corresponds to the position vector of the marker RPSI in the global reference frame and 

𝐫𝐿𝑃𝑆𝐼
𝑀𝐵  corresponds to the position vector of the marker LPSI in the global reference frame. By applying 

the cross product between the two auxiliary vectors, an orthogonal vector to them is defined, which is 

going to be aligned with the longitudinal axis and pointing upwards, 

 𝐯3
𝑀𝐵 = 𝐯1

𝑀𝐵 × 𝐯2
𝑀𝐵 (58) 

With the position vector obtained from Equation (58) and the first basis vector from Equation (54), it is 

possible to obtain the remaining basis vector of the reference frame by performing a series of cross 

products, 

 𝜂 = 𝐯3
𝑀𝐵 × 𝜉 (59) 

 𝜁 = 𝜉 × 𝜂 (60) 

The local reference frame of the pelvis is then defined by these basis vectors. These vectors are 

computed in relation to the global reference frame so they represent directly the rotation matrix that 

describes the rotation of the local reference frame of the pelvis in respect to the global reference frame. 

That rotation matrix is, then, defined by the following expression, 

 𝐑𝐴
𝑀𝐵 = [𝜂 𝜁 𝜉] (61) 

The position of the hip joint center in relation to that local reference frame is predicted using the 

anthropometric parameter of the pelvis width (PW), which is given by the distance between the RASI 

and LASI markers, and the expressions proposed by Bell et al. (1990), 

 𝐫𝑅𝐻𝐽𝐶
𝐴 = [−0.19 PW −0.30 PW 0.36 PW]𝑇 (62) 

Finally, it is possible to estimate the position of the hip joint center in relation to the global reference 

frame by using the expression from Equation (8), 

 𝐫𝑅𝐻𝐽𝐶
𝑀𝐵 = 𝐑𝐴

𝑀𝐵 𝐫𝑅𝐻𝐽𝐶
𝐴 + 𝐫𝑂𝐴

𝑀𝐵 (63) 

where 𝐫𝑂𝐴
𝑀𝐵 corresponds to the position vector of the origin of the local reference frame in terms of the 

global reference frame.  
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Appendix C. Vector Orthogonalization Methods 

In this Appendix, it is presented the vector orthogonalization techniques implemented to estimate the 

orientations of the different anatomical segments using the Kinect sensor. HH, EB, SP and PM were 

based from the research of Lopes et al. (2013) and only some slight alterations were performed. The 

input vector for every method is given by 𝐧 = [𝑛𝑥 𝑛𝑦 𝑛𝑧]𝑇. 

Table 9 - Algorithm for the unit vector HouseHolder (HH) orthogonalization. 

1. Evaluate the sign of the first component of the input vector and determine the tangent vector 

based on that: 

𝐭 =

{
 
 

 
 [−𝑛𝑦  1 −

𝑛𝑦
2

𝑛𝑥 + 1
−
𝑛𝑦𝑛𝑧

𝑛𝑥 + 1
 ]

𝑇

,   𝑛𝑥 ≥ 0

[𝑛𝑦  1 +
𝑛𝑦
2

𝑛𝑥 − 1

𝑛𝑦𝑛𝑧

𝑛𝑥 + 1
 ]

𝑇

, 𝑛𝑥 < 0 

 

2. Determine the bitangent vector by using the following expressions: 

𝐛 =

{
 
 

 
 [−𝑛𝑧  −

𝑛𝑦𝑛𝑧

𝑛𝑥 + 1
1 −

𝑛𝑧
2

𝑛𝑥 + 1
 ]

𝑇

,   𝑛𝑥 ≥ 0

[𝑛𝑧  
𝑛𝑦𝑛𝑧

𝑛𝑥 − 1
1 +

𝑛𝑧
2

𝑛𝑥 − 1
 ]

𝑇

, 𝑛𝑥 < 0 

 

 

Table 10 - Algorithm for the unit vector Eberly (EB) orthogonalization. 

1. Compare the absolute value of the first two components of the input vector and choose the 

basis vector of the identity matrix whose non-null component corresponds to the component with 

smallest absolute value: 

𝐯 = {
[0  1 0 ]𝑇 , |𝑛𝑥| ≥ |𝑛𝑦|

[1  0 0 ]𝑇 ,        |𝑛𝑥| < |𝑛𝑦| 
 

2. Determine the tangent vector by taking the cross product of the input vector with 𝐯: 

𝐭 =

{
 
 

 
 [

−𝑛𝑧

√𝑛𝑥
2 + 𝑛𝑧

2
0.0

𝑛𝑥

√𝑛𝑥
2 + 𝑛𝑧

2 ]

𝑇

,   |𝑛𝑥| ≥ |𝑛𝑦|

[0.0
𝑛𝑧

√𝑛𝑦
2 + 𝑛𝑧

2

−𝑛𝑦

√𝑛𝑦
2 + 𝑛𝑧

2 ]

𝑇

, |𝑛𝑥| < |𝑛𝑦| 

 

3. Determine the bitangent vector by taking the cross product of 𝐧 and 𝐭: 

𝐛 =

{
 
 

 
 [

𝑛𝑥𝑛𝑦

√𝑛𝑥
2 + 𝑛𝑧

2
−√𝑛𝑥

2 + 𝑛𝑧
2

𝑛𝑦𝑛𝑧

√𝑛𝑥
2 + 𝑛𝑧

2
 ]

𝑇

,   |𝑛𝑥| ≥ |𝑛𝑦|

[−√𝑛𝑦
2 + 𝑛𝑧

2
𝑛𝑥𝑛𝑦

√𝑛𝑦
2 + 𝑛𝑧

2

𝑛𝑥𝑛𝑧

√𝑛𝑦
2 + 𝑛𝑧

2
 ]

𝑇

, |𝑛𝑥| < |𝑛𝑦| 
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Table 11 - Algorithm for the unit vector SquarePlate (SP) orthogonalization. 

1. Evaluate the sign of the multiplication of the first two components of the input vector to choose 

one of the non-collinear vectors: 

 𝐯 = {
[𝑛𝑥 + 1  𝑛𝑦 − 1 𝑛𝑧 ]𝑇 , 𝑛𝑥𝑛𝑦 ≥ 0

[𝑛𝑥 − 1  𝑛𝑦 − 1 𝑛𝑧 ]𝑇 ,       𝑛𝑥𝑛𝑦 < 0 
 

2. Determine the tangent vector by taking the cross product with further normalization: 

𝐭 = 𝐧 × 𝐯 

3. Determine the bitangent vector by taking the cross product with further normalization: 

𝐛 = 𝐧 × 𝐭 

 

Table 12 - Algorithm for the unit vector Spherical (SF) orthogonalization. 

1. Determine the spherical coordinates with the following expressions: 

𝑟 =  √𝑛𝑥
2 + 𝑛𝑦

2 + 𝑛𝑧
2 

𝜃 = tan−1 (
𝑛𝑦

𝑛𝑧
) 

𝜙 = cos−1 (
𝑛𝑧
𝑟
) 

2. Determine the tangent vector with the following expression: 

𝐭 = [cos 𝜃 sin 𝜙 sin 𝜃 sin 𝜙 cos𝜙]𝑇 

3. Determine the bitangent vector with the following expression: 

𝐛 = [cos 𝜃 cos 𝜙 sin 𝜃 cos𝜙 − sin 𝜙]𝑇 
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Table 13 - Algorithm for the unit vector ProjectionMatrix (PM) orthogonalization. 

1. Determine the projection matrix of the input vector: 

𝐏𝐌 =  𝐧𝐧𝑇 

2. Determine the basis vector 𝐯𝑘 with 𝑘 = 1, 2, 3 of the identity matrix that makes the second 

greatest angle, 𝜃, with the input vector: 

𝜃 = cos−1(𝐧𝑇𝐯𝑘) 

3. Compute the projection of the vector 𝐯𝑘 onto the line defined by the input vector: 

𝐯𝑘
′ = 𝐏𝐌 𝐯𝒌 

4. Find the rotation matrix, 𝐑, that rotated the vector 𝐯𝒌 to 𝐯𝑘
′  using Rodrigues’ formula. 

5. Determine the tangent and bitangent vectors by multiplying 𝐑 with the remaining basis vectors 

of the identity matrix. 
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Appendix D. Informed Consent 

 

Figure 51 - Informed Consent that every participant had to fill before performing the experiments. 
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Appendix E. Root-Mean Square Error (RMSE) of the Results 

In this Appendix, it is shown the values of root-mean-square error computed for each computational 

method for the five movements introduced in the Results section. These tables should be interpreted 

with the values for the Pearson correlation coefficient in order to verify if the orientations estimated by 

each method have a similar kinematic pattern with the marker-based system curves with or without an 

offset. 

 

Table 14 – Root-Mean Square Error (degrees) for the hip abduction movement for each technique. 

  Three Points HouseHolder Eberly SquarePlate Spherical ProjectionMatrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 23.453 14.42 22.239 12.017 22.522 18.699 18.989 15.921 46.319 15.198 25.678 11.689 

𝜁-axis 6.7422 4.123 12.824 5.7446 21.918 10.686 13.872 7.3014 32.329 14.634 31.096 11.61 

𝜂-axis 18.956 7.218 21.326 8.342 23.604 8.9401 21.211 8.5825 12.812 8.7355 29.47 10.916 

 

 

 

Table 15 - Root-Mean Square Error (degrees) for the knee flexion movement for each technique. 

  Three Points HouseHolder Eberly SquarePlate Spherical ProjectionMatrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 24.877 7.196 39.349 14.222 25.953 9.571 31.58 9.9861 80.715 21.719 55.511 59.912 

𝜁-axis 15.662 10.67 40.428 17.917 15.948 11.492 27.439 13.44 26.479 13.359 22.39 13.758 

𝜂-axis 12.298 8.203 28.421 23.127 27.471 10.032 20.336 9.9874 39 16.662 39.091 13.32 

 

 

 

Table 16 - Root-Mean Square Error (degrees) for the hip flexion movement for each technique. 

  Three Points HouseHolder Eberly SquarePlate Spherical ProjectionMatrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 29.315 6.646 34.248 18.372 28.599 6.7786 26.962 7.0795 34.516 8.57 28.141 12.365 

𝜁-axis 10.778 3.907 30.275 17.137 19.875 10.909 23.874 13.684 25.19 14.132 31.001 14.533 

𝜂-axis 11.062 3.165 33.064 28.226 11.677 3.3419 13.261 3.4817 26.087 17.346 23.971 13.59 
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Table 17 - Root-Mean Square Error (degrees) for the shoulder flexion movement for each technique. 

  Three Points HouseHolder Eberly SquarePlate Spherical ProjectionMatrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 70.871 46.3 125.71 64.843 64.284 47.085 54.856 34.464 69.761 24.318 110.3 68.934 

𝜁-axis 42.694 14.82 69.992 21.24 39.119 19.476 36.745 17.681 56.75 21.874 68.332 23.849 

𝜂-axis 42.419 35.37 118.75 52.678 43.073 34.024 54.55 30.888 60.137 32.661 66.706 37.385 

 

 

 

Table 18 - Root-Mean Square Error (degrees) for the elbow flexion movement for each technique. 

  Three Points HouseHolder Eberly SquarePlate Spherical ProjectionMatrix 

Orientation Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

𝜉-axis 27.776 13.33 147.93 73.625 32.659 11.846 25.932 13.176 92.088 13.881 77.82 24.86 

𝜁-axis 42.053 13.54 31.546 18.399 29.881 12.505 56.59 14.492 27.506 9.988 29.943 11.491 

𝜂-axis 22.533 15.11 71.194 53.039 25.771 13.863 24.056 15.659 105.69 35.192 46.913 31.357 
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