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Abstract

Declines in cognitive functions, together with other evidences of neurological degeneration, become increasingly likely as healthy people age [1,3]. Alzheimer’s Disease (AD) is a neurodegenerative disease characterized by progressive deterioration of cognitive function and is the most common cause of dementia in elderly people. Mild Cognitive Impairment is considered a prodromal state that represents the transitional period between normal ageing and dementia. As such is regarded with special attention since it represents higher risk to evolve to dementia. Thus, the definition of this clinical entity is fundamental to the timely administration of pharmaceutics and therapeutic interventions, improving patient’s quality of life.

This thesis intends to predict the evolution of MCI patients to AD considering two approaches: the first where all patients are assumed to evolve similarly and the second where patient profiles are considered. Time windows for two to five years are used for prediction. Initially, we used supervised learning methods, using feature selection to effectively decrease the dimensionality of the problem. Then, standard clustering algorithms were applied with the purpose of studying the potential existence of MCI subtypes. The patients were also divided according to their state of depression, based on clinical information.

The results demonstrated the importance of considering longer time interval to predict conversion of MCI patients to AD and that the grouping of patients according to their depressive symptoms influences positively the prognosis results. The clustering analyses validated the importance to study MCI subgroups considering the different characteristics of this clinical entity in the prediction models.

**Keywords:** Alzheimer’s Disease, MCI, Temporal Window, Prognosis, Classification, Clustering.
Resumo

As evidências de degeneração neurológica tornam-se cada vez mais prováveis de acontecer com o envelhecimento [1,3]. Doença de Alzheimer (DA) é uma doença neuro-degenerativa caracterizada pela deterioração cognitiva progressiva e é a causa mais comum de demência nos idosos. A deficiência cognitiva ligeira (DCL) é um estado que representa o período de transição entre o envelhecimento normal e demência. Assim, é preciso conceder-lhe uma atenção especial por constituir maior risco de evoluir para demência. Assim, a definição desta entidade clínica é fundamental para a administração oportuna de produtos farmacêuticos e intervenções terapêuticas, melhorando a qualidade de vida do paciente.

Esta tese pretende prever a evolução de pacientes com DCL para DA considerando duas abordagens: a primeira que assume a evolução semelhante dos pacientes e a segunda que considera os seus perfis. Janelas temporais de dois a cinco anos são usadas para a previsão. Inicialmente foram utilizados métodos de aprendizagem supervisionada e técnicas de seleção de atributos para eficazmente diminuir a dimensionalidade do problema. Posteriormente, algoritmos standard de clustering foram aplicados com o objetivo de estudar potenciais subgrupos de DCL. Os pacientes também foram divididos de acordo com o seu estado de depressão, através de informações clínicas.

Os resultados demonstraram a importância de aumentar as janelas temporais na previsão da conversão de pacientes com DCL para DA e que a separação de pacientes de acordo com estados depressivos influencia positivamente os resultados do prognóstico. As análises de clustering validaram a importância do estudo dos subgrupos de DCL em modelos preditivos.

Palavras-Chave: Doença de Alzheimer, DCL, Janelas Temporais, Prognóstico, Classificação, Clustering
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# List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Alzheimer’s Disease</td>
</tr>
<tr>
<td>MCI</td>
<td>Mild Cognitive Impairment</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>CV</td>
<td>Cross-Validation</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation-Maximization algorithm</td>
</tr>
<tr>
<td>SVMs</td>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>DT</td>
<td>Decision Tree</td>
</tr>
<tr>
<td>$k$NN</td>
<td>$k$-Nearest Neighbour</td>
</tr>
<tr>
<td>GDS</td>
<td>Geriatric Depressive Scale</td>
</tr>
<tr>
<td>CDR</td>
<td>Clinical Dementia Rating scale</td>
</tr>
</tbody>
</table>
1. Introduction

Alzheimer’s Disease (AD) is the most common cause of dementia in elderly people, accounting for 60% to 80% of dementia cases, and its specific cause is still unknown [31]. This disease progresses gradually, beginning with early signs and subtle behavioural changes, followed by memory loss, impaired judgment and lower ability to participate in daily activities. In a last phase, the disease evolves to the incapacity of the patient to understand language or even to speak, besides the disability to control his body [24]. Even though the research on genetic, imaging and biomarkers correlated to AD has amplified in the past decades, the accurate assessment of AD is still a challenge, due to the several symptoms shared with other diseases, related with cognitive decline, and the little existence of available longitudinal studies to draw conclusions about [27, 30].

The number of advances to understand the biochemical nature of AD increased in the past ten years [5, 6, 8, 9, 10, 11, 12, 24]. The strongest epidemiological risk factors for AD are age and family history and other putative risk factors are head trauma, education level, hypothyroidism, apolipoprotein ε4 genotype, abnormal processing and accumulation of β-amyloid protein and tau protein.

Several reviews tried to identify the prominent neurodegenerative patterns during the prodromal stages of the disease, in which mild symptoms are evident, in order to prevent or postpone it by intervening early [3, 1, 6, 8, 55]. The risk of dementia in individuals with mild cognitive impairment (MCI) is higher when compared with cognitively normal (CN) subjects. The annual incidence rate of healthy subjects to develop AD is 1% to 2%, while the conversion rate from MCI to AD is reported to be approximately 10% to 15% per year [15]. As such, defining the MCI as a clinical stage will allow meaningful interventions to be taken and reliable predictions of progressing to AD to be made [21, 22]. Although questions have risen about MCI classification, some studies have applied MCI criteria with hindsight to acquired different datasets and have already provided important discernments to the clinical characterization [2, 16, 21, 22].

Many existing studies suggest that when functional impairment emerges and the patient is diagnosed, significant neurodegeneration has already happened many years before that [3, 20]. Cognitive functions are commonly measured through neuroimaging techniques and biomarkers, but neuropsychological tests have been acquiring value [7, 16, 29]. Moreover, these tests are not intrusive and less expensive. A set of recent papers showed that these tests are good to predict MCI progression to AD and that by exploiting state-of-the-art data mining methods is possible to go further in this direction [3, 8, 9, 15].

1.1 Problem Formulation

Previous studies intended to predict which individuals with MCI progress to AD [3, 49, 51, 55]. The disease has been studied through neuroimaging biomarkers [4, 29, 54], biomedical biomarkers [1, 29, 54] and neuropsychological assessments [16, 29]. These techniques provided insights into the disease biology, as well as staging and prognosis.

The aim of this work is to predict the evolution of MCI patients to AD considering two approaches: first where all patients are assumed to evolve similarly and, second where patient profiles are considered. Time
windows from two to five years are used for prediction. Demographic data and longitudinal data provided by the Cognitive Complaints Cohort (CCC) study in the Dementia Group at Instituto de Medicina Molecular (IMM) were used. The data correspond to a large number of neuropsychological assessments that each MCI patient was subjected during one or more evaluations. We first computed a baseline model to predict conversion of MCI individuals to AD through supervised learning techniques without using explicitly different MCI groups. Then, MCI subgroups were obtained, first by considering important characteristics of the patients and then through unsupervised learning methods. These groups were used to train models to predict the conversion to AD. The proposed models using patient profiles progression patterns should outperform the baseline model.

1.2 Goals

The goals of this thesis are:
1) Predict conversion from MCI to AD through supervised models, considering a time-window approach between 2 to 5 years (Baseline):
   1.1) Train the prognosis approaches proposed by Lemos et al. [48] in a recent version of the Cognitive Complaints Cohort (CCC) study.
   1.2) Train the prognosis model for the five years window, not done so far due to the lack of adequate data.
2) Predict conversion from MCI to AD through supervised models trained with different MCI groups, obtained using clinical knowledge and unsupervised methods, outperforming the baseline model in an ideal approach.

1.3 Dissertation Outline

This thesis is organized as follows. Chapter 2 presents the information relatively to Alzheimer’s Disease and MCI and reports previous studies to improve the prediction of conversion to the disease. Chapter 3 explains the experimental methodology to clean the data, the basic concepts on data mining techniques used and the model parameters used. Chapter 4 shows the application of prognostic prediction to the MCI patients, predicting if the patient will ever convert to AD and then if the patient will convert in a fixed period of time (time window). In chapter 5, a similar analysis is performed, considering putative differences in MCI subgroups. Chapter 6 is reserved for conclusions of the work and proposals for future work.
2. Background

In this chapter, it will be described the Alzheimer’s disease and the neuropsychological tests used to characterize the different patients in the used dataset.

The way that a great number of missing values and imbalance classes affect the results and the techniques to deal with these problems will be also described in this chapter. The different algorithms used to train the models will be succinctly explained as well. In order to understand what the previous works already achieved and improve in the same direction, few studies will be described emphasizing the evaluations similar to the ones done in the present thesis.

2.1 Alzheimer’s Disease and Mild Cognitive Impairment

Global population aging has been one of the most concerns of the twentieth century with massive economic, political and social consequences [31]. Dementia is prevalent among elderly and the complaints of a clinical phenotype, which includes episodic memory and other cognitive domain impairment, as language, visuospatial or visuoperceptual abilities, are common [30, 31].

Alzheimer’s Disease (AD) is a neurodegenerative disease clinically characterized by a progressive dementia. Although AD is still an irreversible disease, nowadays it is possible to identify traces or biomarkers that increase the likelihood that an AD pathological process is present, through Magnetic Resonance Imaging, Positron Emission Tomography scans, neuropsychological measures and others biomarkers [1, 3, 6, 7]. Numerous efforts have been made in the past decades in order to capture a full spectrum of the disease and apply it to research protocols and clinical trials, directed at early stages of the disease [6, 7, 15, 18].

Besides the fact that AD causes severe financial effects in society, its impact on social function and activities of daily living causes psychological and emotional changes in the patient, with the development of depression and other secondary features. Moreover, the appearance of cognitive, challenging behavioural and neuropsychiatric disturbances in the patient will also affect his family causing a psychological and a financial burden [24].

The term Mild Cognitive Impairment (MCI) was introduced by Reisberg et al [30], in the late 1980s, with the purpose of characterizing individuals in the intermediate stage, based on the Global Deterioration Scale [30]. In 1999, Petersen et al. [19] improved the concept, having in consideration an observational study of ageing. In the following years, the rising awareness of this grey zone of cognitive impairment had an important impact on public health, emerging clinical need to define it. The conception of this stage had been extensively used worldwide in the past ten years [19, 20, 30]. The MCI stage has been described also as dementia prodrome, incipient dementia or isolated memory impairment and its construct had the purpose of identifying individuals at an early stage in the cognitive decline, such that clinicians could intervene at this point [20].

Since MCI is a heterogeneous syndrome, where dementia symptoms are not fully expressed, the definition of MCI criteria represents a demanding task. MCI interposes between cognitive changes of healthy aging people, which interfere with the distinction from MCI individuals to those encountered by normal individuals as they
age, and very early dementia [19]. MCI is as well a preliminary stage of progressive cerebrovascular disease [28]. Moreover, in many studies, the MCI patients reverted to normal which lead us to believe in the wrong classification of such patients and validating the importance of defining this complex group [4, 21, 22, 19].

Although there is still no consensus concerning tests and precise definition of this concept, the factors related with the controversial results are becoming recognized. It is important to emphasize among them, the data mining algorithms versus clinical application of the criteria, the reliability of clinical judgment, the temporal changes in cognitive performances and the length of the follow-up of the subjects under study [28, 30]. Most of the studies performed have a maximal follow-up of the patients for three years, presenting unsatisfactory results [22, 19, 30, 1, 47]. Thus it would be of extreme importance to increase the temporal windows analysed.

Neuropsychiatric symptoms are common in subjects with MCI and the effects of these symptoms along with the separation of patients according to their state of depression is starting to assume a relevant role in the prognosis prediction of MCI patients, revealing important differences considering the neuropsychological state of the patient [16, 28, 19]. Generally, the test used to study this condition is the Geriatric Depression Scale (GDS) that is a self-report assessment used specially to identify depression [16].

In order to increase the accuracy of the MCI classification, many studies had in consideration alternate clinical subtypes of MCI. Therefore, with the combination of clinical subtypes and putative differences may become possible to reduce heterogeneity in the study groups and to match the timely administration of pharmacologic, tailored for specific targets and populations [19, 29, 16, 21, 22, 19, 28, 30]. Grouping into clusters proved to be useful among a massive amount of data resulted from neuropsychological tests to discover groups of similarity and to study interactions and relationships among them [28, 30, 40].

Therefore, MCI evolution has generated a lot of research from clinical, imaging, genetic, pathological and epidemiological perspectives, trying to enhance the uniformity of the outcomes, focusing the investigation on searching factors which make MCI patients more vulnerable to evolve to dementia [1, 2, 6, 8, 9, 30].

The assessment of tracers and biomarkers has been proposed to enhance the diagnosis of AD and other neurodegenerative diseases, at the dementia stage, the distinction in MCI, at a MCI stage, and the identification of healthy persons at risk of developing AD, at an early stage [6]. The most used techniques to identify the markers are Magnetic Resonance Imaging (MRI) volumetric studies [4, 6, 29, 51, 54], neurochemical analyses of the cerebrospinal fluid [1, 29, 54] and Positron Emission Tomography (PET) scans [7, 51]. In opposition to these methods, neuropsychological tests are relatively inexpensive and noninvasive to the patient, being widely used in the clinical assessment of AD [7, 16, 29]. Due to this, the upgrading of the value of neuropsychological tests to predict the progression of MCI patients to AD has great relevance. These tests were established by medical doctors and typically include orientation, new-learning/memory, intelligence, language, visuoperception, executive function, person’s psychological, personal, interpersonal and wider contextual circumstances [25]. High values of accuracy in the prediction of dementia using neuropsychological tests were reported [1, 6, 9, 15].

A combination of features of different biomarkers proved to identify more accurately MCI patients at risk, outperforming sometimes a single modality of features, optimizing cost-benefit ratios in clinical trials [1, 3, 6, 7, 10]. This multivariate predictor will not be studied in this work.
2.2 Data Mining techniques

With the continuous expansion of data availability in large-scale, complex and networked systems, as surveillance, security, internet and finance, it becomes critical to extract useful knowledge of large datasets to support decision making. Currently, as stated by Singhal et al. [34] “we are drowning in data but starving for knowledge”. With the purpose of extracting knowledge of these datasets, diverse activities have been referred such as data mining, knowledge discovery, pattern recognition and machine learning. In particular, Data Mining constitutes an iterative process of data gathering and analysis of large databases, with the purpose of finding regular patterns and extracting meaningful information to develop inductive learning models and adopt practical decisions based on the knowledge acquired [34, 37]. The methodologies of data mining are present in multiple fields of application, from marketing and manufacturing process control to medical diagnosis. In medical diagnosis, learning models are an irreplaceable tool within the medical field for the early detection of diseases using clinical test results [34, 37].

In order to extract useful information different steps have to be analysed carefully as data preprocessing; data mining, results evaluation and knowledge presentation [37].

2.2.1 Data Preprocessing

Real world data is imperfect and heterogeneous and the power to extract useful information and meaning results from it highly depends on the data quality. A raw data set is noisy, holding errors or outlier values that deviate from the expected, incomplete, and inconsistent, enclosing discrepancies in names and codes [34, 36].

In order to enhance the quality of the data, several preprocessing steps are taken [34, 36]:
(i) data cleaning involve the removal of incorrect values and the handling with outliers, missing values and inconsistencies;
(ii) data integration techniques combine the data from different databases and files (this step was not discussed in this thesis);
(iii) data reduction methods reduce the size of the data, preserving its important information, such as discretization and attribute selection and
(iv) data transformation converts a set of data values from the data format of a source data system into the data format of a destination data system.

2.2.2 Feature Selection

The success and accuracy of learning schemes, in their attempts to construct models from lots of data, is the reliable identification of a set of highly predictive attributes [32, 36]. Feature subset selectors are algorithms that remove the unhelpful and redundant information as possible, prior to knowledge discovery. The feature selection improves the classification accuracy substantially or equivalently, increases the speed and the accuracy of the learning process, and decreases the amount of training data and the storage requirements needed to obtain the desired level of performance [32, 37].
The feature selection algorithms are generally divided in the type of subset evaluator and the search methods and can be classified into three main categories: filter methods, wrapper methods and embedded methods [32, 37].

2.2.3 Unsupervised Learning Methods

In unsupervised learning algorithms, the class label attribute and the number of classes to learn in advance are unknown. Clustering methods represent a class of models of unsupervised learning, whose principle is to maximize the similarity of objects within one group, through appropriate metrics and notions of distance. The homogenous groups identified are called clusters, sharing a stronger resemblance between the instances that characterized them [40].

Clustering models may provide meaningful interpretation of regular patterns in the data, easily understood by experts in the application domain. For this reason, clustering has long been used in various disciplines, such as sciences, biology, astronomy, statistics, image recognition, processing of digital information, marketing and data mining. These techniques have proven to be effective when dealing with biomedical problems [40].

The determination a priori of the number of clusters is a difficult task, since it could be correct to separate one or more clusters by increasing the total number $k$ of clusters identified or it may be appropriate to merge two or more clusters into a single one, reducing the number of clusters [40].

In what follows, the two clustering techniques used in this thesis are briefly described.

K-Means

K-means [40] is the simplest and most common used algorithm in unsupervised learning techniques. This algorithm partitions the data into $k$ non-overlapping clusters $(C_1, C_2, ..., C_k)$ represented by their centers or centroids $\mu_k = \frac{1}{N_k} \sum_{q=1}^{N_k} x_k$, where the $x$ represent the observations and $k$ the number of observations. The center of each cluster is calculated as the mean of all the instances belonging to that cluster.

The algorithm starts by arbitrarily selecting $k$ centroids, one for each cluster. For every subsequent iteration, each instance is assigned to the cluster whose centroid is the closest, minimizing the total squared distance from the observation among all centroids. If no observation is reallocated to a cluster different from the one to which it belongs, determined during the previous iteration, the procedure stops. Otherwise the new centroid for each cluster is computed and a new assignment is made.

This method is computationally easy, fast and memory-efficient. Nonetheless, there are some variants that need to be taken in consideration. As the final clusters are quite sensitive to the initial cluster and different arrangements can arise from small changes in the initial random choice, it would be useful to generate different initial random assignments and then derive for each of them a different clustering, finally choosing the best one. Moreover, outliers can also affect the final result since they take large numerical values in the quadratic objective function. Hence, this method should be applied preferably only after outliers have been identified and removed.
**Expectation-Maximization**

Density-based methods [40] assume that the points that belong to each cluster can be represented by a probability distribution, where the entire data is assumed to be a mixture of several distributions. The aim of these methods is to identify the clusters and their distribution parameters. The problem of estimating the parameters of the probability distributions, in order to best fit the data, can be solved by the Expectation-Maximization (EM) algorithm [40].

This algorithm begins with an initial estimate of the parameter vector of the mixture model by selecting randomly \( k \) objects to better represent the cluster means. After that, the algorithm consists of two steps, an expectation step followed by a maximization step. In the expectation step it is computed the posterior probabilities for observations that belong to individual clusters, given the mixture and individual density functions. In maximization step the parameters that maximize the expected likelihood function are determined. These two steps are iterated until convergence, obtaining a locally optimal solution or a point of the underlying clustering criterion.

### 2.2.4 Supervised Learning Methods

Classification can be divided into two phases, the learning phase and the validation phase. In the learning phase, it is given a dataset containing predictive attributes and a categorical target attribute, called class or label. In our case, the instances are the several observations of each patient, the set of predictive attributes is extracted from the neuropsychological data and the class label is the patient state (evolution or not evolution to AD in a given temporal window). An appropriate algorithm is going to learn a model, identifying the optimally description of the relationship between the predictive values and the target class. In the validation phase, the learned classifier is applied to an independent set of instances, known as the validation set, to estimate its predictive performance [37, 38].

The classification problems can be categorized as binary or multicategory classification problems [37]. In the present thesis, we have a binary problem since only two classes are considered.

Currently, it is possible to distinguish four main categories of classification models with respect to the logic used for deriving the classifier [37]:

(i) Heuristics models: Use classification methods based on simple or intuitive algorithms, where Nearest Neighbour methods and Classification Trees are examples.

(ii) Separation models: Divide the attribute space in disjoint regions, separating the observations based on the target class. The most popular separation techniques include Perceptron methods, Neural Networks and Support Vector Machines.

(iii) Regression models: Identify a functional relationship, to predict the future value of the target attribute, based upon the functional relationship between the target variable and a subset of the remaining attributes contained in the dataset.

(iv) Probabilistic models: A hypothesis is formulated regarding the functional form of the conditional probabilities of the observations given the target class, where Naive Bayes classifiers and Bayesian networks are examples.
It is also important to clarify the difference between eager learners and lazy learners. Eager learners build a generalization model during the training phase using a training set, independently of the validation set, whereas the lazy learners store the training instances and perform the generalization step when given the instance to classify, based on its similarity to the memorized training instances. Examples of lazy learners are the \( k \)-Nearest Neighbour classifier and the Lazy Bayesian Rules classifier. Examples of eager learners are the Decision Tree, Support Vector Machine, Multilayer Perceptron and Naïve Bayes [37].

The development of algorithms capable of learning from past experience has grown interest in neuroimaging and clinical based-diagnosis fields, since it represents a fundamental step in emulating the inductive capabilities of the human brain [3, 37]. A promising direction of enduring research is focused on increasing the accuracy and efficiency of machine learning techniques, to characterize prominent neurodegenerative patterns of diseases and the set of neuropsychological tests needed, in order to accelerate the diagnosis and prognosis process [7, 17].

Follows a short description of the supervised learning methods used in this thesis.

**Support Vector Machines**

Support Vector Machines (SVM) [15, 37, 38] are a family of separation methods for classification that represent the data points in a space mapped such that instances of each class are separated from the other.

a) Linearly separable case

Assume the training set \( D = \{(X_1, y_1), \ldots, (X_D, y_D)\} \) with instances \( X_1, \ldots, X_D \) and class labels \( y_1, \ldots, y_D \in \{+1,-1\} \). The data is linearly separable if it is possible to separate instances of both classes, in a 2-D graph, through a straight line. In this dimension, two hyperplanes can be chosen if they separate the data, with maximal distance between them, called maximal margin hyperplanes satisfying \( w \cdot x + b = 0 \).

The shortest distance from the hyperplane to one margin is equal to the shortest distance from the hyperplane to the other margin and the space between those margins is \( \frac{2}{\|w\|} \). For that reason, \( \|w\| \) must be minimized in order to maximize the separation between margins. To find the optimal hyperplane, a linear combination of training instances can be used, \( W = \Sigma \alpha_i y_i X_i \), where \( \alpha_i \) are the Lagrangian multipliers coefficient indicating how difficult is to classify instances. The corresponding \( X_i \) are the support vectors, which lie on the margin satisfying \( w \cdot x + b = \pm 1 \), which appear to be the most representative observations for each target class. Once the optimal hyperplane is determined, the classification between the two classes can be achieved by computing the decision boundary \( d(x^T) = sign(\Sigma_{i=1}^{l} a_i y_i x_i \cdot x^T + b) \), where \( X_i \) are the support vectors, \( x^T \) is the instance for which the class is unknown and \( l \) is the number of support vectors.

b) Linearly inseparable case

Simple linear classifiers are unable to correctly classify patterns which classes are not linearly separable. Support vector machines address this problem using linearly separable classes, not in the input space, but in the so-called feature space. Such modification is achieved by applying a non-linear kernel to the data, without resorting to mappings, carried out by means of kernel functions. The search for the hyperplane can be done using the transformed instances. The typically kernels used are:

(i) linear \( K(X_i, X_j) = x_i^T \cdot x_j \);
(ii) polynomial \( K(X_i, X_j) = (X_i^T \cdot X_j + 1)^d \);

(iii) radial basic function (RBF) \( K(X_i, X_j) = e^{-\frac{|x_i - x_j|^2}{2\sigma^2}} \); and

(iv) sigmoid \( K(X_i, X_j) = \tanh(kX_i^T \cdot X_j - \delta) \).

**Naïve Bayes**

Bayesian methods belong to the family of probabilistic classification models and the Naïve Bayes (NB) is one of the simplest Bayesian network classifiers [37, 38]. What is being estimated is the conditional probability distribution of the values of the class attribute given the values of the other attributes. By means of Bayes theorem, the method calculates the posterior probability \( P(C/X) \) expressing that a given observation belongs to a specific target class, once the prior probability \( P(X) \) and the class conditional \( P(X/C) = \frac{P(X|C) \cdot P(C)}{P(X)} \) known.

Let us consider a generic training set \( X = \{x_1, \ldots, x_n\} \), composed by n-dimensional attribute vectors and the respective class label, which can take \( m \) distinct values denoted by \( C_1, \ldots, C_m \). Given an instance \( X \), the classifier will predict to which class \( X \) belongs to, by choosing the class having the highest posterior probability conditioned, \( P(C_i/X) \), called the maximum posterior hypothesis, \( P(C_i/X) > P(C_j/X) \) for \( i \leq j \leq m; j \neq i \). Since \( P(X) \) is constant for all classes, it is only necessary to maximize \( P(X|C_i)P(C_i) \). If the class prior probabilities are unknown, then it is assumed that all classes are equally likely and only \( P(X/C_i) \) must be maximized. Subsequently, as Naïve Bayes assume that attributes are conditionally independent, \( P(X/C_i) \) is calculated by \( P(X/C_i) = \prod_{k=1}^{n} P(x_k/C_i) \).

The estimation of \( P(X/C_i) \) is performed differently having in account if the attributes are categorical or continuous. In the case of categorical attributes, \( P(x_k/C_i) \) is evaluated through the ratio between the number of instances of class \( C_i \) in the training set, that have the value \( x_k \) for a certain attribute, and the total of instances of the class in the training set. In the case of continuous-valued attributes, the probability density function must be estimated and, to simplify, \( P(x_k/C_i) \) is distributed with mean \( \mu \) and standard deviation \( \sigma \) as \( P(x_k/C_i) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-(x_k - \mu)^2 / (2\sigma^2)} \).

One advantage of NB classifier is that requires a small amount of training data to estimate these parameters. To predict the class label of the test instance \( X \), \( P(X/C_i)P(C_i) \) is evaluated for each class and then the most probable class \( C_i \) is obtained.

In spite of the simplistic assumption that attributes are independent and the easiest computational of conditional probabilities, the empirical evidences show that Bayesian network classifiers are a practical and efficient classifier, robust to noise and irrelevant attributes, whose performance is comparable to more complex approaches [15].

**k-Nearest Neighbour Classifiers**

The k-Nearest Neighbour (kNN) algorithm [37, 39] is a very simple and straightforward classifier whose classification is achieved by identifying the nearest neighbours to a query example and using those neighbours to determine the class of the query.

For each instance \( X_i \) in the validation set, the \( k \) parameter is defined empirically in the training set \( (X_{i1}, X_{i2}, \ldots, X_{ik}) \) stored previously. This algorithm stores all available cases and classifies new cases based on a
similarity measure. Each train instance has a vote for its class and the predicted class is the one with majority vote of its neighbours, measure by a distance function. In the present thesis, it is used the Euclidean distance $\text{dist}(X_1, X_2) = \sqrt{\sum_{i=1}^{n}(x_{1i} - x_{2i})^2}$.

The simplicity and easy interpretability are the main advantages of $k$-NN algorithm that allow this classifier to usually outperformed algorithms of higher complexity. On the other hand, some significant disadvantages need to be referred. This algorithm is defined by poor run-time performance if the training set is too large, compromising the sensibility to irrelevant or redundant features. On very difficult classification tasks, $k$-NN algorithm may be outperformed by techniques as Support Vector Machines or Neural Networks. To overcome these limitations, the accuracy of this algorithm can be improved with a careful feature selection or feature weighting and the under-weighting of attributes with smaller range to the ones with larger range can be prevented with a normalization of the attributes using Euclidean distance [37, 39].

**Decision Trees**

Decision Trees (DT) are perhaps the most widely used learning methods in data mining applications [37]. This method has the advantage of providing clear explanation, understandable even by non-specialists, of which output values is produced for each given set of inputs, over other supervised systems such as Multilayer Perceptron or Support Vector Machine. In addition, DT are popular for their conceptual simplicity, computational speed and robustness to missing data and outliers [37, 41].

In a brief way, decision trees are a model structure that aim to obtain simple and explanatory rules for the relationship existing between the target variable and predictive attributes [38]. This model is composed by non-leafs containing a test on an attribute, branches representing outcomes of the tests and leafs containing class labels.

A basic algorithm for the construction of a decision tree receives as input a set of instances, an attribute list and an attribute selection method. The development of a classification tree corresponds to the training phase of the model and is regulated by the attribute selection method and a recursive procedure of heuristic nature based on a divide-and-conquer partitioning scheme, to select the attribute that better discriminates the instances according to the class. Since the algorithm is recursive, the set of instances at the beginning will change along the procedure. At each of the nodes determined, it is investigated if the attribute chosen presents no ambiguity, meaning that all of the instances that fall within the value of the chosen attribute have the same class, and then the value of the class, to which the majority of the observations in the node belong, is assigned to the attribute value. For the remaining values will be found the best way of partition the instances into individual classes, by means of the splitting rule determined by the attribute selection method. The process is repeated until no ambiguities still exist, or the algorithm runs out of attributes before attaining a perfect discrimination.

By varying the metrics used to identify the splitting rule, different versions of classification trees can be obtained. The most commonly are information gain, gini index and information gain ratio. At the end of the procedure, the set of splitting rules that can be found along the path, connecting the tree root to a leaf node, constitutes a classification rule, which is obeyed during the prediction phase, in order to assign the target class to a new observation [37, 38, 41].

The decision tree DT4.5 applies a measure called information gain ratio [42] as attribute selection measure, aiming to overcome one drawback of the information gain.
Firstly it is important to define these terms. The attribute selected to split is the one that provides the highest information gain. Consequently, this attribute maximizes the homogeneity of the label class and minimizes the expected information required to classify the instances of the resulting partitions.

The expected information needed to classify the instances in partition is defined as $\text{Info}(D) = -\sum_{i=1}^{k} p_i \log_2(p_i)$, where $k$ is the number of classes and $p_i$ is the probability that an instance belongs to class $C_i$, with $1 \leq i \leq k$ and it is estimated by $p_i = |C_i, D|/|D|$, where $|C_i, D|$ is the set of instances of class $i$ in the partition $D$. The base 2 algorithm is used since the information is encoded in bits. To classify the expected information present in an attribute $A$, with possible outcomes $n$, the resulting partitions the definition is $\text{Info}_A(D) = -\sum_{r=1}^{n} \frac{|D_r|}{|D|} \times \text{Info}(D)$. The information gain is finally calculated through $\text{Info}(D) = \text{Info}(D) - \text{Info}_A(D)$. The information gain ratio attempts to normalize the information gain $\text{GainRatio}(A) = \frac{\text{Info}(D) - \text{Info}_A(D)}{\text{SplitInfo}_A(D)}$, which represents the potential information generated by splitting $D$ into $n$ partitions $D_r (1 \leq r \leq n )$. The attribute with the highest information gain ratio is chosen as a split criterion for the node.

### 2.2.5 Class Imbalance

The common understanding in the community is that imbalanced data corresponds to data where the number of instances of one class is significantly higher than the number of instances of the other classes. It is not uncommon to testify imbalances in the order of 100:1, 1000:1, 10000:1, where in each case, one class severely represents another. This form is referred as the between-class imbalanced. Through singular assessment criteria the evaluation would not be accurate, since the error of classification would be 0.1%, in the second case referred above.

Although existing data engineering techniques have shown great success in the fundamental understanding of knowledge discovery in many real applications areas, the problem of learning from imbalanced data represents a recurring problem of high importance with wide-ranging implications, in both academia and industry [33]. In general, most classical machine learning algorithms perform poorly on imbalanced data, since they are biased toward the majority class, due to the assumption of balanced class distributions or equal misclassifications errors. As the minority class is underrepresented and outnumbered, the induction rules that describe these minority concepts are fewer and weaker comparatively to those of majority concepts [33, 36]. Owing to that, most informative assessment metrics should be used, as ROC Curves and precision-recall curves. This issue will be discussed latter.

Medical applications are a common source of imbalanced datasets, where the disease cases are much rarer than the healthy cases. It is important to understand that imbalanced datasets may be result from the minority class be rare in its own right, being composed by concepts with limited instances, which can hinder the classification process. This form is called the within-class imbalance.

Learning from such data requires new tools to transform vast amounts of raw data efficiently into information. Data-level solution has the purpose to resampling the datasets, through random sampling, oversampling or undersampling, in order to obtain balanced or optimal proportions.

---
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classes [33, 36]. Next, we briefly describe the Synthetic Minority Over-Sampling Technique (SMOTE) [33, 43] used in this work.

**Synthetic Minority Over-Sampling Technique**

The method Synthetic Minority Over-Sampling Technique (SMOTE) takes each minority class sample and introduces artificial minority instances, based on the feature space similarities. Depending upon the amount of over-sampling required, neighbours from the $k$-nearest neighbours are randomly chosen and the minority class is over-sampled along the line segments, joining any or all of the $k$ minority class nearest neighbours [33, 43].

Synthetic samples are generated in the following way:

(i) One of the $k$-NNs of the $X_i$ is selected to synthesize a new instance based on the instance $X_i$.

(ii) The difference vector is found between the selected neighbour and $X_i$.

(iii) This vector is multiplied by a random value between $[0, 1]$.

(iv) The last result is added to $X_i$ and the resulting instance is the new sample.

This approach effectively forces the decision region of the minority class to become more general.

Even though the synthetic examples cause the classifier to learned for the minority class samples, rather than those being subsumed by the majority class samples around them, the SMOTE algorithm has its drawbacks, including over generalization and variance [33, 36].

### 2.3 Result Evaluation

In the model development process, the available dataset is split into two subsets, the training and the validation set. The training set is used to identify a specific learning model. Use the training set to evaluate the model performance is not acceptable in data mining, generating overoptimistic and overfitted models, acquiring too much detail or noise from the train set. To avoid these problems, the validation set is used to assess the accuracy of the models generated during the training phase, in order to identify the best model for future predictions [38, 40].

One of the methods to evaluating models is the k-fold Cross-Validation, dividing the data into $k$ subsets of equal size. This method guarantees that each observation of the dataset appears the same number of times in the training sets and exactly once in the validation sets, achieving an unbiased estimate of the model performance [59]. Usually it is ideal to choose higher values of $k$ in order to obtain a more robust estimate of the accuracy. A popular choice in practice is 10-fold cross-validation, whereby the dataset is partitioned into 10 subsets. If $k$ equals the sample size, this is called Leave-one-Out method [38, 40]. In the present thesis, the performance measures were estimated based on the 5-folds cross-validation method, due to the number of instances in the dataset.

Ideally, an assessment metric should be insensitive to the class proportion. However, the class distribution affects the metrics directly, if theirs definition involves instances of different classes, or indirectly, if denotes a differential error propagation which could lead to misleading information as well [33].

In this thesis, the results are analysed from multiple perspectives using accuracy, sensitivity, specificity and area under the curve (AUC). Although, these metrics provide a simple way of describing a classifier’s
performance, they can be deceiving and are highly sensitive to changes in the data. In order to obtained conclusive evaluations of performance, F-measure is also calculated [33, 43]. These metrics will be described below.

**Confusion Matrix**

The Confusion matrices are useful for validating classification models since is not enough to consider the number of accurate predictions but it should also be accounted the type of error committed [33]. Table 1 presents the terms that compose a confusion matrix.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Real Class</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>TP</td>
<td>FN</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>FP</td>
<td>TN</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Confusion Matrix.

True Positive (TP) refers to the number of positive instances that were correctly classified as positive, False Positives (FP) refers to the number of positive instances that were incorrectly classified as positives, False Negatives (FN) is the number of negative instances that were incorrectly classified as negatives and the True Negatives (TN) is the number of negative instances that were correctly classified as negatives.

**Accuracy**

Accuracy is the ratio between the number of correctly classified instances and the total number of instances defined as $\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$. This metric is directly sensitive to class imbalance, not taking into account the imbalance of correct classifications. Therefore, as class distribution varies, the measures of the performance will change even though the underlying fundamental performance of the classifier does not. As stated in previous works [33, 36, 37], the accuracy metric does not provide adequate information on classifier’s functionality. For example, in a data set composed by 5% of minority class against the 95% of majority examples, a Naïve approach would provide an accuracy of 95%. Even though such result represents an outstanding accuracy, this value fails to reflect the fact that none of the minority examples are identified [33, 36, 37].

**Sensitivity**

Sensitivity measures how many examples of positive class were labelled correctly, represented as the ratio between the correctly classified positive instances over the number of real positive instances. Sensitivity is called...
a measure of completeness and is defined as $\text{Sensitivity} = TPR = \frac{TP}{TP+FN}$. Sensitivity provides no insight to how many examples are incorrectly labelled as positive [33, 36, 37].

**Specificity**

Specificity is the proportion of negative instances that were correctly classified as $\text{Specificity} = \frac{TN}{TN+FP}$ [37].

**F-measure**

F-measure is a harmonic mean between precision and recall defined by $F\text{-measure} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$. The F-measure provides more insight into the functionality of a classifier. This metric is motivated in this thesis since in many studies this is the ultimate measure of performance of a classifier, not depending on disease prevalence [32, 33, 36, 37]. However, we took in consideration the weights of the proportions of how many elements are in each class, considering a weighted F-measure defined as $F\text{measure weighted} = \left( \frac{TP+FN}{2TP+FP+FN} \right) \left( \frac{2TP}{2TP+FP+FN} \right) + \left( \frac{FP+TN}{2TP+FP+FN} \right) \left( \frac{2TN}{2TN+FP+FN} \right)$.

**Receiver Operating Characteristic (ROC) curves**

ROC curves are useful because express the information content of a sequence of confusion matrices and provides a visual representation of the trade-offs between the benefits, reflected by the true positive rate (TPR), and costs, reflected by the false positive rate (FPR), of a given classifier model. These curves are an alternative to the assignment of misclassification costs. The ROC curve is drawn in a FPR (x-axis) versus TPR (y-axis) space, termed the ROC space.

Each classifier produces a (TPR, FPR) pair that corresponds to a single point in the ROC space. Figure 1 illustrates a typical ROC graph with points A, B, C, D, E, F and G. The point D (0,0) incomes that all test instances were labelled negative, the point B (1,0) is the case were all examples were classified incorrectly and the point A (0,1) represents a perfect classification. To compare two classifiers, the best is the one whose corresponding point in ROC space is closer to point A. Any classifier whose corresponding ROC point is in the line linking of (0,0) to (1,1), such as point E, will provide a random guess of the class labels, corresponding to a random classifier. Therefore, any classifier that appears in the lower or upper right triangle of ROC space performs worse or better than random guessing. Nonetheless, a point under the random line may represent an informative classifier whose information is incorrectly applied. Inverting the classification results of classifier F, the point G will be produced with the symmetric classification of point F.

In the case of probabilistic classifiers, a ROC curve is produced by a series of points varying the threshold of the continuous numeric values that represent the confidence of an instance belonging to the predicted class. In these cases, generally is used the area under the curve (AUC) to provide the average performance of the classifier. When working with non-probabilistic classifiers that return only the predicted class, the AUC is given by $\frac{\text{TPR}+\text{TNR}}{2}$, named as average accuracy [32, 33].
In addition, visualization techniques also play an important role in the correct preprocessing and classification of the data. The visual tools as the boxplots and histograms used in the present thesis were adapted from Lemos et al. [48].

2.4 Related Work

Earlier works have been developed to predict MCI conversion to AD focused on neuropsychological tests, MRI and PET scan measures and biomarkers through diverse approaches.

Hinrichs et al. [3] aimed to introduce a new machine learning technique, based on the Multi-Kernel Learning (MKL), to predict markers for AD using different modalities. MKL allowed the incorporation of imaging modalities, as MR and PET scans, cognitive status and biological measures from CSF assays, Neuropsychological Status Exams (NPSE) and APOE genotype, to calculate various kernel matrices from each one of the modalities and to train an optimal combination of kernel and classifier. Firstly, the authors proposed a single predictive framework to classify AD, MCI and control subjects, obtaining 48 AD, 66 healthy controls and 119 MCI, in a total of 233 ADNI subjects. The results were used to project a Multi-Modality Disease Marker (MMDM) for MCI individuals and predict conversion to AD.

Using a 2-norm MKL, the imaging modality had 87.6% of accuracy, 78.9% of sensitivity and 93.8% of specificity; the biological measures had 70.4% of accuracy, 58.1% of sensitivity and 79.4% of specificity and the cognitive measures had 91.2% of accuracy, 89.2% of sensitivity and 92.6% of specificity. Although cognitive measures presented a good classification, combining all modalities, using a combination of kernels matrices while simultaneously training a classifier, the best classifier was performed with a 92.4% of accuracy, 86.7% of sensitivity and 96.6% of specificity.

The results allowed the authors to understand that neurological biomarkers take increased importance after MCI diagnosis. The authors also assumed that NPSEs data can work better as a marker for individuals who have already had any AD cognitive declines and imaging modalities as future declines predictors.
Maroco et al. [17] calculated the sensitivity, specificity, global accuracy, AUC and Press’Q, to evaluate the performance of a classifier in prediction of evolution into dementia of MCI patients. Four hundred subjects were analysed, 257 labelled as MCI and 125 as AD patients, from the Laboratory of Language Studies, Santa Maria Hospital, and Memoclínicas, from 1999 to 2007, with at least one follow-up neuropsychological assessment or clinical re-evaluation. The Neuropsychological predictors were a subset of tests from the Battery of Lisbon for the Assessment of Dementia (BLAD) such as Verbal Semantic Fluency, Interpretation of Proverbs and the Raven Progressive Matrices, Clock Draw, Digit Span Forward, Digit Span Backward, Word Recall, Verbal Paired-associate Learning and Logical Memory, the Mini-Mental State Examination and the Forgetting Index.

The classifiers used were the Linear Discriminant Analysis (LDA), the Quadratic Discriminant Analysis (QDA), the Binomial Logistic Regression (LR), the Neural Networks (NN), as Multilayer Perceptrons and Radial Basis Networks, the Support Vector Machines (SVM), the Classification Tree (CT), as Classification and Regression Tree (CART), Chi-squared Automatic Interaction Detector (CHAID), Quick Unbiased Efficient Statistical Tree (QUEST) and the Random Forests (RF).

Regarding the overall accuracy, SVM and RF had higher mean ranks, with 76% and 74%, respectively, from the other classifiers, which did not differ significantly in mean rank accuracy. On the topic of specificity, SVM had acquired 100%, followed by a second group composed by MLP, LR and RBF, with significant differences from a third group composed by LDA, QDA, classification trees and RF, with 64%. LDA, CART, QUEST and RF had the highest sensitivity values with 66% and SVM was the classifier with the significantly lowest sensitivity, with 30%. SVM showed the highest AUC and LDA, LR, MLP, RBF and RF were a homogenous group statistically different from the group composed by QDA, CHART and CHAID. QUEST had the significantly lowest AUC. The results of AUC related to the discriminant power of the classifiers, was appropriate for most classifiers, greater than 0.7 with the exception for classification trees with median AUC of 0.6. Relating to the Press’Q, SVM had the highest mean rank followed by RF, MLP, CHAID and LR.

In this analysis, some of the classifiers with the highest specificity, Neural Networks and SVM, were also the classifiers with the lowest sensitivity. This is due to the fact that small sample size and the chosen values for the tuning parameters affect the performance of some data mining methods assessed in this study. For binary classification problems, where sample size may compromise training and testing of popular data mining and machine learning methods, Random Forests and Linear Discriminant Analysis proved to have higher accuracy, sensitivity, specificity and discriminant power.

Lemos et al. [48] aimed to derive a classifier that predicts if a patient already suffers from AD or is already a MCI stage. The information used in this study was from Cognitive Complaints Cohort at the Institute of Molecular Medicine (IMM), using only patients labelled as MCI or AD and with at least two evaluations, considering only neuropsychological data. There were 583 patients labelled as MCI and 94 labelled as AD.

The authors had to deal with the high class imbalance problem between AD and MCI classes and with the high percentage of missing values, around 48%, in order to build the classifier that would maximize the prediction of AD subjects. To overcome the class imbalance problem, the authors used a Synthetic Minority Over-sampling Technique (SMOTE) on the minority class and perform a mean value imputation whenever the classification algorithm did not support the missing values. The authors also applied feature selection to the dataset, using filter-type techniques based on correlation, chi-squared statistic, gain ratio, information gain and
consistency subset evaluation. The classification techniques used to differentiate between MCI and AD were K-nearest techniques, C4.5 decision tree, Naïve Bayes, Artificial Neural Network and Support Vector Machine.

To assess the results, the authors applied a 10-fold cross validation. To compare the classifiers accuracy, sensitivity or true positive rate (TPR), specificity or true negative rate (TNR) were computed. The statistical significance of the different classification models was evaluated with 30 repetitions of a 10-fold cross-validation and a two sample paired t-test, to validate the null hypothesis that the classification results have similar distributions at 95% of confidence.

Two approaches were analysed, the first one considering the first and last evaluation of the patient and the other considering a time frame approach. By using a temporal window approach, they obtained better discriminative results. The authors concluded that the best models to use are the NB and SVMs algorithms, and that the mRMR feature set performed with better results than those using the original set or the correlated set. The temporal window with the highest discriminative power was the three years window. Using this window, the best model was obtained using radial SVM algorithm, with an accuracy of 82%, a sensitivity of 79%, a specificity of 86%, a ROC Area of 0.83 and a $|TPR - FPR|$ of 0.64.

Since part of the work in the present thesis is related to differentiate MCI groups in order to improve the prediction of AD conversion, it was important to be aware of the work already done in this direction.

Espinosa et al. [2] intended to estimate conversion rates in different MCI subtypes and to determine neuropsychological test performances. For this purpose, the authors had access to a longitudinal follow-up between January 2006 and November 2011 of 550 MCI individuals with neurological examination, neuropsychological testing, social work evaluations, vascular risk factors and APOE genotyping. These subjects were classified according to Peterson’s criteria [19] and Lopez et al. [58] classification, in amnestic and non-amnestic single and multiple domain, considering Domain Pattern Impairment, in storage or retrieval amnestic MCI, considering Memory Pattern Impairment, and possible or probable MCI when there were comorbidities or there were none that could explain or contribute to cognitive deficits, respectively. The neuropsychological battery of Fundacio ACE (NBACE) included tests sensitive to processing speed, orientation, attention, verbal learning and memory, language, visuoperception, gnosia, praxis, and executive functions.

To analyse predictors of conversion, Cox proportional hazards analysis were used introducing different variables as NBACE variables, probable or possible MCI criteria, DPI, MPI, and presence or absence of at least one APOE ε4 allele, according to the different models considered.

The analysis time was in average 26.6 months, with 20.9% of Pr-aMCI, 42.5% of Pss- MCI, 6.7 % of Pr-naMCI, and 29.8% of Pss-naMCI. According to the DPI classification criteria, were classified 86.1% as Pr-aMCI-md, 88.5% as Pss-aMCI-md, 64.9% as Pr-naMCI-md and 73.8% as PssnaMCI- md, demonstrating that most of MCI patients displayed a multiple domain cognitive impairment and that multiple domain was more common in amnestic compared to non-amnestic MCI. In the amnestic MCI groups, in terms of the MPI, a memory storage deficit was more frequent, with 81.7%, among those subjects with Pr-aMCI than in Pss-aMCI patients, which corresponds to 57.7%. Probable amnestic-storage group had the highest risk of conversion to dementia, having 8.5 times more risk to convert to dementia than the possible non-amnestic MCI group, the group that resulted in the slowest conversion to dementia.

The analysis also demonstrated that orientation and verbal recognition are of great importance in the assessment of the amnestic and non-amnestic probable MCI subtypes and the authors support a therapeutic
intervention in probable amnestic-storage individuals, since almost all of them converted to dementia, especially to AD.

Kim et al. [21] proposed to evaluate if the performance of the mini-mental state examination (MMSE) could be used to identify groups with higher risk to convert to dementia. The patients analysed were recruited from the Clinical Research for Dementia of South Korea (CREDOS) study with a total of 519 individuals diagnosed with MCI, according to Peterson’s criteria. Having in consideration the results of the Seoul Neuropsychological Screening Battery and the four cognitive domains, like memory, language, visuospatial and frontal functions, these patients were divided in 122 amnestic MCI-single domain (ASM), 303 amnestic MCI-multiple domains (AMM) and 94 non-amnestic MCI (NAM). Seven areas were analysed with the MMSE battery, such as orientation to time, orientation to place, registration of three words, attention and calculation, delayed recall of three words, language and copying interlocking pentagons.

In order to compare patient demographic findings, the authors used a Pearson’s Chi-Square ($\chi^2$) test for categorical data and the ANOVA analysis for continuous variables. To compare the performance among the three subgroups, the univariate general linear model with adjustments to age and education was used. With the purpose to establish prediction models for each cluster, the authors performed a two-step cluster analysis, relating age, education and and implementing a discriminant analysis, which allowed obtaining two discriminant equations. Besides this, to understand the difference of conversion to dementia in the clusters, Kaplan-Meier survival analyses were used, with time to the event being defined as the time from study entry to the follow-up visit at which a first-time diagnosis of dementia was made. All the statistical analyses were developed in SPSS version 20.0.

The clusters obtained were divided in three groups as well, Cluster 1 consisted of 205 patients with AMM, corresponding to a 100 %, Cluster 2 was composed of 61 NAM, 33.3 %, and 122 ASM, 66.7 %, and Cluster 3 consisted of 33 NAM, 25.2 %, and 98 AMM, 74.8 %. Cluster 3 was significantly older, had a lower educational level and showed significantly lower ability for orientation to time and place, registration of three words, attention/calculation, language, and copying interlocking pentagons than clusters 1 and 2. At delayed recall, cluster 1 was significantly more impaired than cluster 2. For predict each cluster, the authors constructed a flowchart using the two equations obtained. From those, it was achieved a 64.4 % overall accuracy, with clusters 1, 2, and 3 acting out with 60.0, 44.8, and 98.5 % sensitivity and 72.0, 78.0, and 94.1 % specificity, respectively. The cluster 1 represented a more risk group for conversion to dementia, with 100% of AMM, whereas reversion into normal cognition occurred most commonly in the cluster 2. Cluster 3, which consisted of AMM and NAM, represented the oldest and lowest educational level patients, which seemed to be related with the risk for converting to dementia.

This study showed clustering the MCI group is a promising screening tool that could help define more risk groups for conversion to dementia.
3. Experimental Methodology

This chapter will describe the dataset under study as well as the preprocessing steps performed, including data transformation, the way of handling with missing values and the method of feature selection used. Besides this, the Classification Model used throughout this thesis will be also introduced.

3.1 Description of the Data

The Dementia Group at Instituto de Medicina Molecular (IMM) directed the Cognitive Complaints Cohort (CCC) study [15, 17] to investigate cognitive stability or dementia on subjects with cognitive complaints. The dataset, resulted from the application of neuropsychological tests, had in consideration the inclusion and exclusion criteria specified by Silva et al. [16] and medical doctors decision and was provided to the investigations occurring in the NEUROCLINOMICS project in INESC-ID Lisboa.

The dataset analysed in this work (Table 2) is composed of 1827 instances consisting of individual evaluations of 990 patients, categorized as Normal, Pre-MCI, MCI, AD and No Diagnosis, considering the patient’s cognitive condition in their follow-up at IMM. The dataset has 192 attributes, both categorical and numerical, consisting in the results of the neuropsychological evaluation procedures, listed in Appendix A. Each patient has several evaluations (considered as different instances) where he/she was diagnosed with different stages of MCI or as AD, during the follow-up.

<table>
<thead>
<tr>
<th></th>
<th>Normal</th>
<th>Pre-MCI</th>
<th>MCI</th>
<th>AD</th>
<th>No Diag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations (%)</td>
<td>281 (15.4%)</td>
<td>79 (4.3%)</td>
<td>1248 (68.3%)</td>
<td>196 (10.7%)</td>
<td>23 (1.3%)</td>
</tr>
<tr>
<td>Age (Mean±SD)</td>
<td>64.8±10.2</td>
<td>65.8±9.1</td>
<td>70.2±8.6</td>
<td>73.8±8.3</td>
<td>71.7±7.3</td>
</tr>
<tr>
<td>Sex (Male/Female)</td>
<td>74/207</td>
<td>36/42</td>
<td>516/730</td>
<td>67/127</td>
<td>3/18</td>
</tr>
<tr>
<td>Schooling Years (M±SD)</td>
<td>10.1±4.7</td>
<td>10.8±4.8</td>
<td>13±4.9</td>
<td>8.8±5</td>
<td>6±3.3</td>
</tr>
</tbody>
</table>

Table 2 Dataset details.

3.2 Description of the Tools

The computational tools used in this work were MATLAB R2013a and Waikato Environment for Knowledge Analysis (WEKA) Version 3.7.11. MATLAB was used in the identification of missing values in the preprocessing steps. During all the work, Java programming language was used to unify different tasks from different sources.
3.3 Dataset Preprocessing

3.3.1 Outlier Detection

Outliers are objects with very extreme values in one or more attributes and can dramatically influence the results. The treatment depends on the nature of the outlier. Although the common method for identifying them relies on graphical techniques, nowadays the increase on the size of the databases forced the use of a variety of automated techniques [36]. In the present work, the outliers were identified by observing the distribution of each attribute. Since the number of outliers was small they were corrected manually.

3.3.2 Data Cleaning

Before explaining the steps made to clean the data, it is important to clarify the number of patients and their state in the first evaluation. Table 3 lists such values. Figure 2 shows the number of patients with one and more than one observations.

<table>
<thead>
<tr>
<th>Observations (%)</th>
<th>Normal</th>
<th>Pre-MCI</th>
<th>MCI</th>
<th>AD</th>
<th>No Diag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients (%)</td>
<td>281 (15.4%)</td>
<td>79 (4.3%)</td>
<td>1248 (68.3%)</td>
<td>196 (10.7%)</td>
<td>23 (1.3%)</td>
</tr>
<tr>
<td></td>
<td>179 (18.1%)</td>
<td>58 (5.9%)</td>
<td>738 (74.5%)</td>
<td>6 (0.6%)</td>
<td>9 (0.9%)</td>
</tr>
</tbody>
</table>

Table 3 Description of the patients in the first evaluation.

Figure 2 Histogram of the number of observations from all patients.

The first step was the exclusion of observations where the patients, in the different phases of the follow-up, are labelled as normal (281 observations), as pre-MCI (79 observations) and as without diagnosis (23 observations), resulting in the removal of 383 observations. Thus, the remaining dataset contains patients with evaluations labelled as MCI and AD. Later, the patients with only one evaluation corresponding to 384 (near 48.6% of the remaining patients) were eliminated leading to a significant reduction of number of patients analysed. This was performed since supervised learning needs, at least, two observations: one (or more) with the patient characteristics at a given time point and one with the prognosis outcome classes. Figure 3 shows the distributions of evaluations in the MCI and AD patients.
The remaining patients constitute MCI and AD patients with two or more observations (Table 4). Since we want to predict conversion from MCI to AD, we only consider patients whose diagnosis in the first evaluation is MCI. In the following observations the patient can remain MCI or can evolve to AD.

<table>
<thead>
<tr>
<th>Patients in the first evaluation (%)</th>
<th>MCI</th>
<th>AD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations (%)</td>
<td>407 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td></td>
<td>878 (82.8%)</td>
<td>182 (17.2%)</td>
</tr>
</tbody>
</table>

Table 4 Composition of the analysed patients.

### 3.3.3 Creating learning examples

The dataset is splitted in 75% for training and 25% for validating. This stratified partition had in consideration the distribution of attributes such the number of evaluations, the age, the sex, the schooling years and the class, keeping them constant in the training and validation sets.

In order to predict the conversion of MCI patients, two approaches were used. The first, which constitutes the baseline of this work and is normally used in similar problems [8, 9, 12], looks at the first and last evaluations of the patient in the dataset to see if the patient will ever convert from MCI to AD (Figure 4). A new set of learning examples is then created, as evolution (Evol) or no evolution (noEvol) instances. In this approach, called First Last Approach, each patient has only one entry in the post-processed dataset.

The second approach is related to the temporal window prognosis problem: predicting if a patients converts to AD in a given temporal window (Figure 5). The new set of learning examples is labelled as evolution (Evol) if
within the specified temporal window the MCI patient converts to AD and as no evolution (noEvol) if after the specified temporal window the MCI patient remains MCI. Moreover, there are instances where is not possible to define the class: instances with the second evaluation categorized as MCI still within the temporal window, without knowing the state of the patient in the next evaluation, and instances with only one observation in the specified temporal window. These instances are then removed, not creating learning examples. One patient that is not considered in one temporal window analysis can eventually be considered in another one. Each temporal window gives rise to different learning examples. The choice of the temporal window had in consideration the instances distribution between classes (Evol/noEvol) and the medical relevance of the problem, defined by consulting the medical partners of the NEUROCLINOMICS project. Lemos et al [48] considered the two, three and four years temporal window. In this thesis we go further on this topic and we analyse the five years temporal window, since data is now more complete and adequate for this task.

![Diagram](image)

**Figure 5** New class labels created for the Temporal Window prognosis problem [48].

In both approaches the Evol class is considered the positive class.

Instances with undefined class were excluded. Attributes such Case_number_for_this_dataset, Date, Observation_number_for_each_case and DiagNPS were removed since were too discriminative. Attributes as end_point, evolution_type, time_assessment_endpoint, TMTs_incomplete, time_begin_endpoint, Neuropsy_assessment_clinical, and Diagnosis_Code were not used in this analysis since were considered non-informative by the doctors, yielding a total of 182 attributes.

Tables 5 and 6 present the composition of the train and validation datasets used in the present thesis.

<table>
<thead>
<tr>
<th>Total instances</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Last approach</strong></td>
<td>181 (59.7%)</td>
<td>122 (40.3%)</td>
</tr>
<tr>
<td>2Years Window</td>
<td>201 (70.5%)</td>
<td>84 (29.5%)</td>
</tr>
<tr>
<td>3Years Window</td>
<td>139 (54.7%)</td>
<td>115 (45.3%)</td>
</tr>
<tr>
<td>4Years Window</td>
<td>85 (37.3%)</td>
<td>143 (62.7%)</td>
</tr>
<tr>
<td>5Years Window</td>
<td>51 (23.7%)</td>
<td>164 (76.3%)</td>
</tr>
</tbody>
</table>

Table 5 Sizes of the train datasets after the above preprocessing steps.
3.3.4 Handling Missing values

Missing values and class imbalance may lead to misleading results and are thus important challenges [34]. Typically, databases include more than half of the entries as missing, including wrong manual data entry procedures, equipment errors and incorrect measurements. These empty entries make very difficult to mine the data, producing severe mistakes in calculation if not properly treated [35].

There are many strategies to deal with missing values, but it is important refer the existence of non-random missing values. Non-random missing values are produced intentionally and can thus have discriminative power. This kind of missing values are very common in clinical data. For example, a doctor may choose not to perform a specific test, if a patient is already too tired or achieving a low score in a related test or due to time restrictions of the patient [34, 35, 36]. The simplest way to deal with missing values is to discard the examples that have missing values. This was only reliable if the data contained a relatively small number of examples with missing values, which is not the case in this work. Lemos et al. [48] tested a set of strategies to deal with missing values and we followed the strategy they considered better: let the classifiers deal internally with the missing values. The Naïve Bayes classifier excludes the missing values from the calculations and the SVMs, the KNN and the C4.5 Decision Tree classifier use the internal way of median/ mode imputation, in case of numerical/categorical values, respectively. This strategy was applied to train and validation sets.

Most of the instances have between 10 a 70% of missing values. Initially, we thought to remove the instances with more than 70%, representing a minor portion of instances, or instances with 95% of missing, whose values will only contribute with noise to the classification. However, with the purpose of not introduce bias to the datasets removing important instances, no removal was made. After feature selection the percentage of missing values per instance and per feature were analysed as described in the next section.

### Table 6 Sizes of the validation datasets after the above preprocessing steps.

<table>
<thead>
<tr>
<th></th>
<th>Total instances</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Last approach</strong></td>
<td>66 (63.5%)</td>
<td>38 (36.5%)</td>
<td></td>
</tr>
<tr>
<td><strong>2Years Window</strong></td>
<td>61 (66.3%)</td>
<td>31 (33.7%)</td>
<td></td>
</tr>
<tr>
<td><strong>3Years Window</strong></td>
<td>40 (49.4%)</td>
<td>41 (50.6%)</td>
<td></td>
</tr>
<tr>
<td><strong>4Years Window</strong></td>
<td>24 (33.3%)</td>
<td>48 (66.7%)</td>
<td></td>
</tr>
<tr>
<td><strong>5Years Window</strong></td>
<td>16 (23.9%)</td>
<td>51 (76.1%)</td>
<td></td>
</tr>
</tbody>
</table>

3.3.5 Feature Selection

Attribute selection was performed for each dataset individually using a supervised filter. This kind of filters has two parameters: the type of subset evaluator and the search method. We used correlation-based feature subset selection and a greedy search, which evaluates the value of the attribute subsets considering their individual predictive ability and the redundancy among them [47].

When feature selection was performed in the different datasets, the percentage of missing values was also analysed. As shown in Figure 6, the features selected reached a maximum of 50-60% of missing values. Due to this, no exclusion of features was performed in the preprocessing steps. Figure 7 shows that after the feature
selection there were still instances with high percentages of missing values. Thus, the next step was to exclude instances with more than 50% missing values.

![Figure 6 Percentage of missing values per feature selected by feature selection: a) in the First Last approach; b) in the two years temporal window; c) in the three years temporal window; d) in the four years temporal window; e) in the five years temporal window.](image)

![Figure 7 Numer of instances per percentage of missing values after feature selection: a) in the First Last approach; b) in the two years temporal window; c) in the three years temporal window; d) in the four years temporal window; e) in the five years temporal window.](image)
In the present thesis, the attributes considered important for the medical doctors presented a normalization version to age and schooling years. The dataset is then composed by attributes with correction for age and school, represented by a z-score version, and attributes without correction. In this analysis we did not perform a discretization of the attributes since the better results were always obtained by feature selection. Table 7 shows the composition of the data after the preprocessing steps referred above.

<table>
<thead>
<tr>
<th>Total instances</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Last approach</td>
<td>171 (58.8%)</td>
<td>120 (41.2%)</td>
</tr>
<tr>
<td>2 Years Window</td>
<td>161 (68.8%)</td>
<td>73 (31.2%)</td>
</tr>
<tr>
<td>3 Years Window</td>
<td>112 (53.1%)</td>
<td>99 (46.9%)</td>
</tr>
<tr>
<td>4 Years Window</td>
<td>66 (35.7%)</td>
<td>119 (64.3%)</td>
</tr>
<tr>
<td>5 Years Window</td>
<td>42 (23.3%)</td>
<td>138 (76.7%)</td>
</tr>
</tbody>
</table>

Table 7 Sizes of the train datasets after Feature Selection.

Figure 8 presents a summary of the preprocessing steps.

3.4 Classification

In the methodology followed, five classifiers were used: NB, Radial Basic Functions SVM, Polynomial SVM, kNN and C4.5 DT, all implemented in WEKA.

Since, most classifiers are highly sensitive to the irregular distribution in class the data balancing technique SMOTE was used [43]. This algorithm is also implemented in WEKA. The classifier parameters and the percentage of oversampling to be used are determined using 5-fold cross validation on a greedy search approach.
As already mentioned, the classifiers have internal ways to deal with missing data. In both train and validation set, the NB classifier excludes the missing values from the calculations and the SVMs, the \(k\)NN and the C4.5 DT classifier use the internal way of median/ mode imputation, in case of numerical/categorical values, respectively.

### 3.4.1 Classification Model

Firstly, the classification model explained already was applied to the First and Last Evaluation Prognosis Problem, with the purpose of constructing a baseline comparison for further analyses. Afterwards the different temporal windows containing all patients was analysed regarding the same principles, expecting to outperform the baseline.

In a second phase of the work, two different studies are performed using different MCI groups. The first approach considers important characteristics of the patients as the Geriatric Depression Scale (GDS) of the patients. Depression is associated with MCI patients, however is still unknown the relation to Alzheimer’s disease [22, 30]. Moreover, this state of the patients can be only temporary. As previously stated, an important approach would be to separate the depressed from the not depressed patients and to understand the relationship between these conditions and whether it would be useful to give different treatment to patients with a high level of depression for the prognosis of dementia. Clustering models is the second approach of this data mining project that will be followed by the application of the aforementioned methodologies within each cluster. Two clustering methods were applied, the K-Means and the Expectation Maximization (EM). Both of these algorithms are implemented in the software package WEKA. During the clustering study, respecting the definition of unsupervised learning, the target attribute (Progression classification) was not used when grouping the patients. Besides this attribute, the patient’s identification number was also excluded to avoid biasing the results. This analysis consisted on trying different number of clusters, in particular, 2, 3 and 4, with the purpose of identify the putative differences of MCI patients.

### Training Model

To determine the best SMOTE percentage, it is important to have in consideration that such percentage changes for each problem, subset of features, classifier parameters and classifier itself. In order to determine the best SMOTE percentage and the best classifier parameters, it was necessary to cross all tested SMOTE percentages with all tested parameters sets in a grid search of a parameterized model. The classification model used in this thesis was the automated model created by the previous work of Lemos et al. [48] with slight changes, in order to optimize the grid search process.

The metric used to compare models for each SMOTE and parameter set was the F-Measure. This choice relates to the fact that the other metrics are highly sensitive to imbalanced data and the F-measure metric is a trade-off between the sensitivity and specificity, not depending on disease prevalence. Both the parameters sets and the SMOTE percentages are tested with 5-fold cross-validation. The SMOTE percentage was tested using 11 different values for each parameter combination.

The grid search was performed in all datasets and classifier models. The parameter intervals are presented in Table 8. After the search, five best triples are determined \{Classifier, Parameters, SMOTE percentage\}, one
for each classifier and were tested in 30 repetitions, using different seeds in the 5-fold cross validation for each repetition. A common way to test whether the difference between the results of two classifiers is non-random is to compute a paired t-test. In the present study, a paired t-test using the 30 repetitions was used and the t-test was only applied if the ANOVA test with 95% confidence level confirmed the existence of a significant difference [46].

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Parameters</th>
<th>SMOTE (11 steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>Gaussian or Supervised Discrimination or Kernel</td>
<td>0% to the inversion of the imbalanced</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>Complexity $\epsilon$ [1,10] and $\gamma$ [10$^{-5}$, 10$^{-2}$]</td>
<td>0% to the inversion of the imbalanced</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>Complexity $\epsilon$ [1,10] and Degree $\epsilon$ [0.5, 5.0]</td>
<td>0% to the inversion of the imbalanced</td>
</tr>
<tr>
<td>DT C4.5</td>
<td>Confidence $\epsilon$ [0.05, 0.5]</td>
<td>0% to the inversion of the imbalanced</td>
</tr>
<tr>
<td>$k$NN</td>
<td>$k$ [1,10]</td>
<td>0% to the inversion of the imbalanced</td>
</tr>
</tbody>
</table>

Table 8 Grid Search parameter interval.

The feature selection is accomplished outside the cross-validation during the preprocessing step. Such decision was made to provide to the medical doctors the selected features instead of performing this evaluator inside the cross-validation.

Validation Model

The validation model was obtained by splitting the original dataset in 75% for training and 25% for validating. As aforementioned, this stratified partition consider the distribution of attributes as the number of evaluations, the age, the sex, the schooling years and the class, keeping them constant in the training and validation sets. The overfitting problem, which would put in cause the generalization of the method, is minimized with the split of the dataset, since the features and the parameters are only selected using 75% of the data.

The aim of the validation set is to evaluate the final models created during the training phase, by analysing the behaviour of the trained models in a real-world simulation, since the model has never been in contact with any instance of the validation patients.

The preprocessing steps were applied in an equivalent way to training and validation sets, except for the attribute subset selection. The attributes obtained in the training set after applying the filter were extrapolated directly to the validation sets.

Figure 9 presents the data stream in the grid search, including the different groups and analyses considered in this work.
Figure 9 Data flow used in the parameter grid search for finding the classifiers parameters [48].
4. Predicting conversion from MCI to AD

In order to obtain the highest benefit from disease-modifying drugs once they became available, a prognosis of conversion to AD of patients in the prodromal stage is fundamental. This chapter describes a supervised learning analysis proposed to predict the conversion of MCI patients to AD. The data analysis was performed using the standard classifiers, NB, SVM RBF, SVM Poly, C4.5DT and kNN.

The demographic characteristics of the patients are important aspects to take in consideration. There are many studies relating the age, schooling years and the sex of the patients with the predisposition to progress to dementia [4, 7, 9, 16, 17, 30]. Additionally, it is unclear if the use of age and education corrections improves the prognostic value to dementia. In particular, Hessler et al. [45] investigated this problem and their analysis provided evidence that the omission of age norms in the diagnosis of MCI leads to a more accurate identification of individuals at risk to dementia and that the application of the education correction, which is often neglected, likely increases the predictive accuracy.

In order to corroborate such results and understand if the predictive value would be enhanced by taking these conditions in consideration, three different datasets were analysed separating the attributes corrected for age and school from the ones that were not normalized. In order to clearly understand the specifics of learning with the two distinct datasets, we applied feature selection. It was interesting to notice that the attributes chosen in the dataset comprising the attributes without correction were the ones corresponding to the corrected attributes selected in the dataset comprising the z-scores. The values of F-measure achieved in the studies do not differ significantly, which could also be understood by the fact that the attributes available present a simultaneously normalization both to age and schooling years. The dataset containing all features obtained better performances, creating a more generalized model. Hence, we had this in consideration during the following analyses.

As aforementioned, two approaches were considered to predict the conversion of MCI patients: (i) predict if the patient will ever convert to AD corresponding to the First Last Approach (Baseline); (ii) predict if the patient will evolve to AD in a given time window corresponding to the Time Window Approach.

4.1 First Last Approach

The dataset characteristics relative to the First Last approach is described in Table 9. It is interesting to notice the demographic characteristics of this set. The mean age of the evolution group is significantly higher than the no evolution group. The schooling years are relatively lower in the Evol group.

<table>
<thead>
<tr>
<th>Groups First Last</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>248 (60.8%)</td>
<td>160 (39.2%)</td>
</tr>
<tr>
<td>Age (Mean±SD)</td>
<td>68.8±8.5</td>
<td>71.7.0±7.9</td>
</tr>
<tr>
<td>Sex (Male/Female)</td>
<td>106/142 (42.7%/57.3%)</td>
<td>56/103 (35%/64.4%)</td>
</tr>
<tr>
<td>Schooling Years (Mean±SD)</td>
<td>9.1±4.9</td>
<td>8.6±4.7</td>
</tr>
</tbody>
</table>

Table 9 Dataset demographic characteristics after applying pre-processing for the First Last approach.
4.1.1 Cross-Validation results

The first problem to address is the class imbalanced found in the datasets used for prognosis. As hereinbefore, for simple binary classification problems, sample size may compromise training and validation [17] and the SMOTE algorithm was used to overcome this issue. Results are shown for the evaluation with and without the use of SMOTE in order to understand how the classifiers behave and how the dissimilar proportions of classes affect the evaluation. Table 10 presents the characteristics of the train dataset used.

<table>
<thead>
<tr>
<th>First Last approach</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>181 (59.7%)</td>
<td>122 (40.3%)</td>
</tr>
</tbody>
</table>

Table 10 Size of the train dataset after applying pre-processing for the First Last approach.

The proportion of classes is 59.7% of the instances classified as noEvolution (noEvol) and 40.3% classified as Evolution (Evol). Figure 10 presents the train results without the application of the SMOTE algorithm. The train results with the application of the SMOTE algorithm may be consulted in Appendix B.

After comparing the results with and without contemplating the SMOTE algorithm, we can conclude that the application is not so beneficial in this dataset and its use may lead to the overfitting of the data and bias the results. In the following analyses, the application of the SMOTE algorithm is only considered if the proportion of the majority class is above 70%.

Paired t-tests were used to compare the classifiers, using 30 repetitions. The t-test is only applied if the ANOVA test with 95% confidence level confirms the existence of a significant difference. The classifier NB is the best model and the $k$NN model got the worst results. Both present a significant difference among the other models.
Table 11 shows the confusion matrix of the NB classifier, showing that the model is learning both classes, with lower sensitivity and specificity, as seen in Figure 10. Table 12 presents the results for NB with the actual value of the assessed metrics.

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>78 (63.9%)</td>
<td>44 (36.1%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>47 (26%)</td>
<td>134 (74%)</td>
</tr>
</tbody>
</table>

Table 11 Confusion Matrix of NB for the First Last approach, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.684±0.010</td>
<td>0.625±0.018</td>
<td>0.724±0.012</td>
<td>0.706±0.014</td>
<td>0.685±0.010</td>
</tr>
</tbody>
</table>

Table 12 Evaluation metrics of NB for the First Last approach, using 5-fold CV.

Feature selection was performed in order to determine if a reduction in the number of attributes used would increase the accuracy of the generated models. The above results were obtained from learning the dataset comprising all attributes (in a total of 182) and the following results were obtained through learning in the dataset composed with only attributes resulted from the correlation based-Feature Selection method, followed by cleaning of instances with more than 50% of missing values. Throughout the document, this last procedure is implicit whenever the feature selection was performed. The selected features for the prognosis are listed in the Appendix B as well as the classification model parameters for prognosis.

The train dataset size after feature selection, followed by the cleaning of instances with more than 50% of missing values, is described in Table 13. Figure 11 presents the train results of prognosis after applying feature selection without applying the SMOTE algorithm.

<table>
<thead>
<tr>
<th>Total instances (%)</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>171 (58.8%)</td>
<td>120 (41.2%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 13 Size of the train dataset after applying Feature Selection using First Last approach.
Paired t-tests were again used to compare the classifiers, using 30 repetitions. Using the correlated features, the NB is again the best model. The model C4.5DT has the worst performance. The dataset with all features is composed of 182 attributes, with 46.6% of missing values, while the reduced dataset obtained after feature selection contains 15 attributes, with only 13.1% of missing values.

Table 14 presents the confusion matrix for NB and Table 15 shows the results of this classifier.

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>76 (63.9%)</td>
<td>44 (36.1%)</td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>43 (26%)</td>
<td>128 (74%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 14 Confusion Matrix of the NB with Feature Selection for the First Last approach, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.688±0.008</td>
<td>0.627±0.012</td>
<td>0.731±0.013</td>
<td>0.751±0.004</td>
<td>0.688±0.007</td>
</tr>
</tbody>
</table>

Table 15 Evaluation metrics of NB for the First Last approach, using 5-fold CV.

Regarding the results presented in Figure 12, it is possible to observe that the performance of learning using the reduced dataset through NB classifier is slightly lower comparing with the learning with all attributes. Since the variation of results was not statistically significant, the model with less attributes was chosen due to its simplicity, being less prone to overfitting.

![Figure 12 Train results of the F-measure metric in the two datasets using First Last approach.](image)

This First Last approach was trained to define a baseline for the predictive power of the prognosis model. The temporal windows are expected to achieve better results [48].

[32]
4.1.2 Validation results

In the training phase, the best model was determined using CV and was then applied to the validation set, independent of the training set, whose description is found in Table 16.

<table>
<thead>
<tr>
<th>First Last approach</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>66 (63.5%)</td>
<td>38 (36.5%)</td>
</tr>
</tbody>
</table>

Table 16 Size of the validation dataset for First Last approach.

The Table 17 presents the confusion matrix of the NB and Table 18 shows the best results. The classifier NB has an accuracy of 0.74, a ROC Area above 0.75 and the compromise between the values of sensitivity and specificity leads to values of F-measure of 0.74.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td>Evol</td>
<td>24 (63.2%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>13 (19.7%)</td>
<td>53 (80.3%)</td>
</tr>
</tbody>
</table>

Table 17 Confusion Matrix of the NB for the First Last approach, using the validation set.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FS</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>Correlation</td>
<td>0.74</td>
<td>0.632</td>
<td>0.803</td>
<td>0.753</td>
<td>0.740</td>
</tr>
</tbody>
</table>

Table 18 Best classifier for the First Last approach, using the validation set.

4.2 Two Years Temporal Window

The dataset characteristics relative to the two years temporal window is described in Table 19. The mean age of the evolution group is significantly higher than that of the no evolution group. The schooling years did not differ significantly between noEvol and Evol groups.

<table>
<thead>
<tr>
<th>Groups 2 Years</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>263 (69.5%)</td>
<td>115 (30.5%)</td>
</tr>
<tr>
<td>Age (Mean±SD)</td>
<td>69.8±7.6</td>
<td>72.5±7.8</td>
</tr>
<tr>
<td>Sex (Male/Female)</td>
<td>115/148 (43.7%/56.3%)</td>
<td>44/70 (38.3%/63.6%)</td>
</tr>
<tr>
<td>Schooling Years (Mean±SD)</td>
<td>9.1±5.2</td>
<td>8.7±5.2</td>
</tr>
</tbody>
</table>

Table 19 Dataset demographic after applying pre-processing for the two years temporal window.

4.2.1 Cross-Validation results

Table 20 presents the characteristics of the train dataset used in the following experiments. In the train dataset, the class distribution is 70.5% of the evaluations classified as noEvolution (noEvol) and 29.5% classified as Evolution (Evol) and thus the application of the SMOTE was used. Figure 13 shows the train results after applying SMOTE.
Paired t-tests were used to compare the classifiers, using 30 repetitions. The classifier NB is the best model. The classifier kNN presents the worst result, having no statistical significant difference with C4.5DT.

Table 21 shows the confusion matrix for NB and Table 22 displays the results of this classifier.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>46 (54.8%)</td>
<td>38 (45.2%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>34 (16.9%)</td>
<td>167 (83.1%)</td>
</tr>
</tbody>
</table>

Table 21 Confusion Matrix of the NB for the two years temporal window, using 5-fold CV.

The results demonstrate that the model is learning from both classes. Similarly to previous reports [1, 47, 7, 9, 4], the results in the two years temporal window are not great, probably due to the insufficient time for the patient to evolve. The predictive accuracy of the models is likely to improve with extended follow-up time.

The train dataset size relative to two years temporal window after the feature selection is described in Table 23. Figure 14 presents the train results of prognosis after applying feature selection. The dataset with all features is composed by 182 attributes, with 52.2% of missing values, whereas the reduced dataset obtained after feature selection contains 22 attributes, with only 13% of missings.
Paired t-tests were used to compare the classifiers, using 30 repetitions. NB is the best model and the C4.5DT model got the worst results.

As we can notice in Figure 15, when the classifiers learn using the selected features have higher predictive capability.

<table>
<thead>
<tr>
<th>Two Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>161 (68.8%)</td>
<td>73 (31.2%)</td>
</tr>
</tbody>
</table>

Table 23 Size of the train dataset after applying Feature Selection using two years temporal window.

Figure 14 Train results of Prognosis after applying Feature Selection using two years temporal window.

Figure 15 Train results of the F-measure metric in the two datasets using two years temporal window.
Table 24 shows the confusion matrix for NB and Table 25 displays the results of this classifier.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>45 (61.6%)</td>
<td>28 (38.4%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>27 (16.8%)</td>
<td>134 (83.2%)</td>
</tr>
</tbody>
</table>

Table 24 Confusion Matrix of NB with Feature Selection for two years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.767±0.014</td>
<td>0.635±0.035</td>
<td>0.827±0.018</td>
<td>0.811±0.012</td>
<td>0.768±0.009</td>
</tr>
</tbody>
</table>

Table 25 Evaluation metrics of NB for the two years temporal window, using 5-fold CV.

4.2.2 Validation results

The model NB trained in the reduced dataset was applied to the validation set described in Table 26.

<table>
<thead>
<tr>
<th>Two Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>61 (66.3%)</td>
<td>31 (33.7%)</td>
</tr>
</tbody>
</table>

Table 26 Size of the validation dataset using two years temporal window.

The Table 27 displays the confusion matrix of the NB classifier and Table 28 displays the best results considering other metrics. NB has an F-measure slightly above 0.65 and accuracy not higher than 70%.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>16 (51.6%)</td>
<td>15 (48.4%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>15 (24.6%)</td>
<td>46 (75.4%)</td>
</tr>
</tbody>
</table>

Table 27 Confusion Matrix of the NB for two years temporal window, using the validation set.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FS</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>Correlation</td>
<td>0.674</td>
<td>0.516</td>
<td>0.754</td>
<td>0.744</td>
<td>0.674</td>
</tr>
</tbody>
</table>

Table 28 Best classifier for two years temporal window, using the validation set.

Previous works [1, 47] aimed to predict the conversion of a MCI patient to AD in a 2 or 2.5 years period, reporting disappointing results. To improve the results, they claim that it is necessary to increase the temporal window analysis, so an enhancement in the results is expected in the following temporal windows.

4.3 Three Years Temporal Window

The dataset characteristics relative to the three years temporal window is describe in Table 29. The mean age of the evolution group is significantly higher than the no evolution group and the schooling years are similar in both groups.
**4.3.1 Cross-Validation results**

In the next sections only the results considering feature selection will be presented. The analyses without feature selection may be consulted in Appendix B.

The train dataset size relative to three years temporal window after the feature selection is described in Table 30. The SMOTE algorithm was not applied due the similar proportions of classes in this dataset.

<table>
<thead>
<tr>
<th>Three Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>112 (53.1%)</td>
<td>99 (46.9%)</td>
</tr>
</tbody>
</table>

Table 30 Size of the train dataset after applying Feature Selection using three years temporal window.

Figure 16 presents the train results after applying feature selection. All classifiers performed with high generalization with values of F-measure close to 0.8 using the correlated features. The three years temporal window dataset is the most balanced resulting in a significant improvement in all assessment metrics.

![Figure 16 Train results of Prognosis after applying Feature Selection using three years temporal window.](image)

The dataset with all features has 182 attributes, with 52.2% of missing values, whereas the reduced dataset obtained after feature selection contains 21 attributes, with only 9.7% of missings.

Paired t-tests were used to compare the classifiers, using 30 repetitions. SVM Poly is the best model in the reduced dataset and the C4.5DT got the worst results.

Table 31 shows the confusion matrix for SVM Poly and Table 32 displays the results of this classifier.

---

<table>
<thead>
<tr>
<th>Groups 3 Years</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>180 (53.7%)</td>
<td>156 (46.4%)</td>
</tr>
<tr>
<td>Age (Mean± SD)</td>
<td>69.7±7.5</td>
<td>72.6±7.9</td>
</tr>
<tr>
<td>Sex (Male/Female)</td>
<td>84/96 (46.7%/53.3%)</td>
<td>56/99 (35.9%/63.5%)</td>
</tr>
<tr>
<td>Schooling Years (Mean± SD)</td>
<td>9.3±5.3</td>
<td>8.5±4.7</td>
</tr>
</tbody>
</table>

Table 29 Dataset demographic after applying pre-processing for the three years temporal window.
### Table 31 Confusion Matrix of the SVM Poly with Feature Selection for three years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>77 (77.8%)</td>
<td>22 (22.2%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>19 (16.9%)</td>
<td>93 (83.1%)</td>
</tr>
</tbody>
</table>

### Table 32 Evaluation metrics of SVM Poly for the three years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Poly</td>
<td>0.817±0.012</td>
<td>0.778±0.020</td>
<td>0.853±0.016</td>
<td>0.815±0.012</td>
<td>0.817±0.012</td>
</tr>
</tbody>
</table>

Figure 17 displays the F-measure values of all classifiers in the two datasets analysed. Again, we note that the choice of feature selection has a great effect on the final outcome.

The previous results make us believe that most MCI patients that are going to evolve do so in this time frame. The trade-off between sensitivity and specificity is preferable than in the previous analyses, reflected by the higher values of F-measure.

### 4.3.2 Validation results

The performance of the best classifier applied to the validation set, described in Table 33, can be found in Table 35. Table 34 displays the confusion matrix of the SVM Poly.

The best classifier achieved an AUC near to 0.7 and performed with values of F-measure close to 0.7 and accuracy of 69.1%. Thus, in the three years temporal window, we obtained an overall good performance in the validation set.

### Table 33 Size of the validation dataset using three years temporal window.

<table>
<thead>
<tr>
<th>Three Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>40 (49.4%)</td>
<td>41 (50.6%)</td>
</tr>
</tbody>
</table>
### Table 34: Confusion Matrix of the SVM Poly for three years temporal window, using the validation set.

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>27 (65.9%)</td>
<td>14 (34.1%)</td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>11 (27.5%)</td>
<td>29 (72.5%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 34: Confusion Matrix of the SVM Poly for three years temporal window, using the validation set.

### Table 35: Best classifier for three years temporal window, using the validation set.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FS</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM Poly</td>
<td>Correlation</td>
<td>0.691</td>
<td>0.659</td>
<td>0.725</td>
<td>0.692</td>
<td>0.691</td>
</tr>
</tbody>
</table>

Table 35: Best classifier for three years temporal window, using the validation set.

### 4.4 Four Years Temporal Window

The dataset characteristics relative to the four years temporal window is described in Table 36. The mean age of the evolution group is significantly higher than the no evolution group. The schooling years are comparable in both groups.

<table>
<thead>
<tr>
<th>Groups 4 Years</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>109 (36.3%)</td>
<td>191 (63.7%)</td>
</tr>
<tr>
<td>Age (Mean± SD)</td>
<td>69±5.2</td>
<td>72±4.6</td>
</tr>
<tr>
<td>Sex (Male/Female)</td>
<td>55/54 (50.5%/49.5%)</td>
<td>71/119 (37.1%/62.3%)</td>
</tr>
<tr>
<td>Schooling Years (Mean± SD)</td>
<td>8.8±5.2</td>
<td>8.6±4.6</td>
</tr>
</tbody>
</table>

Table 36: Dataset demographic after applying pre-processing for the four years temporal window.

#### 4.4.1 Cross-Validation results

The train dataset size relative to four years temporal window after the feature selection, followed with the cleaning of instances with more than 50% of missing values, is described in Table 37. In this dataset, the difference in the proportion of classes is again not that significant, so the SMOTE algorithm was not used. In Figure 18 is presented the train results after applying feature selection. The dataset with all features has 182 attributes with 54.1% of missing values, while the reduced dataset obtained after feature selection has 20, with 9.8% of missings.

<table>
<thead>
<tr>
<th>Four Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Instances (%)</td>
<td>66 (35.7%)</td>
<td>119 (64.3%)</td>
</tr>
</tbody>
</table>

Table 37: Size of the train dataset after applying Feature Selection using four years temporal window.
Paired t-tests were used to compare the classifiers, using 30 repetitions. NB is the best model, with no statistical difference with SVM Poly and SVM RBF and the C4.5 DT model got the worst results.

Table 38 shows the confusion matrix for NB and Table 39 displays the results of this classifier.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>98 (82.4%)</td>
<td>21 (17.6%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>12 (18.2%)</td>
<td>54 (81.8%)</td>
</tr>
</tbody>
</table>

Table 38 Confusion Matrix of the NB with Feature Selection for four years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.816±0.010</td>
<td>0.818±0.010</td>
<td>0.812±0.018</td>
<td>0.879±0.007</td>
<td>0.818±0.007</td>
</tr>
</tbody>
</table>

Table 39 Evaluation metrics of NB for the four years temporal window, using 5-fold CV.

Figure 19 displays the F-measure values of all classifiers in the two datasets analysed. As abovementioned, the increase of the temporal window leads to better results in the cross-validation without the application of feature selection. The use of correlated features even improves such good results.
4.4.2 Validation results

Follows the second phase of the classification, in which the best classifier obtained during the training phase is applied to the validation set, described in Table 40. The Table 41 displays the confusion matrix of the NB classifier and Table 42 displays the best results considering other metrics. Using NB, the F-measure is higher than 0.7. The specificity has low values in contrast with the high values of sensitivity, probably due to the lower number of examples of noEvol.

<table>
<thead>
<tr>
<th>Four Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>24 (33.3%)</td>
<td>48 (66.7%)</td>
</tr>
</tbody>
</table>

Table 40 Size of the validation dataset using four years temporal.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>40 (83.3%)</td>
<td>8 (16.7%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>12 (50%)</td>
<td>12 (50%)</td>
</tr>
</tbody>
</table>

Table 41 Confusion Matrix of the NB for four years temporal window, using the validation set.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FS</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>Correlation</td>
<td>0.722</td>
<td>0.833</td>
<td>0.5</td>
<td>0.825</td>
<td>0.715</td>
</tr>
</tbody>
</table>

Table 42 Best classifiers for four years temporal window, using the validation set.

Figure 19 Train results of the F-measure metric in the two datasets using four years temporal window.
4.5 Five Years Temporal Window

The dataset characteristics relative to the five years temporal window is describe in Table 43. The mean age of the evolution group is significantly higher than the no evolution group. The distributions of the schooling years are equivalent in both groups.

<table>
<thead>
<tr>
<th>Groups 5 Years</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>67 (23.8%)</td>
<td>215 (76.2%)</td>
</tr>
<tr>
<td>Age (Mean± SD)</td>
<td>68.1±6.7</td>
<td>72.3±7.7</td>
</tr>
<tr>
<td>Sex (Male/Female)</td>
<td>30/37 (44.8%/55.2%)</td>
<td>78/136 (36.3%/63.3%)</td>
</tr>
<tr>
<td>Schooling Years (Mean± SD)</td>
<td>8.8±5</td>
<td>8.5±4.6</td>
</tr>
</tbody>
</table>

Table 43 Dataset demographic after applying pre-processing for the five years temporal window.

4.5.1 Cross-Validation Results

The present study allowed the analysis of the five years temporal window, which is estimated to improve the previous results, since it was reported that MCI patients that will evolve, evolve in the five years time frame.

The train dataset size relative to the five years temporal window after the feature selection is described in Table 44. Figure 20 presents the train results after applying feature selection. The dataset with all features has 182 attributes, with 53.6% of missing values, while the reduced dataset obtained after feature selection has 21, with only 11.4 % of missings.

<table>
<thead>
<tr>
<th>Five Years Temporal Window Size</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>42 (23.3%)</td>
<td></td>
<td>138 (76.7%)</td>
</tr>
</tbody>
</table>

Table 44 Size of the train dataset applying Feature Selection using five years temporal window.

Figure 20 Train results of Prognosis after applying Feature Selection using five years temporal window.
Paired t-tests were used to compare the classifiers, using 30 repetitions. SVM RBF model is the best model with no statistical difference with NB and the C4.5DT model got the worst results.

Table 45 shows the confusion matrix for SVM RBF and Table 46 displays the results of this classifier. The values of sensitivity are very high in opposition to the values of specificity, justified by the dissimilar proportions of classes. Although these values are dissimilar, the model performed with high values of F-measure demonstrating the good predictive capability of the models. Conversion into dementia is the key prediction in this biomedical application requiring classifiers with high sensitivity as was obtained in the four and five temporal window.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>125 (90.6%)</td>
<td>13 (9.4%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>15 (35.7%)</td>
<td>27 (64.3%)</td>
</tr>
</tbody>
</table>

Table 45 Confusion Matrix of the SVM RBF with Feature Selection for five years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM RBF</td>
<td>0.846±0.009</td>
<td>0.893±0.01</td>
<td>0.690±0.022</td>
<td>0.792±0.012</td>
<td>0.847±0.012</td>
</tr>
</tbody>
</table>

Table 46 Evaluation metrics of SVM RBF for the five years temporal window, using 5-fold CV.

Figure 21 displays the F-measure values of all classifiers in the two datasets analysed. The best result of F-measure using SVM RBF with the correlated features is near 0.9. The best values of F-measure in the cross-validation results were obtained in the five years temporal window.
4.5.2 Validation Results

The best classifiers obtained during the training phase were applied to the validation set, described in Table 47. The Table 48 displays the confusion matrix of the SVM RBF classifier and Table 49 displays the best results considering other metrics.

<table>
<thead>
<tr>
<th>Five Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16 (23.9%)</td>
<td>51 (76.1%)</td>
</tr>
</tbody>
</table>

Table 47 Size of the validation dataset using five years temporal.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Real Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>46 (95.8%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>8 (50%)</td>
</tr>
</tbody>
</table>

Table 48 Confusion Matrix of SVM RBF for five years temporal window, using the validation set.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>FS</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>ROC Area</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM RBF</td>
<td>Correlation</td>
<td>0.806</td>
<td>0.902</td>
<td>0.5</td>
<td>0.701</td>
<td>0.799</td>
</tr>
</tbody>
</table>

Table 49 Best classifiers for five years temporal window, using the validation set.

The SVM RBF was the best classifier in the cross-validation, performing with accuracy higher than 0.8, which was the best value comparing with the other temporal windows. Nonetheless, the total accuracy of the classifier is misleading since the model is good only at predicting the positive class (Evol class), with high sensitivity, but quite bad at predicting the noEvol class, with low specificity. The F-measure value is close to 0.8, having in account the values of sensitivity of 0.902 and the specificity of 0.5. As such, the results obtained in five temporal window should be interpreted with caution due to the relatively low number of patients used as examples and it would be relevant to replicate this study in a larger dataset with similar follow-ups.

4.6 Discussion

The analyses previously presented in each temporal window corroborated the use of SMOTE algorithm when the proportion of the classes is imbalanced. As such, in what follows, this algorithm will only be applied when the proportion of classes justified it.

In general, the original dataset containing the entire group of features produces lowest values in the evaluation metrics used. This can be explained by the fact that the original dataset includes a high number of features and some of them can even add noise to the learning process. The application of feature selection improved the accuracy of every classifier in each temporal window.

The results show that the temporal window approach mitigates the problem of different follow-up time associated with the First Last approach leading to better prognosis results. With the increase of the temporal window, it is noticed a higher prediction capability of the models. It is important to refer that the reduction of the
cardinality of instances along the temporal windows influence the way that the models learn, leading to opposite values of sensitivity and specificity, even though it was applied the SMOTE algorithm when necessary.

The 3, 4 and 5 years temporal window presented high values of F-measure. Such results corroborate the need to increase the time analysis of a patient. Regarding the results from these temporal windows, it would be important to determine if the increase in the F-measure values along these windows is statistically significant. Based on that, it would be essential to perform a statistical test, such as Friedman test [46], in order to compare the algorithms on the different datasets.

Several studies [1, 47] use a relatively short interval of two years follow-up to predict the conversion of MCI patient to AD obtaining comparable results to the ones we get using the same temporal window. The available data allowed the learning of models up to five years temporal window, not done in the work of Lemos et al. [48]. Between two and three years temporal window, there was a noticeable higher predictability of conversion to AD and in this regard we hypothesize that most patients that are going to evolve do so in the three years temporal window.

Lemos et al [48] reported that the three years temporal window is the one with higher discriminative power in concordance with the medical feedback. The results obtained in the three and four years temporal window are more reliable, being more suitable to predict conversion with higher predictive capability. Even though the good results achieved in the five temporal window with the highest values of accuracy and F-measure, the reduced number of examples lead to the lowest values of specificity. The prognosis in the five years temporal window allowed us to understand the importance of larger follow-up and that it would be important to replicate the study in a larger database to corroborate the results obtained. Wider time interval strategies seem to provide a good opportunity to monitor prognosis prediction of conversion of MCI patients to AD.

The integration of more patients to the database will allow a more accurate learning for both classes of patients (as in the case of the three years temporal window, presenting a comparable proportion of noEvol and Evol examples).

Table 50 presents a summary of the performance of the best models in each time window in the cross-validation.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>NB</td>
<td>0.688±0.008</td>
<td>0.627±0.012</td>
<td>0.731±0.013</td>
<td>0.751±0.004</td>
</tr>
<tr>
<td>Last</td>
<td>NB</td>
<td>0.767±0.014</td>
<td>0.635±0.035</td>
<td>0.827±0.018</td>
<td>0.811±0.012</td>
</tr>
<tr>
<td>2 Years</td>
<td>NB</td>
<td>0.817±0.012</td>
<td>0.778±0.020</td>
<td>0.853±0.016</td>
<td>0.815±0.012</td>
</tr>
<tr>
<td>3 Years</td>
<td>SVM Poly</td>
<td>0.816±0.010</td>
<td>0.818±0.01</td>
<td>0.812±0.018</td>
<td>0.879±0.007</td>
</tr>
<tr>
<td>4 Years</td>
<td>SVM RBF</td>
<td>0.846±0.009</td>
<td>0.893±0.01</td>
<td>0.690±0.022</td>
<td>0.792±0.012</td>
</tr>
</tbody>
</table>

Table 50 Best models to each progression approach during the training phase.

As expected, the performance of all classifiers in validation set data (Table 51) decline in comparison with cross-validation.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>AUC</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>NB</td>
<td>0.74</td>
<td>0.632</td>
<td>0.803</td>
<td>0.753</td>
</tr>
<tr>
<td>Last</td>
<td>NB</td>
<td>0.674</td>
<td>0.516</td>
<td>0.754</td>
<td>0.744</td>
</tr>
<tr>
<td>2 Years</td>
<td>SVM Poly</td>
<td>0.691</td>
<td>0.659</td>
<td>0.725</td>
<td>0.692</td>
</tr>
<tr>
<td>3 Years</td>
<td>NB</td>
<td>0.722</td>
<td>0.833</td>
<td>0.5</td>
<td>0.825</td>
</tr>
<tr>
<td>4 Years</td>
<td>SVM RBF</td>
<td>0.806</td>
<td>0.902</td>
<td>0.5</td>
<td>0.701</td>
</tr>
</tbody>
</table>

Table 51 Best models to each progression approach in the validation set.
Even though the cross-validation results confirmed the importance of the temporal window approach, in the validation set the results in the two, three and four temporal window did not outperform the First Last Approach. Such results are most likely due to the fact that the First Last Approach is trained with more examples than any temporal window approaches. However, the increase along the temporal window in the values of accuracy and F-measure is maintained and the proportions of sensitivity and specificity are also in agreement with what we observed in the cross-validation results.

It was expected that the three temporal window results outperformed the results when compared with the other temporal windows. Nevertheless, the validation results did not contradict the conclusions taken when analysing the cross-validation results. It is important to note the results of the five temporal window evaluation, which performed with the highest F-measure value with 90.2% of sensitivity, learning almost perfectly from the Evol class and with 50% of specificity, which substantiates the importance of the integration of more noEvol examples.

Another important issue to discuss is the features selected by the feature selection method that are common along the temporal window. The attributes age, Orient_T, Or_Total, VerbalPaired_AssociateLearning_Z, LogicalMemory_A_Z, PA_Tot, LM_a_Interf, SemanticFluency_Z, Orientation_Z, Cube_Z and MPR_Z were chosen in all temporal windows having an important role in the classification of the patients independently of the temporal window under study. Such attributes are related to the orientation to time and place, memory evaluation, praxis and verbal fluency.

In order to understand the importance of such features, two different analyses were performed in all time windows. The first one considered only the features in common, displayed in Table 52, and the second one considered the features characteristic of each temporal window. Since the results did not outperform the ones obtained using the features selected in each temporal window, it is possible to report that neither the features in common nor the features aside the ones in common have sufficient discriminative power over all features, which assigns value to these features.

<table>
<thead>
<tr>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Orient_T</td>
</tr>
<tr>
<td>Or_Total</td>
</tr>
<tr>
<td>PA_Tot</td>
</tr>
<tr>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
</tr>
<tr>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>Orientation_Z</td>
</tr>
<tr>
<td>Cube_Z</td>
</tr>
<tr>
<td>MPR_Z</td>
</tr>
</tbody>
</table>

Table 52 Features used in all temporal windows.
5. Predicting conversion from MCI to AD based on different MCI characteristics

Several studies [26, 28, 55] suggested that MCI is a complex clinical concept characterized by complex cognitive manifestations with a heterogeneous pattern of transitions, which can involve persistence of the symptoms, conversion to dementia or state improvement. The knowledge acquired so far that the separation of patients with different characteristics would improve the classification of the MCI either motivated us to develop a new approach predicting models trained with different MCI groups, based on clinical criteria or results of unsupervised learning methods [16, 13, 19, 28].

Despite the good performance of classifiers in the preceding analyses, the purpose of the following studies is thus to create an approach to classify patients by taking into account the putative differences between MCI patients. Ideally, this approach should outperform the classification approach where all MCI are assumed to evolve similarly.

5.1 Prognosis prediction based on clinical criteria: depressed/ not depressed

Previously in this work, we described the attribute that measures the state of depression of a patient named as GDS, Geriatric Depression Scale [16, 19, 28]. With the purpose of studying the influence of the depressive symptoms in classification, a new analysis was performed based on the GDS attribute. For this study, a short form of the self-report instrument was used, comprising score values between 0 and 14. It is expected that the separation of patients concerning their state of depression leads to a better learning of the models, since we believe that patients categorized as depressed have cognitive capabilities dissimilar from patients categorized as not depressed.

5.1.1 Clustering

According to clinical information, the patients are categorized as not depressed patients if their score in the GDS test is lower or equal to 4 and as depressed if is higher than 4. Table 53 shows the composition of the datasets regarding the GDS attribute in each temporal window. It is noticeable the occurrence of more than 50% of missing values. Because of that those instances were not taken in consideration.
5.1.2 Classification

In the training phase two approaches were analysed in order to give answer to the question “Given that we know the state of depression of a patient, is it better to predict the conversion to AD using the general model containing all patients, or using a specific model considering their state?”. In other words, the following analyses aim to determine if there is a higher capability to predict conversion based on the characteristics of the patients instead of assuming the same profile in the entire set of patients. The datasets used to create these models were separated in three, concerning the score of the attribute GDS. One considers only the instances with this attribute defined (\( \mathcal{D}_{\text{all}} \)), other includes only instances with values from 0 to 4 corresponding to the not depressed patients (denominated as \( \mathcal{D}_{0-4} \)) and another comprises instances with values from 5 to 14 corresponding to the depressed patients (denominated as \( \mathcal{D}_{5-14} \)). The workflow of the two approaches is presented in Figure 22.

![Workflow of the two approaches performed during the training phase.](image)

As illustrated above, the first approach consists on training the models from the entire dataset \( \mathcal{D}_{\text{all}} \), to understand how these general models classify the patients according to their state of depression. The best classifier under the cross-validation evaluation is then applied to the restrictive datasets (\( \mathcal{D}_{0-4} \) and \( \mathcal{D}_{5-14} \)) and

Table 53 Composition of instances considering the GDS attribute after preprocessing.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GDS score 0-4</th>
<th>GDS score 5-14</th>
<th>GDS value missing</th>
<th># instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>72 (23.8%)</td>
<td>69 (22.8%)</td>
<td>162 (53.5%)</td>
<td>303</td>
</tr>
<tr>
<td>2Y</td>
<td>72 (25.3%)</td>
<td>63 (22.1%)</td>
<td>150 (52.6%)</td>
<td>285</td>
</tr>
<tr>
<td>3Y</td>
<td>58 (22.8%)</td>
<td>56 (22.1%)</td>
<td>140 (55.1%)</td>
<td>254</td>
</tr>
<tr>
<td>4Y</td>
<td>52 (22.8%)</td>
<td>48 (21.3%)</td>
<td>128 (56.1%)</td>
<td>228</td>
</tr>
<tr>
<td>5Y</td>
<td>46 (36.7%)</td>
<td>45 (5.6%)</td>
<td>124 (57.7%)</td>
<td>215</td>
</tr>
</tbody>
</table>

[48]
the respective result is generated for each group of patients. In the second approach, the dataset $\mathcal{D}_{\text{all}}$ is divided into the two restrictive datasets and for each one of them is determined the best classifier under the cross-validation evaluation and from the particular models obtained from each group of patients is determined the output result.

The datasets were analysed after determining the set of attributes that allows the achievement of more accurate classifiers. The features selected can be consulted in Appendix C. In the succeeding analyses, the elimination of instances with more than 50% of missing values after the feature selection was not performed, since such analyses are based on comparisons between datasets, where it is important to keep the same number of instances, and the removals are minor.

5.1.2.1 Two Years Temporal Window

Cross-Validation results

The sizes of the train datasets for the two years temporal window are described in Table 54.

<table>
<thead>
<tr>
<th>Two Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{\text{all}}$</td>
<td>91 (67.4%)</td>
<td>44 (32.6%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>55 (76.4%)</td>
<td>17 (23.6%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>36 (57.1%)</td>
<td>27 (42.9%)</td>
</tr>
</tbody>
</table>

Table 54 Sizes of the train datasets which are differentiated based on GDS values, using two years temporal window.

In the dataset $\mathcal{D}_{0-4}$, from the set of attributes elected in feature selection it is worth noting the attributes MPR, CVLT_rec_P, CancellationTask_Z, GeneralInformation_Z, MPR_Z in common with the attributes selected in the $\mathcal{D}_{\text{all}}$ dataset. In the same way, the set of attributes LM_a_interf, Or_Total, Cube, Orientation_Z, A1_Z and Atot_Z were selected in the entire dataset and in the dataset $\mathcal{D}_{5-14}$. Despite the attributes in common in the datasets, there are still attributes specific for each one of them. The list of attributes chosen may be consulted in Appendix C. Figures 23, 24 and 25 show the train results in the three distinct datasets.

Figure 23 Train results of Prognosis of the dataset $\mathcal{D}_{\text{all}}$, using two years temporal window.
All the evaluation metrics have higher values in the dataset with only patients with the GDS variable assigned, comparing with the dataset containing all patients analysed in the previous chapter. Thus, it would be important to update the database filling this attribute, in order to improve the prognosis evaluation.

Figure 24 Train results of Prognosis of the dataset $\mathcal{D}_{0-4}$, using two years temporal window.

Figure 25 Train results of Prognosis of the dataset $\mathcal{D}_{5-14}$, using two years temporal window.

Paired t-tests were used to compare the classifiers, using 30 repetitions. The t-test is only applied if the ANOVA test with 95% confidence level confirms the existence of a significant difference. In $\mathcal{D}_{all}$, SVM RBF is the best model, with no statistical difference with the SVM Poly, and the C4.5DT model got the worst results, with no statistically difference with kNN. In $\mathcal{D}_{0-4}$, the classifier NB is the best model and the C4.5DT model got
the worst results, presenting both a significant difference among the other models. In \( D_{5-14} \), the classifier NB the best model and the classifier C4.5DT presents the worst result.

Before determine how the specific models behave, it is important to understand how the general model classifies the patients according to their state of depression. It is important to consider the confusion matrices (Table 5) since it is relevant to know if the performance of the general model is related to the conditions of depression of the patients. We can observe that the model has a similar predictive capability when considers depressed or not depressed patients. Thus, its performance is class independent.

\[
\begin{array}{l|ll}
\text{Real Class} & \text{Predicted Class} & \\
 & \text{Evol} & \text{noEvol} \\
\hline
\text{Evol} & 28 (63.6\%) & 16 (36.4\%) \\
\text{noEvol} & 8 (8.8\%) & 83 (91.2\%)
\end{array}
\]

Table 5: Confusion Matrix of SVM RBF for two years temporal window, using 5-fold CV considering the \( D_{all} \): a) considering all instances; b) considering only instances with GDS\( \leq 4 \); c) considering only instances with GDS>4.

Table 56 presents the evaluation metrics for the general model \( M_{(all)} \) and for each specific model \( M_{0-4(all)} \) and \( M_{5-14(all)} \), concerning the state of depression trained with this model. It is noticeable that the general model \( M_{(all)} \) has a good predictive capability independent of the score of the GDS of the patient. The values of sensitivity are low due to the reduced number of Evol examples trained, as reported in Table 54.

Table 56: Evaluation metrics of SVM RBF model for two years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_{(all)} )</td>
<td>SVM RBF</td>
<td>0.822</td>
<td>0.636</td>
<td>0.912</td>
<td>0.817</td>
</tr>
<tr>
<td>( M_{0-4(all)} )</td>
<td>SVM RBF</td>
<td>0.847</td>
<td>0.647</td>
<td>0.909</td>
<td>0.846</td>
</tr>
<tr>
<td>( M_{5-14(all)} )</td>
<td>SVM RBF</td>
<td>0.794</td>
<td>0.63</td>
<td>0.917</td>
<td>0.787</td>
</tr>
</tbody>
</table>

The second approach of the analysis, allows us to compare the performance of each specific model considering different characteristics of the patients with the performance of the general model relatively to these groups of patients. Table 57 shows the confusion matrices resulting from this approach. Table 58 presents the evaluation metrics for each specific model \( M_{0-4(all)} \) and \( M_{5-14(all)} \) and for the resulting model.

[51]
### Table 57 Confusion Matrix for two years temporal window, using 5-fold CV considering a) NB in $\mathcal{D}_{0-4}$; b) NB in $\mathcal{D}_{5-14}$; c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>14 (82.4%)</td>
<td>3 (17.6%)</td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>6 (10.9%)</td>
<td>49 (89.1%)</td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>18 (66.7%)</td>
<td>9 (33.3%)</td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>4 (11.1%)</td>
<td>32 (88.9%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 58 Evaluation metrics of each model for two years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}_{0-4}$</td>
<td>NB</td>
<td>0.875</td>
<td>0.824</td>
<td>0.891</td>
<td>0.878</td>
</tr>
<tr>
<td>$\mathcal{M}_{5-14}$</td>
<td>NB</td>
<td>0.793</td>
<td>0.667</td>
<td>0.889</td>
<td>0.789</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td></td>
<td>0.837</td>
<td>0.727</td>
<td>0.890</td>
<td>0.836</td>
</tr>
</tbody>
</table>

Looking to the values of F-measure and accuracy (Tables 56 and 58) there is no significant difference between the two approaches. The model $\mathcal{M}_{all}$ that is learning without considering the state of depression has similar behaviour predicting the different characteristics of the patients as the models $\mathcal{M}_{0-4}$ and $\mathcal{M}_{5-14}$ that are learning having in account this condition. However it is important to refer that the sensitivity correspondent to the $\mathcal{M}_{0-4}$ is higher than the one obtained by $\mathcal{M}_{0-4(all)}$, which represents the better capability of the specific model $\mathcal{M}_{0-4}$ to learn the positive class.

### Validation results

Follows the second phase of the classification, in which the best classifier obtained during the training phase is applied to the validation set (Table 59).

<table>
<thead>
<tr>
<th>Two Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{all}$</td>
<td>27 (73%)</td>
<td>10 (21%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>12 (63.2%)</td>
<td>7 (36.8%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>15 (83.3%)</td>
<td>3 (16.7%)</td>
</tr>
</tbody>
</table>

Table 59 Sizes of the validation datasets, using two years temporal window.

The Table 60 displays the best results considering the two approaches used throughout this analysis. The results are identical both in the model trained with all patients and in the model considering the depressive symptoms of the patients.
models | classifier   | test set | accuracy | sensitivity | specificity | f-measure
---|---|---|---|---|---|---
ℳ₀−₄(all) | SVM RBF | D_all | 0.842 | 0.571 | 1 | 0.829
ℳ₅−₁₄(all) | SVM RBF | D_all | 0.667 | 0 | 0.8 | 0.667
ℳ_all | SVM RBF | D_all | 0.757 | 0.4 | 0.889 | 0.742
ℳ₀−₄ | NB | D₀−₄ | 0.737 | 0.286 | 1 | 0.686
ℳ₅−₁₄ | NB | D₅−₁₄ | 0.778 | 0.667 | 0.8 | 0.798
ℳ₀−₄ + | NB | D₅−₁₄ | 0.757 | 0.4 | 0.889 | 0.742

Table 60: Best classifiers for two years temporal window, using the validation set.

### 5.1.2.2 Three Years Temporal Window

#### Cross-Validation results

The sizes of the train datasets for the three years temporal window are described in Table 61.

<table>
<thead>
<tr>
<th>Three Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>D_all</td>
<td>58 (50.9%)</td>
<td>56 (49.1%)</td>
</tr>
<tr>
<td>D₀−₄</td>
<td>35 (60.3%)</td>
<td>23 (39.7%)</td>
</tr>
<tr>
<td>D₅−₁₄</td>
<td>23 (41.1%)</td>
<td>33 (58.9%)</td>
</tr>
</tbody>
</table>

Table 61: Sizes of the train datasets which are differentiated based on GDS values, using three years temporal.

The attribute Or_Total was selected in the three datasets. In the dataset D₀−₄, from the set of attributes selected it is worth noting As_tot, PA_tot, LM_a_Cued, MPR, CVLT_a2, CancellationTask_Z, VerbalPairedAssociateLearning_Z, LogicalMemory_A_Z, LM_DR_Z and MPR_Z which are common to the ones selected in the entire dataset. The set of attributes LM_a_Interf, LM_tot_Interf, Forgetting, Orient_T, and SemanticFluency_Z were selected in the entire dataset and in the dataset D₅−₁₄. Again there are still attributes specific for each one of the datasets in study that may be consulted in Appendix C. Figures 26, 27 and 28 show the train results in the three distinct datasets.
Figure 26 Train results of Prognosis of the dataset $\mathcal{D}_{all}$, using three years temporal window.

Figure 27 Train results of Prognosis of the dataset $\mathcal{D}_{0-4}$, using three years temporal window.
Paired t-tests were used to compare the classifiers, using 30 repetitions. In $\mathcal{D}_{\text{all}}$, the classifier NB is the best model and the C4.5DT got the worst results. In $\mathcal{D}_{0-4}$, the classifier NB is the best model and the C4.5DT model got the worst results. In $\mathcal{D}_{5-14}$, the classifier NB is the best model and the classifier kNN presents the lower results, with no statistical difference with C4.5DT model.

Concerning the confusion matrices presented in Table 62, once again it is noticeable that the behaviour of the general model is independent of the score of the GDS of the patient. In Table 63 it is presented the evaluation metrics for the general model containing all instances and the models for each restrictive dataset concerning the state of depression trained with the same classifier.

![Figure 28 Train results of Prognosis of the dataset $\mathcal{D}_{5-14}$, using three years temporal window.](image)

Table 62 Confusion Matrix of NB for three years temporal window, using 5-fold CV considering the $\mathcal{D}_{\text{all}}$: a) considering all instances; b) considering instances with $\text{GDS} \leq 4$; c) considering instances with $\text{GDS} > 4$. 

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Predicted Class</th>
<th>a)</th>
<th>Predicted Class</th>
<th>b)</th>
<th>Predicted Class</th>
<th>c)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>noEvol</td>
<td></td>
<td>Evol</td>
<td></td>
<td>Evol</td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>44 (78.6%)</td>
<td>12 (21.4%)</td>
<td>Evol</td>
<td>26 (78.8%)</td>
<td>7 (21.2%)</td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>10 (17.2%)</td>
<td>48 (82.8%)</td>
<td>noEvol</td>
<td>3 (13%)</td>
<td>20 (87%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 63 Evaluation metrics for the general model containing all instances and the models for each restrictive dataset concerning the state of depression trained with the same classifier.
Table 6 shows the confusion matrices obtained by the models obtained from each group of patients. Table 65 presents the evaluation metrics for each specific model $\mathcal{M}_{0-4}$ and $\mathcal{M}_{5-14}$, concerning the state of depression. In this temporal window, it is perceptible that the specific models, $\mathcal{M}_{0-4}$ and $\mathcal{M}_{5-14}$, considering different characteristics of the patients have higher predictive capability with F-measure of 0.81 and 0.876 respectively, when compared with the behaviour of the general model $\mathcal{M}_{all}$ with 0.794 and 0.822. As regards to the results, the separation of patients concerning their state of depression seems to lead to a better learning of the models and produces valuable results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}_{all}$</td>
<td>NB</td>
<td>0.807</td>
<td>0.785</td>
<td>0.828</td>
<td>0.807</td>
</tr>
<tr>
<td>$\mathcal{M}_{0-4} (all)$</td>
<td>NB</td>
<td>0.793</td>
<td>0.783</td>
<td>0.8</td>
<td>0.794</td>
</tr>
<tr>
<td>$\mathcal{M}_{5-14} (all)$</td>
<td>NB</td>
<td>0.821</td>
<td>0.788</td>
<td>0.87</td>
<td>0.822</td>
</tr>
</tbody>
</table>

Table 63 Evaluation metrics of Naïve Bayes model for three years temporal window, using 5-fold CV.

Table 64 shows the confusion matrices obtained by the models obtained from each group of patients. Table 65 presents the evaluation metrics for each specific model $\mathcal{M}_{0-4}$ and $\mathcal{M}_{5-14}$, concerning the state of depression. In this temporal window, it is perceptible that the specific models, $\mathcal{M}_{0-4}$ and $\mathcal{M}_{5-14}$, considering different characteristics of the patients have higher predictive capability with F-measure of 0.81 and 0.876 respectively, when compared with the behaviour of the general model $\mathcal{M}_{all}$ with 0.794 and 0.822. As regards to the results, the separation of patients concerning their state of depression seems to lead to a better learning of the models and produces valuable results.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Real Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>Evol</td>
<td>17 (73.9%)</td>
<td>6 (26.1%)</td>
</tr>
<tr>
<td></td>
<td>noEvol</td>
<td>5 (14.3%)</td>
<td>30 (85.7%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Real Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>b)</td>
<td>Evol</td>
<td>26 (78.8%)</td>
<td>7 (21.2%)</td>
</tr>
<tr>
<td></td>
<td>noEvol</td>
<td>0 (0%)</td>
<td>23 (100%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Real Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>c)</td>
<td>Evol</td>
<td>43 (76.7%)</td>
<td>13 (23.2%)</td>
</tr>
<tr>
<td></td>
<td>noEvol</td>
<td>5 (8.6%)</td>
<td>53 (91.4%)</td>
</tr>
</tbody>
</table>

Table 64 Confusion Matrix for three years temporal window, using 5-fold CV considering a) NB in $\mathcal{D}_{0-4}$; b) NB in $\mathcal{D}_{5-14}$; c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}_{0-4}$</td>
<td>NB</td>
<td>0.81</td>
<td>0.739</td>
<td>0.857</td>
<td>0.81</td>
</tr>
<tr>
<td>$\mathcal{M}_{5-14}$</td>
<td>NB</td>
<td>0.875</td>
<td>0.788</td>
<td>1</td>
<td>0.876</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td>NB</td>
<td>0.842</td>
<td>0.768</td>
<td>0.914</td>
<td>0.841</td>
</tr>
</tbody>
</table>

Table 65 Evaluation metrics of each model for three years temporal window, using 5-fold CV.

**Validation results**

The best classifier obtained during the training phase is applied to the test set, described in Table 66. The Table 67 displays the best results considering the two approaches used throughout this analysis. In contradiction of what we obtained in the cross-validation results, the best results in this second phase of the classification are achieved with the model trained with all patients.

<table>
<thead>
<tr>
<th>Three Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{all}$</td>
<td>19 (54.3%)</td>
<td>16 (45.7%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>8 (47.1%)</td>
<td>9 (52.9%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>11 (61.1%)</td>
<td>7 (38.9%)</td>
</tr>
</tbody>
</table>

Table 66 Sizes of the validation datasets, using three years temporal window.
### Table 67 Best classifiers for three years temporal window, using the validation set.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Test set</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{0-4(all)}$</td>
<td>NB</td>
<td>$\mathcal{D}_{all}$</td>
<td>0.882</td>
<td>0.778</td>
<td>1</td>
<td>0.882</td>
</tr>
<tr>
<td>$M_{5-14(all)}$</td>
<td>NB</td>
<td>$\mathcal{D}_{all}$</td>
<td>0.696</td>
<td>0.571</td>
<td>0.75</td>
<td>0.701</td>
</tr>
<tr>
<td>$M_{all}$</td>
<td></td>
<td>$\mathcal{D}_{all}$</td>
<td>0.743</td>
<td>0.688</td>
<td>0.789</td>
<td>0.742</td>
</tr>
<tr>
<td>$M_{0-4}$</td>
<td>NB</td>
<td>$\mathcal{D}_{0-4}$</td>
<td>0.765</td>
<td>0.556</td>
<td>1</td>
<td>0.755</td>
</tr>
<tr>
<td>$M_{5-14}$</td>
<td>NB</td>
<td>$\mathcal{D}_{5-14}$</td>
<td>0.611</td>
<td>0.571</td>
<td>0.636</td>
<td>0.615</td>
</tr>
<tr>
<td>$M_{0-4}+M_{5-14}$</td>
<td></td>
<td>$\mathcal{D}<em>{0-4}+\mathcal{D}</em>{5-14}$</td>
<td>0.686</td>
<td>0.563</td>
<td>0.789</td>
<td>0.681</td>
</tr>
</tbody>
</table>

#### 5.1.2.3 Four Years Temporal Window

**Cross-Validation results**

The sizes of the train datasets size relative to the four years temporal window is described in Table 68.

<table>
<thead>
<tr>
<th>Four Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{all}$</td>
<td>32 (32%)</td>
<td>68 (68%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>21 (40.4%)</td>
<td>31 (59.6%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>11 (25%)</td>
<td>37 (75%)</td>
</tr>
</tbody>
</table>

Table 68 Sizes of the train datasets which are differentiated based on GDS values, using four years temporal.

The attributes SemanticFluency_Z, Or_Total and LogicalMemory_A_Z were selected in the three datasets. The attributes LM_tot_Interf, Orientation_Z, WordRecall_Z and Proverbs_Z were selected in the datasets $\mathcal{D}_{all}$ and $\mathcal{D}_{0-4}$. The attribute MPR_Z was also selected in both datasets $\mathcal{D}_{all}$ and $\mathcal{D}_{5-14}$. Figures 29, 30 and 31 show the train results in the three distinct datasets.
Figure 29 Train results of Prognosis of the dataset $\mathcal{D}_{\text{all}}$, using four years temporal window.

Figure 30 Train results of Prognosis of the dataset $\mathcal{D}_{0-4}$, using four years temporal window.
Paired t-tests were used to compare the classifiers, using 30 repetitions. In $\mathcal{D}_{\text{all}}$, kNN is the best model and the C4.5DT model got the worst results. In $\mathcal{D}_{0-4}$, the classifier NB is the best model, with no statistical difference with the kNN model and the C4.5DT model got the worst results. In $\mathcal{D}_{5-14}$, the classifier kNN is the best model and the classifier C4.5DT presents the lower results.

Table 69 shows the confusion matrices and Table 70 presents the evaluation metrics for the general model $\mathcal{M}_{(\text{all})}$ and for each specific model $\mathcal{M}_{0-4(\text{all})}$ and $\mathcal{M}_{5-14(\text{all})}$, concerning the state of depression trained with this model.

![Figure 31 Train results of Prognosis of the dataset $\mathcal{D}_{5-14}$, using four years temporal window.](image)

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class Evol</td>
<td>49 (72.1%)</td>
<td>19 (27.9%)</td>
</tr>
<tr>
<td>Real Class noEvol</td>
<td>3 (9.4%)</td>
<td>29 (90.6%)</td>
</tr>
</tbody>
</table>

Table 69 Confusion Matrix of kNN model for four years temporal window, using 5-fold CV considering the $\mathcal{D}_{\text{all}}$: a) considering all instances; b) considering instances with GDS≤4; c) considering instances with GDS>4.
<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{all}$</td>
<td></td>
<td>0.78</td>
<td>0.721</td>
<td>0.906</td>
<td>0.787</td>
</tr>
<tr>
<td>$M_{0-4(all)}$</td>
<td>KNN</td>
<td>0.75</td>
<td>0.645</td>
<td>0.905</td>
<td>0.751</td>
</tr>
<tr>
<td>$M_{5-14(all)}$</td>
<td></td>
<td>0.813</td>
<td>0.784</td>
<td>0.909</td>
<td>0.825</td>
</tr>
</tbody>
</table>

Table 70: Evaluation metrics of $k$NN model for four years temporal window, using 5-fold CV.

In this temporal window, it is noticeable a lower cardinality of examples. Regarding the performance of the general model is worth mention the high percentage of false negatives, in particular when predicting instances with GDS≤4 with 35.5%. This justifies the low sensitivity of $M_{0-4(all)}$ of 0.645.

Table 71 shows the confusion matrices obtained by the models obtained from each group of patients. Table 72 presents the evaluation metrics for each specific model, $M_{0-4}$ and $M_{5-14}$, concerning the state of depression. The datasets trained during this analysis have a reduced composition of both classes. In opposition to what happened in the previous temporal window, the models that learn considering the depressive symptoms of the patients, $M_{0-4}$ and $M_{5-14}$, and the general models, $M_{0-4(all)}$ and $M_{5-14(all)}$, do not differ in terms of accuracy and F-measure. This study should be repeated with larger groups of MCI patients since these results may be consequence of the smaller size of the dataset.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Real Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td>24 (77.4%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>4 (19.1%)</td>
</tr>
</tbody>
</table>

Table 71 Confusion Matrix for four years temporal window, using 5-fold CV considering a) NB in $D_{0-4}$; b) $k$NN in $D_{5-14}$; c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{0-4}$</td>
<td>NB</td>
<td>0.789</td>
<td>0.774</td>
<td>0.809</td>
<td>0.790</td>
</tr>
<tr>
<td>$M_{5-14}$</td>
<td>KNN</td>
<td>0.771</td>
<td>0.784</td>
<td>0.727</td>
<td>0.784</td>
</tr>
<tr>
<td>$M_{all}$</td>
<td></td>
<td>0.78</td>
<td>0.779</td>
<td>0.781</td>
<td>0.785</td>
</tr>
</tbody>
</table>

Table 72 Evaluation metrics of each model for four years temporal window, using 5-fold CV.

Validation results

The second phase of the classification is presented below, in which the best classifiers obtained during the training phase were applied to the test set, described in Table 73. The Table 74 displays the best results. The best results in the validation phase are achieved with the specific models trained.
<table>
<thead>
<tr>
<th>Four Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{D}_{\text{all}} )</td>
<td>12 (40%)</td>
<td>18 (60%)</td>
</tr>
<tr>
<td>( \mathcal{D}_{0−4} )</td>
<td>6 (35.3%)</td>
<td>11 (64.7%)</td>
</tr>
<tr>
<td>( \mathcal{D}_{5−14} )</td>
<td>6 (46.2%)</td>
<td>7 (53.8%)</td>
</tr>
</tbody>
</table>

Table 73: Sizes of the validation datasets, using four years temporal window.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Test set</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{M}_{0−4}^{(\text{all})} )</td>
<td>kNN</td>
<td>( \mathcal{D}_{\text{all}} )</td>
<td>0.882</td>
<td>0.818</td>
<td>0.818</td>
<td>0.885</td>
</tr>
<tr>
<td>( \mathcal{M}_{5−14}^{(\text{all})} )</td>
<td>kNN</td>
<td>( \mathcal{D}_{\text{all}} )</td>
<td>0.769</td>
<td>0.857</td>
<td>0.667</td>
<td>0.767</td>
</tr>
<tr>
<td>( \mathcal{M}_{\text{all}} )</td>
<td>NB</td>
<td>( \mathcal{D}_{0−4} )</td>
<td>0.833</td>
<td>0.833</td>
<td>0.833</td>
<td>0.834</td>
</tr>
<tr>
<td>( \mathcal{M}_{0−4} )</td>
<td>kNN</td>
<td>( \mathcal{D}_{5−14} )</td>
<td>0.846</td>
<td>1</td>
<td>0.667</td>
<td>0.84</td>
</tr>
<tr>
<td>( \mathcal{M}_{5−14} )</td>
<td>kNN</td>
<td>( \mathcal{D}_{5−14} )</td>
<td>0.857</td>
<td>1</td>
<td>0.667</td>
<td>0.86</td>
</tr>
<tr>
<td>( \mathcal{M}_{0−4}^+ )</td>
<td>NB</td>
<td>( \mathcal{D}_{5−14} )</td>
<td>0.867</td>
<td>1</td>
<td>0.667</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 74: Best classifiers for four years temporal window, using the validation set.

5.1.2.4 Five Years Temporal Window

Cross-Validation results

The sizes of the train datasets size relative to the five years temporal window is described in Table 75.

<table>
<thead>
<tr>
<th>Five Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{D}_{\text{all}} )</td>
<td>16 (17.6%)</td>
<td>75 (82.4%)</td>
</tr>
<tr>
<td>( \mathcal{D}_{0−4} )</td>
<td>9 (19.6%)</td>
<td>37 (80.4%)</td>
</tr>
<tr>
<td>( \mathcal{D}_{5−14} )</td>
<td>7 (15.6%)</td>
<td>38 (84.4%)</td>
</tr>
</tbody>
</table>

Table 75: Sizes of the train datasets which are differentiated based on GDS values, using five years temporal.

In the dataset \( \mathcal{D}_{0−4} \), from the set of attributes selected Or_Total, Orientation_Z, LogicalMemory_A_Z, and A5_Z are common to the attributes selected in the entire dataset. The set of attributes LM_a_Interf and SemanticFluency_Z were selected in the entire dataset and in the dataset \( \mathcal{D}_{5−14} \). Figures 32, 33 and 34 show the train results in the three distinct datasets.
Figure 32 Train results of Prognosis of the dataset $\mathcal{D}_{\text{all}}$, using five years temporal window.

Figure 33 Train results of Prognosis of the dataset $\mathcal{D}_{0-4}$, using five years temporal window.
Paired t-tests were used to compare the classifiers, using 30 repetitions. In \( D_{\text{all}} \), SVM Poly classifier is the best model, with no statistical difference with the NB and kNN, and the C4.5DT model got the worst results. In \( D_{0-4} \), the SVM Poly is the best model, with no statistical difference with Naïve Bayes and SVM RBF, and the C4.5DT model got the worst results. In \( D_{5-14} \), the classifier kNN is the best model, with no statistical difference with Naïve Bayes, SVM Poly and C4.5DT. The classifier SVM RBF presents the lower results.

Table 76 shows the confusion matrices and Table 77 presents the evaluation metrics for the general model \( M_{(\text{all})} \) and for each specific model \( M_{0-4(\text{all})} \) and \( M_{5-14(\text{all})} \), concerning the state of depression trained with this model.

Table 76 Confusion Matrix of SVM Poly for five years temporal window, using 5-fold CV considering the \( D_{\text{all}} \) : a) considering all instances; b) considering instances with GDS≤4; c) considering instances with GDS>4.
<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ℳ</td>
<td></td>
<td>0.824</td>
<td>0.907</td>
<td>0.438</td>
<td>0.845</td>
</tr>
<tr>
<td>ℳ₀⁻⁴(alt)</td>
<td>SVM Poly</td>
<td>0.777</td>
<td>0.889</td>
<td>0.333</td>
<td>0.865</td>
</tr>
<tr>
<td>ℳ₅⁻¹₄(alt)</td>
<td></td>
<td>0.87</td>
<td>0.923</td>
<td>0.571</td>
<td>0.923</td>
</tr>
</tbody>
</table>

Table 77 Evaluation metrics of SVM Poly model for five years temporal window, using 5-fold CV.

Looking to the high values of F-measure, consequence of the high values of sensitivity, we can conclude that the model is learning very well from the positive class, the Evol class. The low values of specificity is related with the reduce examples of noEvol.

Table 78 shows the confusion matrices obtained by the models obtained from each group of patients. Table 79 presents the evaluation metrics for each specific model ℳ₀⁻⁴ and ℳ₅⁻¹₄, concerning the state of depression.

<table>
<thead>
<tr>
<th>Real Class</th>
<th>Predicted Class</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Evol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real Class</td>
<td>Predicted Class</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predicted Class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 78 Confusion Matrix for five years temporal window, using 5-fold CV considering a) SVM Poly in ℳ₀⁻⁴; b) kNN in ℳ₅⁻¹₄ c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ℳ₀⁻⁴</td>
<td>SVM Poly</td>
<td>0.87</td>
<td>0.919</td>
<td>0.667</td>
<td>0.87</td>
</tr>
<tr>
<td>ℳ₅⁻¹₄</td>
<td>kNN</td>
<td>0.844</td>
<td>0.868</td>
<td>0.714</td>
<td>0.855</td>
</tr>
<tr>
<td>ℳ</td>
<td></td>
<td>0.857</td>
<td>0.893</td>
<td>0.688</td>
<td>0.862</td>
</tr>
</tbody>
</table>

Table 79 Evaluation metrics of each model for five years temporal window, using 5-fold CV.

As presented in table 75, the datasets have a small number of examples, composed by low examples of the negative class, which influences the learning of the models. Though, we obtained a good overall performance in this temporal window separating the patients according to the depressive symptoms of the patient.

As seen in the previous temporal window, the separation according to the state of depression of the patient is an approach with really good potential and to take in consideration in future works.

**Validation results**

The best classifiers obtained during the training phase were applied to the test set, described in Table 80. The Table 81 displays the best results considering other metrics.
Table 80 Sizes of the validation datasets, using five years temporal window.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Test set</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}_{0-4(\text{all})}$</td>
<td>SVM Poly</td>
<td>$\mathcal{D}_\text{all}$</td>
<td>0.923</td>
<td>1</td>
<td>0.667</td>
<td>0.923</td>
</tr>
<tr>
<td>$\mathcal{M}_{5-14(\text{all})}$</td>
<td>SVM Poly</td>
<td>$\mathcal{D}_\text{all}$</td>
<td>0.917</td>
<td>1</td>
<td>0.8</td>
<td>0.915</td>
</tr>
<tr>
<td>$\mathcal{M}_\text{all}$</td>
<td>SVM Poly</td>
<td>$\mathcal{D}_0-4$</td>
<td>0.857</td>
<td>1</td>
<td>0.333</td>
<td>0.827</td>
</tr>
<tr>
<td>$\mathcal{M}_0-4$</td>
<td>KNN</td>
<td>$\mathcal{D}_{5-14}$</td>
<td>0.583</td>
<td>1</td>
<td>0</td>
<td>0.43</td>
</tr>
<tr>
<td>$\mathcal{M}<em>0-4 + \mathcal{M}</em>{5-14}$</td>
<td></td>
<td></td>
<td>0.731</td>
<td>1</td>
<td>0.125</td>
<td>0.648</td>
</tr>
</tbody>
</table>

Table 81 Best classifiers for five years temporal window, using the validation set.

In contradiction of what we obtained in the cross-validation results, the best results in this second phase of the classification are achieved with the model trained with all patients.

### 5.1.3 Discussion

The results presented in this study corroborate the hypothesis that the separation of the patients according to their state of depression influences positively the prognosis results. We expect to obtain even better results with a more complete database. The smaller size of the groups in this analysis in comparison with the total sample of the baseline study associated with the more than 50% of missing values regarding the GDS are limitations. It would be important the integration of more patients with the GDS information, which would allow for a higher prediction capability separating the patients with different characteristics. In this way, the repetition of this study would be recommended with a dataset with more follow-up assessments. It should be noted that even though the current study is based on a limited number of patients, this new data mining approach has potential as a possible strategy for the prediction of conversion of MCI patients to AD. In future works, it would be important to use parametric tests, as the Wilcoxon and the Friedman tests, to verify if the differences between the models with separation of the patients considering their state of depression have statistical differences.

One aspect to have in consideration is the susceptibility of clinical judgement to biases and faulty assumptions that can lead to diagnostic errors. Even though the results presented in the above sections demonstrated that to increase the ability to predict conversion to AD, future studies should differentiate MCI groups using clinical knowledge as the Clinical Dementia Rating scale (CDR). This test is starting to assume a relevant role in the conversion to dementia [29, 31, 13, 19]. CDR is a subjective assessment that characterizes six domains of cognitive and functional performance based on a structural clinical interview [19, 26, 53].
5.2 Prognosis prediction based on Patient Similarities

5.2.1 Clustering

Whenever carrying out unsupervised learning analyses, it is important to consider the relative scales of the attributes being measured. The cluster analysis algorithms depend on the concept of measuring the distance or other measure of similarity between the different patients we want to cluster. Therefore, this kind of analyses cannot be performed from all attributes together [1, 21]. Bondi et al. [26] transformed each of the neuropsychological measures to age-corrected z-scored based on the mean and standard deviations of the normal reference group and then the cluster analyses were conducted using the z-scores.

The analysis was performed with different set of attributes, resulting from the separation of the attributes that are not corrected for age and school (called as A attributes) and the ones with a z-score correspondent (called as B and B_Z attributes). One set of features analysed was labelled as A+B attributes and the other was labelled as A+B_Z attributes. In order to simplify the interpretation of the results, it only be shown the ones regarding the attributes corrected for age and school (A+B_Z attributes).

This section describes the results obtained by means of clustering algorithms without using clinical criteria to identify groups of patients, in order to investigate the potential existence of MCI groups (already defined in literature [26, 28, 55] or other). Since MCI is a state between the cognitive changes of normal ageing and what might constitute very early dementia, we first assume on the existence of three subgroups. The first one would be representative of a less severe cognitive decline profile within MCI groups, the other would be representative of the severe cognitive decline and the third group, with persistence of symptoms, would be representative of a mildly cognitive impairment. The next approach characterizes MCI using cluster analyses techniques that determine how individuals group together based on their patterns of performance, across the attributes selected from the baseline analysis in chapter 4. The features used throughout the clustering analysis can be consulted in Appendix C.

The choice of the optimal number of clusters \( k \) is a difficult task as well as the evaluation of the cluster’s quality. Follows a description of the noticeable changes in the groups of patients induced by the alteration of the predefined number of clusters, for each temporal window. In order to test the possible existence of three MCI groups, this study was performed for different number of clusters, in particular 2, 3 and 4.

Table 82 shows the confusion matrices resulted, after selecting the set of features of the two years temporal window in the baseline analysis.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real noEvol</td>
<td>186</td>
<td>15</td>
</tr>
<tr>
<td>Evol</td>
<td>51</td>
<td>33</td>
</tr>
<tr>
<td># Instances</td>
<td>237</td>
<td>48</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real noEvol</td>
<td>82</td>
<td>94</td>
<td>25</td>
</tr>
<tr>
<td>Evol</td>
<td>28</td>
<td>19</td>
<td>37</td>
</tr>
<tr>
<td># Instances</td>
<td>110</td>
<td>113</td>
<td>62</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real noEvol</td>
<td>11</td>
<td>20</td>
<td>83</td>
<td>87</td>
</tr>
<tr>
<td>Evol</td>
<td>0</td>
<td>34</td>
<td>19</td>
<td>31</td>
</tr>
<tr>
<td># Instances</td>
<td>11</td>
<td>54</td>
<td>102</td>
<td>118</td>
</tr>
</tbody>
</table>

Table 82 Confusion matrix for the two years temporal window obtained by the EM algorithm with a) \( k=2 \); b) \( k=3 \); c) \( k=4 \).
A new row was added to each confusion matrix with the purpose of indicating the total number of the patients that belong to a given cluster.

In the generation of two clusters with EM algorithm, there is evident the existence of a larger group, mainly composed by noEvol examples and a smaller group mainly composed by Evol examples. When three groups are used (k=3), there is a variance between the proportions of the clusters, with a larger group, with 113 instances, a second group with 110 instances and smaller one with 62 instances. The smaller group is composed mainly by Evol patients and the other two groups include instances mostly from noEvol patients. When k=4, two larger groups are evident, containing the maximum amount of noEvol patients and it is possible to define a third group with 11 examples only composed by noEvol examples. The smaller group contains more Evol patients than noEvol. It was also noted that the formation of new clusters was supported by splitting the small group.

Table 83 shows the confusion matrices of the clustering resulted in the three years temporal window.

<table>
<thead>
<tr>
<th></th>
<th>Cluster</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Real</td>
<td>noEvol</td>
<td>126</td>
<td>13</td>
</tr>
<tr>
<td>Class</td>
<td>Evol</td>
<td>53</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td># Instances</td>
<td>179</td>
<td>75</td>
</tr>
</tbody>
</table>

Table 83 Confusion matrix for the three years temporal window obtained by the EM algorithm with a) k=2; b) k=3; c) k=4.

It is detected the same patterns. Using k=2, it is obtained a cluster mainly composed by Evol instances and another one mainly composed by noEvol instances. When three clusters are formed, there is a presence of two major groups mostly composed by noEvol patients and the formation of a smaller group with more Evol patients similarly to what happen in the two years temporal window. When k=4, two larger groups are evident, containing the maximum amount of noEvol patients and two other smaller groups mainly composed by Evol examples.

In general, the results achieved clusters formed by a disorganized blend of patients from both classes, demonstrating the difficult task of defining MCI groups.

Table 84 shows the confusion matrices of the clustering resulted in the four years temporal window.

<table>
<thead>
<tr>
<th></th>
<th>Cluster</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Real</td>
<td>noEvol</td>
<td>80</td>
<td>5</td>
</tr>
<tr>
<td>Class</td>
<td>Evol</td>
<td>71</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td># Instances</td>
<td>151</td>
<td>77</td>
</tr>
</tbody>
</table>

Table 84 Confusion matrix for the four years temporal window obtained by the EM algorithm with a) k=2; b) k=3; c) k=4.
In the four years temporal window is even more evident that dividing the dataset in three clusters will not be a choice since reduced number of examples of the smaller group will bias the results of the learning. It is expected to observe the same in the five temporal window. Even though we wanted to analyse the prognosis problem considering three automatic groups, due to the fact that the number of patients per cluster is reduced, invalidating the learning of the models, it was established to consider two clusters in the classification, in every temporal window. However, when the dataset is divided in three clusters, is it noticeable the existence of the two groups, with more Evol examples, and another one with more noEvol examples. When four groups are separated, there are three clusters mainly composed by Evol examples and one of them is mostly composed by noEvol instances.

Table 85 shows the confusion matrices of the clustering resulted in the five years temporal window.

<table>
<thead>
<tr>
<th></th>
<th>Cluster</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>noEvol</td>
<td>Evol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td># Instances</td>
<td>237</td>
<td>72</td>
<td>237</td>
<td>72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Cluster</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>noEvol</td>
<td>Evol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td># Instances</td>
<td>62</td>
<td>66</td>
<td>67</td>
<td>87</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Cluster</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>noEvol</td>
<td>Evol</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td># Instances</td>
<td>32</td>
<td>38</td>
<td>67</td>
<td>78</td>
</tr>
</tbody>
</table>

Table 85 Confusion matrix for the five years temporal window obtained by the EM algorithm with a) k=2; b) k=3; c) k=4.

Here, it is noticed once again a disordered blend of patients from both classes, without accomplishing the separation of the classes. When three clusters are formed, there is a presence of two major groups mostly composed by Evol patients and the formation of a smaller group with more noEvol patients. Using k=4, it is possible to observe the formation of the three groups mainly composed by Evol patients and another with mostly noEvol patients. As aforementioned, due to the low number of patients per cluster, it was established to consider two clusters in the classification.

5.2.2 Classification

In order to determine the differences between models, firstly the entire set of features from the dataset \( D_{all} \) is reduced to the features from the baseline analysis. Then, the dataset comprising all the instances along with the set of attributes selected is divided in the two clusters and the clusters are analysed in a cross-validation evaluation. Figure 35 shows the workflow of the approach used.

Figure 35 Workflow of the approach performed during the training phase.
5.2.2.1 Two Years Temporal Window

The sizes of the train datasets size relative to the two years temporal window is described in Table 86.

<table>
<thead>
<tr>
<th>Two Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{\text{cluster 1}}$</td>
<td>186 (78.5%)</td>
<td>51 (21.5%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{cluster 2}}$</td>
<td>15 (31.3%)</td>
<td>33 (68.8%)</td>
</tr>
</tbody>
</table>

Table 86 Sizes of the train datasets formed by clustering using two years temporal window.

Paired t-tests were used to compare the classifiers, using 30 repetitions. The t-test is only applied if the ANOVA test with 95% confidence level confirms the existence of a significant difference. In $\mathcal{D}_{\text{cluster 1}}$, SVM Poly, SVM RBF and NB are the best models, with no statistically difference, and the kNN model got the worst results. In $\mathcal{D}_{\text{cluster 2}}$, SVM RBF is the best model, with no statistical difference with SVM Poly and the DT4.5 model got the worst results.

Table 87 shows the confusion matrices obtained by the clusters obtained. Table 88 presents the evaluation metrics for each model. It is noticeable the lower values of assessment metrics when the learning is performed considering the clusters obtained, comparing with the results from the baseline analysis.

<table>
<thead>
<tr>
<th>a) Predicted Class</th>
<th>b) Predicted Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>15 (29.4%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>40 (21.5%)</td>
</tr>
<tr>
<td></td>
<td>36 (70.6%)</td>
</tr>
<tr>
<td></td>
<td>146 (78.5%)</td>
</tr>
<tr>
<td>Real Class</td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>26 (78.8%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>5 (21.5%)</td>
</tr>
<tr>
<td></td>
<td>7 (70.6%)</td>
</tr>
<tr>
<td></td>
<td>10 (78.5%)</td>
</tr>
</tbody>
</table>

Table 87 Confusion Matrix for two years temporal window, using 5-fold CV a) SVM Poly in $\mathcal{D}_{\text{cluster 1}}$ b) SVM RBF in $\mathcal{D}_{\text{cluster 2}}$; c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}_{\text{cluster 1}}$</td>
<td>SVM Poly</td>
<td>0.679</td>
<td>0.294</td>
<td>0.785</td>
<td>0.684</td>
</tr>
<tr>
<td>$\mathcal{M}_{\text{cluster 2}}$</td>
<td>SVM RBF</td>
<td>0.75</td>
<td>0.788</td>
<td>0.667</td>
<td>0.754</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td></td>
<td>0.691</td>
<td>0.488</td>
<td>0.776</td>
<td>0.692</td>
</tr>
</tbody>
</table>

Table 88 Evaluation metrics of each model for two years temporal window, using 5-fold CV.

5.2.2.2 Three Years Temporal Window

The sizes of the train datasets size relative to the three years temporal window is described in Table 89.
Paired t-tests were used to compare classifiers, using 30 repetitions. In $\mathcal{D}_{\text{cluster} \ 1}$, NB presents the best results and the $k$NN model got the worst results. In $\mathcal{D}_{\text{cluster} \ 2}$, the classifier SVM Poly is the best model, with no statistical difference with $k$NN, and the DT4.5 model got the worst results.

Table 90 shows the confusion matrices obtained by the clusters obtained. Table 91 presents the evaluation metrics for each model. Once again, the learning using the clusters obtained produce lower values of assessment metrics, comparing with the results from the baseline analysis.

<table>
<thead>
<tr>
<th>Three Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{\text{cluster} \ 1}$</td>
<td>126 (70.4%)</td>
<td>53 (29.6%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{cluster} \ 2}$</td>
<td>13 (17.3%)</td>
<td>62 (82.7%)</td>
</tr>
</tbody>
</table>

Table 89 Sizes of the train datasets formed by clustering using three years temporal window.

Table 90 Confusion Matrix for three years temporal window, using 5-fold CV a) NB in $\mathcal{D}_{\text{cluster} \ 1}$ b) SVM Poly in $\mathcal{D}_{\text{cluster} \ 2}$; c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>21 (39.6%)</td>
<td>32 (60.4%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>12 (9.3%)</td>
<td>114 (90.5%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>57 (91.9%)</td>
<td>5 (8.1%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>9 (69.2%)</td>
<td>4 (30.8%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>78 (67.8%)</td>
<td>37 (32.2%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>21 (15.1%)</td>
<td>118 (84.9%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{M}_{\text{cluster} \ 1}$</td>
<td>NB</td>
<td>0.754</td>
<td>0.396</td>
<td>0.905</td>
<td>0.735</td>
</tr>
<tr>
<td>$\mathcal{M}_{\text{cluster} \ 2}$</td>
<td>SVM Poly</td>
<td>0.813</td>
<td>0.919</td>
<td>0.307</td>
<td>0.799</td>
</tr>
<tr>
<td>$\mathcal{M}$</td>
<td></td>
<td>0.772</td>
<td>0.678</td>
<td>0.849</td>
<td>0.769</td>
</tr>
</tbody>
</table>

Table 91 Evaluation metrics of each model for three years temporal window, using 5-fold CV.

5.2.2.3 Four Years Temporal Window

The sizes of the train datasets size relative to the four years temporal window is described in Table 92.

<table>
<thead>
<tr>
<th>Four Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{D}_{\text{cluster} \ 1}$</td>
<td>80 (53%)</td>
<td>71 (47%)</td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{cluster} \ 2}$</td>
<td>5 (6.5%)</td>
<td>72 (93.5%)</td>
</tr>
</tbody>
</table>

Table 92 Sizes of the train datasets formed by clustering using four years temporal window.
Paired t-tests were used to compare the classifiers, using 30 repetitions. In $\mathcal{D}_{cluster_1}$, SVM RBF and NB are the best models, with no statistical difference, and the DT4.5, SVM Poly and kNN models got the worst results, with no statistical difference as well. In $\mathcal{D}_{cluster_2}$, SVM RBF and NB are the best models, with no statistical difference and the DT4.5 model got the worst results.

Table 93 shows the confusion matrices obtained by the clusters obtained. Table 94 presents the evaluation metrics for each model. We can notice that the values of assessment metrics are lower when the learning is performed considering the clusters obtained, similarly to what happen in the previous temporal window.

```
a) Predicted Class
Real Class
Evol noEvol
Evol 52 (73.2%) 19 (26.8%)
noEvol 30 (37.5%) 50 (62.5%)

b) Predicted Class
Real Class
Evol noEvol
Evol 72 (100%) 0 (0%)
noEvol 4 (80%) 1 (20%)

c) Predicted Class
Real Class
Evol noEvol
Evol 124 (86.7%) 19 (13.3%)
noEvol 34 (40%) 51 (60%)
```

Table 93 Confusion Matrix for four years temporal window, using 5-fold CV a) SVM RBF in $\mathcal{D}_{cluster_1}$ b) SVM RBF in $\mathcal{D}_{cluster_2}$; c) sum of the confusion matrices of each model.

```
\begin{tabular}{lccccc}
\hline
Model & Classifier & Accuracy & Sensitivity & Specificity & F-measure \\
\hline
$\mathcal{M}_{cluster_1}$ & SVM RBF & 0.675 & 0.732 & 0.625 & 0.675 \\
$\mathcal{M}_{cluster_2}$ & SVM RBF & 0.948 & 1 & 0.2 & 0.931 \\
$\mathcal{M}$ & & 0.768 & 0.867 & 0.6 & 0.762 \\
\hline
\end{tabular}

Table 94 Evaluation metrics of each model for four years temporal window, using 5-fold CV.
```

5.2.2.4 Five Years Temporal Window

The sizes of the train datasets size relative to the five years temporal window is described in Table 95.

```
\begin{tabular}{lcc}
\hline
Five Years Temporal Window & noEvol & Evol \\
\hline
$\mathcal{D}_{cluster_1}$ & 15 (10.5%) & 128 (89.5%) \\
$\mathcal{D}_{cluster_2}$ & 51 (23.7%) & 164 (76.3%) \\
\hline
\end{tabular}

Table 95 Sizes of the train datasets formed by clustering using five years temporal window.
```

Paired t-tests were used to compare the classifiers, using 30 repetitions. In $\mathcal{D}_{cluster_1}$, SVM RBF, NB and DT4.5 are the best models, with no statistical difference, and kNN model got the worst results. In $\mathcal{D}_{cluster_2}$, SVM RBF are the best model and the DT4.5 model got the worst results.

Table 96 shows the confusion matrices obtained by the clusters obtained. Table 97 presents the evaluation metrics for each model.

[71]
5.2.3 Discussion

In general, the results achieved clusters constituted by a disorganized blend of patients from both classes, demonstrating the difficult task of defining MCI groups. Despite the fact that the results of the classification of patients based on unsupervised methods were not what we expected, this analysis validated the importance of the study of MCI subgroups considering the different characteristics of this clinical entity and recent research [26, 28, 53] using cluster analysis techniques has shown that MCI cohorts present heterogeneous cognitive profiles.

Thus, other techniques of clustering should be applied to corroborate such assumptions, such as similarity clustering algorithms. One of the approaches to try in future analyses is the feature selection for unsupervised learning [14], reducing the number of features and taken in consideration that in unsupervised learning we are not given the class labels.

Future analysis of our longitudinal study should include more follow-up assessments to provide new data supporting for a better understanding of the MCI subgroups. In order to validate the higher predictability of the specific models further application to larger groups of MCI patients monitored clinically are needed to confirm the current findings and we expect to obtain even better results with a more complete dataset.

---

Table 96 Confusion Matrix for five years temporal window, using 5-fold CV a) NB in $\mathcal{D}_{cluster_1}$ b) SVM RBF in $\mathcal{D}_{cluster_2}$ ; c) sum of the confusion matrices of each model.

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Class Evol</td>
<td>128 (100%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>0 (0%)</td>
<td>15 (100%)</td>
</tr>
<tr>
<td>Real Evol</td>
<td>15 (94.5%)</td>
<td>9 (5.5%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>27 (52.9%)</td>
<td>24 (47.1%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted Class</th>
<th>Evol</th>
<th>noEvol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Evol</td>
<td>283 (96.9%)</td>
<td>9 (3.1%)</td>
</tr>
<tr>
<td>noEvol</td>
<td>27 (40.9%)</td>
<td>39 (59.1%)</td>
</tr>
</tbody>
</table>

Table 97 Evaluation metrics of each model for five years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Model</th>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{cluster_1}$</td>
<td>NB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$M_{cluster_2}$</td>
<td>SVM RBF</td>
<td>0.833</td>
<td>0.945</td>
<td>0.471</td>
<td>0.819</td>
</tr>
<tr>
<td>$M$</td>
<td>0.899</td>
<td>0.969</td>
<td>0.591</td>
<td>0.893</td>
<td></td>
</tr>
</tbody>
</table>
6. Conclusions and Future Work

The work developed in this dissertation focused on the study of the conversion of Mild Cognitive Impairment (MCI) patients to Alzheimer’s Disease (AD). MCI is a prodromal state that represents transitional period between normal changes in cognitive ageing and dementia. Furthermore, those patients represent higher risk of evolving to dementia. The construct of MCI proposes to identify individuals at an earlier point in the cognitive decline, such that if therapeutic interventions become available, clinicians can intervene at this juncture. Nevertheless, no consensus has been reached yet.

In this context, this work had two main challenges: (1) predict the conversion from MCI to AD using First and Last evaluations and temporal windows between two to five years and (2) predict conversion from MCI to AD using different MCI subgroups, obtained by unsupervised learning techniques and clinical knowledge. To perform this work we used a dataset consisting of neuropsychological tests and the corresponding diagnosis, obtained by the Cognitive Complaints Cohort (CCC) study that investigates cognitive stability or dementia on subjects with cognitive complaints. Those analyses were performed using standard classifiers as NB, SVM RBF, SVM Poly, C4.5DT and kNN. In both approaches, as in the case of most real clinical data, it was imperative to deal with the high percentage of missing values and class imbalance. To tackle these problems, the standard way that each classifier deals with the missing values was applied and the SMOTE algorithm was used whenever the proportion of classes on the evaluation was imbalanced. By means of a unique model, the data were evaluated using a grid search that combined oversampling and multidimensional parameters search in order to determine the best triples for each classifier \{Classifier, Parameters, SMOTE percentage\}. After this search, each one of the triples was tested in 30 repetitions, using different seeds in the 5-fold cross validation. Thus, it was possible to obtain the statistical difference between classifiers computing paired t-tests. The results were analysed from multiple goal perspectives as accuracy, sensitivity, specificity and AUC. Although, these metrics provide a simple way of describing a classifier’s performance, they can be deceiving and are highly sensitive to imbalanced data, so the F-measure metric is optimized during the grid search, being a trade-off between the sensitivity and specificity, not depending on disease prevalence.

In order to accomplish the first goal we used supervised learning methods to predict the conversion of MCI patients to AD, using different set of features both in the First Last approach and in the temporal windows approaches. First, it is important to mention that the reduced cardinality of the dataset impairs the classification analysis, in particular in the four and five temporal window, and consequently the results obtained. Our results showed that the temporal window approach leads to better discriminative results. Both in cross-validation and in the validation results, as long as the temporal window increases, the higher prediction capability of the models was noticed. Concerning the cross-validation results, in the five temporal window, even though we obtained the highest values of F-measure and accuracy, the values of specificity were the lowest, due to the reduced number of noEvol examples in this window. The results obtained in the three and four years temporal window are more reliable, being more suitable to predict conversion with higher predictive capability. These results are not analogous to the ones obtained with the validation set, where the only window that outperforms the results in the First Last approach was the five years temporal window. Such results are most likely due to an overfitting of the training set, which leads to a low generalization of the models, and the fact that the First Last dataset is
composed by more examples than any other temporal window. We concluded that the best models to use are the Naïve Bayes and SVMs classifiers. Our results highlighted the improvement of the accuracy and F-measure of every classifier after application of feature selection and the importance of the use of SMOTE algorithm when the proportion of the classes is imbalanced. For the three temporal window, the best model was obtained using polynomial SVM algorithm, which had an accuracy of 82%, a sensitivity of 78%, a specificity of 86%, an AUC of 0.82 and a F-measure of 0.82. For the four temporal window, the best model was Naïve Bayes, which had an accuracy of 82%, a sensitivity of 82%, a specificity of 81%, a AUC of 0.88 and a F-measure of 0.82. From the results, it is possible to understand the importance of wider time interval to prognosis of conversion of MCI patients to AD. Nevertheless, the study should be replicated in a larger database to corroborate these conclusions.

Our findings validate the growing evidence that MCI is an important clinical entity. In order to improve the predictive capability of conversion from MCI patients to AD, a more reliable approach would be to combine the output of different models. Several machine learning techniques do this by learning an ensemble of models and using them in combination, increasing the predictive performance over any of the constituent learning algorithms. Among these techniques the more prominent schemes are the bagging and the boosting. For instance, the Random Forest algorithm [57] combines random decisions trees with bagging to achieve higher classification accuracy and AdaBoost is the most common implementation of boosting [38].

Follows an overview of the conclusions achieved during the second phase of this work, concerning the development of a classification methodology for MCI subgroups based on clinical information and unsupervised methods, only in the temporal window approach. As already mentioned, the reduced cardinality of the dataset impairs the classification analysis and this is even more evident when separating the MCI group.

Considering the clinical information, the patients were divided according to their state of depression, specified as not depressed or depressed, dictated by the Geriatric Depressive State (GDS) attribute. The prevalence of more than 50% of missing values regarding this attribute was a drawback. The results presented corroborate the hypothesis that the separation of the patients according to their depressive symptoms influences positively the classification and that this data mining approach has potential as a possible strategy for the prognosis prediction of conversion of groups of MCI patients to AD. In future studies, it is expected that the integration of more patients with GDS information will allow for a higher prediction capability separating the patients with different characteristics. We concluded that the best models to use are the Naïve Bayes, kNN and polynomial SVM classifiers. The temporal windows with the highest discriminative power are the three and five temporal windows. For the three temporal window, when a cross-validation evaluation is applied to the restrictive datasets (D0−4 and D5−14) the best models allowed to obtain an accuracy of 84%, a sensitivity of 77%, a specificity of 91% and a F-measure of 0.84. For the five temporal window, the best models together allowed to obtain an accuracy of 86%, a sensitivity of 89%, a specificity of 67% and a F-measure of 0.86.

Regarding the formation of MCI subgroups through unsupervised leaning, EM and K-Means were the clustering algorithms applied, with distinct predefined number of clusters (k=2,3,4) to evaluate the stability of the clusters whenever the k-value was changed. As aforementioned, the identification of the ideal number of clusters is a demanding task. It is important to refer that the cluster analyses were performed using different set of features since in this kind of analyses is important to consider the relative scales of the variables being measured. Even though, we wanted to analyse the prognosis problem considering three automatic groups, due to the fact that the number of patients per cluster is reduced invalidating the learning of the models, it was decided
to consider two clusters in the prognosis problem, in every temporal window. However, the results did not outperform the classification approach where all MCI are assumed to evolve similarly. Notwithstanding, the diverse experiments performed concerning the evolutionary behaviour of the achieved subgroups seem to enhance the importance of the study of MCI subgroups considering the putative differences of this clinical entity. In the classification of the MCI subgroups is even more relevant to adopt a new approach by learning an ensemble of models and using them in combination.

Our results and recent research [26, 28, 53] using cluster analysis techniques have shown that MCI cohorts present heterogeneous cognitive profiles so other similarity clustering algorithms, such as hierarchical clustering and spectral clustering, should be applied to corroborate such assumptions. Other strategy to try in future analyses is the feature selection for unsupervised learning [14]. As already referred, some of the features may be redundant, others may be irrelevant. Since some unsupervised learning algorithms have higher difficulties dealing with high dimensional data misleading clustering results, it is important to reduce the number of features which will enrich the problem. As we conclude, feature selection algorithms maximize the predictive accuracy being related to the class labels. However, in unsupervised learning we are not given the class labels. So in order to avoid the bias of the results, it would be interesting to perform a feature selection for unsupervised learning along with the application of more complex clustering techniques than the ones used in this study.

The results demonstrated that future studies should give priority to differentiate MCI subgroups using clinical knowledge. Besides the Geriatric Depression Scale (GDS), Clinical Dementia Rating scale (CDR) is starting to assume a relevant role in the conversion to dementia [29, 31, 13, 19] and thus it would be important to obtain a more complete database regarding this attribute to confirm such suppositions.

Besides the separation in MCI groups considering their putative differences, some MCI patients revert back to normal [4,22]. However, this reversion has not been fully characterized. In particular, the rates of reversion to normal may vary across the studies due to the differences in the sources of the study participants [4,22]. Even though reversion to normal occurs, many subjects subsequently progress back to MCI or Dementia. Therefore subjects who revert may have pathologies that lead to cognitive impairment. These subjects may be candidates for clinical trials to reduce their risk of future progression. It would be interesting to analyse the patients in this condition. The instances labelled as normal (removed in the preprocessing steps) should be analysed in detail in order to capture the characteristics behind the reversion. It is also important to have in consideration that reversion to normal may also occur because MCI is a clinical diagnosis, which is inherently characterized by the variability in the subject’s performance, the caregiver’s appraisal, the interaction between subject and clinician and the possible diagnostic error [4].

Statistical evaluation of experimental results has been considered an essential part of validation of machine learning methods [46]. In this present thesis, paired t-tests were used for the comparison of the classifiers in each dataset. However, as aforementioned, it would also be important to use a statistical test to compare the algorithms along the datasets in order to determine if the increase in the F-measure values along the windows is statistically significant. Paired t-tests are not appropriated to this kind of analysis, since these tests only make sense whenever the differences over the multiple data sets are commensurate and require that the differences between the two random variables compared are distributed normally [46]. As alternative to the paired t-tests, non-parametric tests as the Wilcoxon and the Friedman tests are suitable for these problems. These tests compensate the limitations of the paired t-tests [46].
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# A. Appendix Medical Exams

<table>
<thead>
<tr>
<th>Feature</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases_with_follow_up</td>
<td>Numeric</td>
<td>Type of cases</td>
</tr>
<tr>
<td>Observation_number_for_each_case</td>
<td>Numeric</td>
<td>Sequential count of the same case by observation</td>
</tr>
<tr>
<td>Case_number_for_this_database</td>
<td>Numeric</td>
<td>Rank of Cases</td>
</tr>
<tr>
<td>Age</td>
<td>Numeric</td>
<td>Age at evaluation</td>
</tr>
<tr>
<td>Diagnosis_code</td>
<td>String</td>
<td>Neuropsychological and clinical Diagnosis</td>
</tr>
<tr>
<td>end_point</td>
<td>Numeric</td>
<td>Diagnosis on last assessment (or assessment of change)</td>
</tr>
<tr>
<td>evolution_type</td>
<td>Numeric</td>
<td>Type of evolution found between observations</td>
</tr>
<tr>
<td>time_assessment1_endpoint</td>
<td>Numeric</td>
<td>time between 1st assessment and assessment of change of diagnosis (or last assessment)</td>
</tr>
<tr>
<td>time_begin_endpoint</td>
<td>Numeric</td>
<td>time between begin of symptoms and the assessment of diagnosis change (or last assessment)</td>
</tr>
<tr>
<td>Neuropsy_assessment_clinical</td>
<td>Numeric</td>
<td>Type of assessment (clinical or neuropsychological)</td>
</tr>
<tr>
<td>Date</td>
<td>Date</td>
<td>Date of the evaluation</td>
</tr>
<tr>
<td>School</td>
<td>Numeric</td>
<td>Years of formal education</td>
</tr>
<tr>
<td>Group</td>
<td>Numeric</td>
<td>Group in BLAD controls</td>
</tr>
<tr>
<td>Gender</td>
<td>Numeric</td>
<td>Gender</td>
</tr>
<tr>
<td>As_tot</td>
<td>Numeric</td>
<td>BLAD - Letter Cancellation (A) - TOTAL</td>
</tr>
<tr>
<td>DS_forward</td>
<td>Numeric</td>
<td>BLAD - Digit Span forward</td>
</tr>
<tr>
<td>DS_back</td>
<td>Numeric</td>
<td>BLAD - Digit Span backward</td>
</tr>
<tr>
<td>DS_tot</td>
<td>Numeric</td>
<td>BLAD - Digit Span TOTAL</td>
</tr>
<tr>
<td>PA_Tot</td>
<td>Numeric</td>
<td>BLAD - Verbal Paired-Associate Learning - TOTAL</td>
</tr>
<tr>
<td>LM_a</td>
<td>Numeric</td>
<td>BLAD - Logical Memory - A</td>
</tr>
<tr>
<td>LM_b</td>
<td>Numeric</td>
<td>BLAD - Logical Memory - B</td>
</tr>
<tr>
<td>LM totaled</td>
<td>Numeric</td>
<td>BLAD - Logical Memory - TOTAL</td>
</tr>
<tr>
<td>LM_a_Cued</td>
<td>Numeric</td>
<td>BLAD - Logical Memory - A - Cued</td>
</tr>
<tr>
<td>LM_b_Cued</td>
<td>Numeric</td>
<td>BLAD - Logical Memory - B - Cued</td>
</tr>
<tr>
<td>LM_a_Cued_interf</td>
<td>Numeric</td>
<td>BLAD - Logical Memory with Interference - A</td>
</tr>
<tr>
<td>LM_b_Cued_interf</td>
<td>Numeric</td>
<td>BLAD - Logical Memory with Interference - B</td>
</tr>
<tr>
<td>LM_tot_interf</td>
<td>Numeric</td>
<td>BLAD - Logical Memory with Interference - TOTAL</td>
</tr>
<tr>
<td>LM_a_interf_Cued</td>
<td>Numeric</td>
<td>BLAD - Logical Memory with Interference A - Cued</td>
</tr>
<tr>
<td>LM_b_interf_Cued</td>
<td>Numeric</td>
<td>BLAD - Logical Memory with Interference B - Cued</td>
</tr>
<tr>
<td>Forgetting</td>
<td>Numeric</td>
<td>Forgetting Index= [(LM delayed recall – LM immediate) / LM immediate] * 100</td>
</tr>
<tr>
<td>MVI_Tot</td>
<td>Numeric</td>
<td>BLAD - Word Recall with Interference - TOTAL</td>
</tr>
<tr>
<td>Information</td>
<td>Numeric</td>
<td>BLAD - Test about General Information</td>
</tr>
<tr>
<td>VisualM_A</td>
<td>Numeric</td>
<td>BLAD - Visual Memory A</td>
</tr>
<tr>
<td>VisualM_B</td>
<td>Numeric</td>
<td>BLAD - Visual Memory B</td>
</tr>
<tr>
<td>VisualM_C1</td>
<td>Numeric</td>
<td>BLAD - Visual Memory C1</td>
</tr>
<tr>
<td>VisualM_C2</td>
<td>Numeric</td>
<td>BLAD - Visual Memory C2</td>
</tr>
<tr>
<td>VisualM_total</td>
<td>Numeric</td>
<td>BLAD - Visual Memory - TOTAL</td>
</tr>
<tr>
<td>Orient_P</td>
<td>Numeric</td>
<td>BLAD - Orientation - Personal</td>
</tr>
<tr>
<td>Orient_S</td>
<td>Numeric</td>
<td>BLAD - Orientation - Spatial</td>
</tr>
<tr>
<td>Orient_T</td>
<td>Numeric</td>
<td>BLAD - Orientation - Temporal</td>
</tr>
<tr>
<td>Or_Total</td>
<td>Numeric</td>
<td>BLAD - Orientation - TOTAL</td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>Numeric</td>
<td>BLAD - Verbal Fluency</td>
</tr>
<tr>
<td>Fluency_Phon</td>
<td>Numeric</td>
<td>BLAD - Phonologic Fluency</td>
</tr>
<tr>
<td>M_Initiative</td>
<td>Numeric</td>
<td>BLAD - Motor Initiative</td>
</tr>
<tr>
<td>Gm_Initiative</td>
<td>Numeric</td>
<td>BLAD - Graafomotor Initiative</td>
</tr>
<tr>
<td>Writing</td>
<td>Numeric</td>
<td>BLAD - Writing</td>
</tr>
<tr>
<td>Ident</td>
<td>Numeric</td>
<td>BLAD - Objects Identification</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------</td>
<td>---------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Token_T</td>
<td>Numeric</td>
<td>BLAD - Token Orders - TOTAL</td>
</tr>
<tr>
<td>Naming</td>
<td>Numeric</td>
<td>BLAD - Naming</td>
</tr>
<tr>
<td>Repetition</td>
<td>Numeric</td>
<td>BLAD - Repetition</td>
</tr>
<tr>
<td>Prxs</td>
<td>Numeric</td>
<td>BLAD - Motor Coordination</td>
</tr>
<tr>
<td>Cube</td>
<td>Numeric</td>
<td>BLAD - draw of a cube</td>
</tr>
<tr>
<td>Clock</td>
<td>Numeric</td>
<td>BLAD - draw of a clock</td>
</tr>
<tr>
<td>Calc</td>
<td>Numeric</td>
<td>BLAD - Calculation</td>
</tr>
<tr>
<td>MPR</td>
<td>Numeric</td>
<td>BLAD - Raven Progressive Matrices</td>
</tr>
<tr>
<td>Proverb</td>
<td>Numeric</td>
<td>BLAD - Verbal Abstraction</td>
</tr>
<tr>
<td>Token_Complete</td>
<td>Numeric</td>
<td>Complete version of Token</td>
</tr>
<tr>
<td>Snodgrass_clinical</td>
<td>Numeric</td>
<td>Snodgrass and Vanderwart - clinical impression</td>
</tr>
<tr>
<td>Public_Faces_clinical</td>
<td>Numeric</td>
<td>Public Faces - clinical impression</td>
</tr>
<tr>
<td>MMSE</td>
<td>Numeric</td>
<td>Mini-Mental State Examination</td>
</tr>
<tr>
<td>TPRT</td>
<td>Numeric</td>
<td>Toulouse-Pierón (Rendimento de Trabalho)</td>
</tr>
<tr>
<td>TPID</td>
<td>Numeric</td>
<td>Toulouse-Pierón (Índice de Dispersão)</td>
</tr>
<tr>
<td>TMT_A_temp</td>
<td>Numeric</td>
<td>Trail Making Test (Part A) - Tempo</td>
</tr>
<tr>
<td>TMT_A_err</td>
<td>Numeric</td>
<td>Trail Making Test (Part A) - Erros</td>
</tr>
<tr>
<td>TMT_B_temp</td>
<td>Numeric</td>
<td>Trail Making Test (Part B) - Tempo</td>
</tr>
<tr>
<td>TMT_B_err</td>
<td>Numeric</td>
<td>Trail Making Test (Part B) - Erros</td>
</tr>
<tr>
<td>TMTs_incomplete</td>
<td>Numeric</td>
<td>Trail Making Test (Part B) - Incompletos</td>
</tr>
<tr>
<td>CVLT_a1</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - 1 evocação</td>
</tr>
<tr>
<td>CVLT_a2</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - 2 evocação</td>
</tr>
<tr>
<td>CVLT_a3</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - 3 evocação</td>
</tr>
<tr>
<td>CVLT_a4</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - 4 evocação</td>
</tr>
<tr>
<td>CVLT_a5</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - 5 evocação</td>
</tr>
<tr>
<td>CVLT_a1a5</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A de 1 a 5 Total</td>
</tr>
<tr>
<td>CVLT_a_pers</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A Perseverações</td>
</tr>
<tr>
<td>CVLT_a_intr</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A Intrusões</td>
</tr>
<tr>
<td>CVLT_b_tot</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista B Total</td>
</tr>
<tr>
<td>CVLT_b_pers</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista B Perseverações</td>
</tr>
<tr>
<td>CVLT_b_intr</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista B Intrusões</td>
</tr>
<tr>
<td>CVLT_b_cs</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista B CS</td>
</tr>
<tr>
<td>CVLT_a_cr_int</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - Evocação espontânea após curto intervalo</td>
</tr>
<tr>
<td>CVLT_a_crint_pers</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Ev. esp. curto intervalo - perseverações</td>
</tr>
<tr>
<td>CVLT_a_crint_intr</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Ev. esp. curto intervalo - intrusões</td>
</tr>
<tr>
<td>CVLT_a_crint_cs</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Ev. esp. curto intervalo - CS</td>
</tr>
<tr>
<td>CVLT_a_crint_ajsem</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Evocação após curto intervalo com ajuda semântica</td>
</tr>
<tr>
<td>CVLT_a_crint_ajsem_pers</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Ev. curto intervalo com ajuda semântica - perseverações</td>
</tr>
<tr>
<td>CVLT_a_crint_ajsem_intr</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Ev. curto intervalo com ajuda semântica - intrusões</td>
</tr>
<tr>
<td>CVLT_a_lg_int</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Lista A - Evocação após longo intervalo</td>
</tr>
<tr>
<td>CVLT_a_lgint_pers</td>
<td>Numeric</td>
<td>California Verbal Learning Test - Ev. esp. longo intervalo</td>
</tr>
<tr>
<td>Teste</td>
<td>Califórnia Verbal Learning Test - Ev. esp. longo intervalo</td>
<td>Califórnia Verbal Learning Test - Ev. esp. longo intervalo - CS</td>
</tr>
<tr>
<td>--------------------------------------</td>
<td>----------------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>CVLT_a_lgint_intr</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_a_lgint_cs</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_a_lgint_ajsem</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_a_lgint_ajsem_pers</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_a_lgint_ajsem_intr</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_rec_a</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_rec_Bp</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_rec_Bn</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_rec_P</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>CVLT_rec_sr</td>
<td>Numeric</td>
<td>Numeric</td>
</tr>
<tr>
<td>GDS_1</td>
<td>Numeric</td>
<td>Geriatric Depression Scale</td>
</tr>
<tr>
<td>GDS_2</td>
<td>Numeric</td>
<td>Queixas Subjectivas de Memória</td>
</tr>
<tr>
<td>GDS_3</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_4</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_5</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_6</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_7</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_8</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_9</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_10</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_11</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_12</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_13</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_14</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_15</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>GDS_total</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_1</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_2</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_3</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_4</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_5</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_6</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_7</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_8</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_9</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_10</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>QSM_total</td>
<td>Numeric</td>
<td>Escala de Queixas Subjectivas de Memória</td>
</tr>
<tr>
<td>Blessed1</td>
<td>Numeric</td>
<td>Blessed (itens)</td>
</tr>
<tr>
<td>Blessed2</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>Blessed3</td>
<td>Numeric</td>
<td></td>
</tr>
<tr>
<td>Blessed</td>
<td>Numeric</td>
<td>Blessed (Total of Part 1 - Daily living activities)</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>Blessed</td>
<td>Numeric</td>
<td>Blessed (Total of Part 2 - Habits)</td>
</tr>
<tr>
<td>Blessed</td>
<td>Numeric</td>
<td>Blessed (Total of Part 3 - Personality)</td>
</tr>
<tr>
<td>Blessed</td>
<td>Numeric</td>
<td>Blessed TOTAL</td>
</tr>
<tr>
<td>CancellationTask_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>DigitSpan_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>DigitSpan_forward_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>DigitSpan_backward_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>SemanticFluency_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>MotorInitiative_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>GraphomotorInitiative_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Identification_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Token_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Token_Complete_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Naming_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Repetition_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Writing_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Orientation_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>WordRecall_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>GeneralInformation_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>LogicalMemory_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>LogicalMemory_A_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>LM_DR_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Forgetting_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>VisualMemory_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Cube_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Feature</td>
<td>Type</td>
<td>Description</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------</td>
<td>--------------</td>
</tr>
<tr>
<td>Clock_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Calculation_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>MPR_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Proverbs_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>TP_RT_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>TP_ID_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>TMT_A_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>TMT_B_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>A1_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>A5_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>Atot_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>B_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>SDFR_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>SDCR_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>LDFFR_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>LDCR_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
<tr>
<td>REC_Z</td>
<td>Numeric</td>
<td>Z - Scores</td>
</tr>
</tbody>
</table>

Table A 1 Feature List.
B. Complementary Results: Chapter 4

First Last Approach

![Graph showing results of Prognosis after applying SMOTE using First Last approach.]

Table B 1 Classification model parameters for the prognosis using First Last approach.

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>kNN</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure B 1 Train results of Prognosis after applying SMOTE using First Last approach.
### Two Years Temporal Window

**Feature Selection** | **SMOTE (%)** | **Parameters**
--- | --- | ---
Naïve Bayes Original | 0 | Supervised Discretization
Correlation 448 | Kernel
SVM Poly Original | 0 | Compl=0.5 and Exp=1
Correlation 128 | Compl=1.0 and Exp=2
SVM RBF Original | 67 | Compl=2.0 and $\gamma=0.01$
Correlation 128 | Compl=1.5 and $\gamma=1.0$
Decision Tree C4.5 Original | 67 | Conf=0.3
Correlation 0 | Conf=0.45
kNN Original | 603 | $k=2$
Correlation 0 | $k=9$

Table B.2 Classification model parameters for the prognosis using two years temporal window.

Figure B.2 Train results of Prognosis without applying SMOTE using two years temporal window.
Three Years Temporal Window

<table>
<thead>
<tr>
<th>3Years Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total instances (%)</td>
<td>139 (54.7%)</td>
<td>115 (45.3%)</td>
</tr>
</tbody>
</table>

Table B 3 Train dataset after applying pre-processing for the three years temporal window.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>ROC Area</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>0.753±0.011</td>
<td>0.76±0.018</td>
<td>0.747±0.014</td>
<td>0.827±0.010</td>
<td>0.754±0.011</td>
</tr>
</tbody>
</table>

Table B 5 Evaluation metrics of SVM Poly for the three years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Feature Selection</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>Original Correlation</td>
<td>0</td>
<td>Gaussian Supervised Discretization</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>Original Correlation</td>
<td>0</td>
<td>Compl=2.5 and Exp=7</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>Original Correlation</td>
<td>0</td>
<td>Compl=2.0 and $\Gamma$=0.01</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>Original Correlation</td>
<td>0</td>
<td>Conf=0.05</td>
</tr>
<tr>
<td>kNN</td>
<td>Original Correlation</td>
<td>0</td>
<td>$k=1$</td>
</tr>
</tbody>
</table>

Table B 6 Classification model parameters for the prognosis using three years temporal window.
**Four Years Temporal Window**

<table>
<thead>
<tr>
<th>4Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>85.0 (37.3%)</td>
<td>143.0 (62.7%)</td>
</tr>
</tbody>
</table>

Table B 7 Train dataset after applying pre-processing for the four years temporal window.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>ROC Area</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0.785±0.012</td>
<td>0.871±0.017</td>
<td>0.64±0.02</td>
<td>0.836±0.007</td>
<td>0.781±0.012</td>
</tr>
</tbody>
</table>

Table B 9 Evaluation metrics of Naïve Bayes for the four years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>Original</td>
<td>Kernel</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>Kernel</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
<tr>
<td>kNN</td>
<td>Original</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation</td>
<td>0</td>
</tr>
</tbody>
</table>

Table B 10 Classification model parameters for the prognosis using four years temporal window.

Figure B 4 Train results of Prognosis without applying SMOTE using four years temporal window.
Five Years Temporal Window

<table>
<thead>
<tr>
<th>5Years Temporal Window</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>51.0 (23.7%)</td>
<td>164.0 (76.3%)</td>
</tr>
</tbody>
</table>

Table B 11 Train dataset after applying pre-processing for the five years temporal window.

![Figure B 5 Train results of Prognosis after applying SMOTE using five temporal window.](image)

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>ROC Area</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0.859±0.009</td>
<td>0.939±0.009</td>
<td>0.603±0.036</td>
<td>0.862±0.015</td>
<td>0.854±0.010</td>
</tr>
</tbody>
</table>

Table B 12 Confusion Matrix of the Naïve Bayes for the five years temporal window, using 5-fold CV.

<table>
<thead>
<tr>
<th>Feature Selection</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0</td>
<td>Kernel Supervised Discretization</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>182</td>
<td>Corr=0.5 and Exp=1</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>78</td>
<td>Corr=0.5 and Exp=1</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>78</td>
<td>Corr=0.5 and Exp=1</td>
</tr>
<tr>
<td>kNN</td>
<td>26</td>
<td>Corr=0.5 and Exp=1</td>
</tr>
</tbody>
</table>

Table B 13 Evaluation metrics of Naïve Bayes for the five years temporal window, using 5-fold CV.

Table B 14 Classification model parameters for the prognosis using five years temporal window.
<table>
<thead>
<tr>
<th>FL</th>
<th>2Y</th>
<th>3Y</th>
<th>4Y</th>
<th>5Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Age</td>
<td>Age</td>
<td>Age</td>
<td>Age</td>
</tr>
<tr>
<td>As_tot</td>
<td>As_tot</td>
<td>DS_back</td>
<td>PA_Tot</td>
<td>PA_Tot</td>
</tr>
<tr>
<td>LM_tot</td>
<td>PA_Tot</td>
<td>PA_Tot</td>
<td>LM_a_Interf</td>
<td>LM_a</td>
</tr>
<tr>
<td>LM_b_Interf</td>
<td>LM_tot</td>
<td>LM_tot</td>
<td>Orient_T</td>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>MVI_Tot</td>
<td>LM_a_Interf</td>
<td>LM_a_Interf</td>
<td>Or_Total</td>
<td>Orient_T</td>
</tr>
<tr>
<td>Orient_T</td>
<td>MVI_Tot</td>
<td>LM_tot_Interf</td>
<td>Fluency_Sem</td>
<td>Or_Total</td>
</tr>
<tr>
<td>Or_Total</td>
<td>Orient_S</td>
<td>MVI_Tot</td>
<td>Proverb</td>
<td>Fluency_Sem</td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>Orient_T</td>
<td>Orient_T</td>
<td>CancellationTask_Z</td>
<td>M_Initiative</td>
</tr>
<tr>
<td>M_Initiative</td>
<td>Or_Total</td>
<td>Or_Total</td>
<td>DigitSpan_backward_Z</td>
<td>MPR</td>
</tr>
<tr>
<td>Calc</td>
<td>MPR</td>
<td>CVLT_a1a5</td>
<td>SemanticFluency_Z</td>
<td>CVLT_a1</td>
</tr>
<tr>
<td>BlessedAVD</td>
<td>CVLT_a1a5</td>
<td>CancellationTask_Z</td>
<td>MotorInitiative_Z</td>
<td>DigitSpan_forward_Z</td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>BlessedAVD</td>
<td>DigitSpan_Z</td>
<td>Orientation_Z</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>LogicalMemory_A Z</td>
<td>BlessedTOT</td>
<td>SemanticFluency_Z</td>
<td>GeneralInformation_Z</td>
<td>Orientation_Z</td>
</tr>
<tr>
<td>LM_DR_Z</td>
<td>CancellationTask_Z</td>
<td>Orientation_Z</td>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>GeneralInformation_Z</td>
</tr>
<tr>
<td>Clock_Z</td>
<td>SemanticFluency_Z</td>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>LogicalMemory_Z</td>
<td>VerbalPaired_AssociateLearning_Z</td>
</tr>
<tr>
<td>Atot_Z</td>
<td>Orientation_Z</td>
<td>LogicalMemory_A Z</td>
<td>LogicalMemory_A Z</td>
<td>LogicalMemory_Z</td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>Cube_Z</td>
<td>LM_DR_Z</td>
<td>LogicalMemory_A Z</td>
<td></td>
</tr>
<tr>
<td>LogicalMemory_A Z</td>
<td>Calculation_Z</td>
<td>Cube_Z</td>
<td>LM_DR_Z</td>
<td></td>
</tr>
<tr>
<td>Cube_Z</td>
<td>MPR_Z</td>
<td>MPR_Z</td>
<td>Cube_Z</td>
<td></td>
</tr>
<tr>
<td>MPR_Z</td>
<td>Proverbs_Z</td>
<td>Atot_Z</td>
<td>MPR_Z</td>
<td></td>
</tr>
<tr>
<td>Proverbs_Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1_Z</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B 15 Features selected along the temporal windows.
C. Complementary Results: Chapter 5

C.1 Clinical criteria: depressed/ not depressed

Two Years Temporal Window

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{all}}$</td>
<td>0</td>
<td>$\text{Gaussian}$</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>0</td>
<td>$\text{Gaussian}$</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>0</td>
<td>$\text{Gaussian}$</td>
</tr>
<tr>
<td>SVM Poly</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{all}}$</td>
<td>420</td>
<td>$\text{Compl}=0.5$ and $\text{Exp}=1$</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>420</td>
<td>$\text{Compl}=0.5$ and $\text{Exp}=1$</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>0</td>
<td>$\text{Compl}=4.0$ and $\text{Exp}=1$</td>
</tr>
<tr>
<td>SVM RBF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{all}}$</td>
<td>588</td>
<td>$\text{Compl}=3.0$ and $\gamma=0.1$</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>588</td>
<td>$\text{Compl}=3.0$ and $\gamma=0.1$</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>588</td>
<td>$\text{Compl}=4.0$ and $\gamma=1.0$</td>
</tr>
<tr>
<td>+Decision Tree C4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{all}}$</td>
<td>0</td>
<td>$\text{Conf}=0.25$</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>0</td>
<td>$\text{Conf}=0.25$</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>0</td>
<td>$\text{Conf}=0.25$</td>
</tr>
<tr>
<td>KNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{D}_{\text{all}}$</td>
<td>0</td>
<td>$k=3$</td>
</tr>
<tr>
<td>$\mathcal{D}_{0-4}$</td>
<td>0</td>
<td>$k=3$</td>
</tr>
<tr>
<td>$\mathcal{D}_{5-14}$</td>
<td>0</td>
<td>$k=3$</td>
</tr>
</tbody>
</table>

Table C1. 1 Features selected in the different datasets which are differentiated based on GDS values, using two years temporal window.

Table C1. 2 Classification model parameters for the prognosis using two years temporal window.
Three Years Temporal Window

<table>
<thead>
<tr>
<th>Dataset</th>
<th>(\mathcal{D}_{all})</th>
<th>(\mathcal{D}_{1-4})</th>
<th>(\mathcal{D}_{5-14})</th>
</tr>
</thead>
<tbody>
<tr>
<td>As_tot</td>
<td>As_tot</td>
<td>LM_a</td>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>PA_Tot</td>
<td>PA_Tot</td>
<td>LM_a_Cued</td>
<td>LM_tot_Interf</td>
</tr>
<tr>
<td>LM_a_Cued</td>
<td>LM_a_Cued</td>
<td>LM_a_Interf</td>
<td>Or_Total</td>
</tr>
<tr>
<td>LM_a_Interf</td>
<td>MPR</td>
<td>Forgetting</td>
<td></td>
</tr>
<tr>
<td>LM_tot_Interf</td>
<td>CVLT_a2</td>
<td>MPR</td>
<td>Orient_T</td>
</tr>
<tr>
<td>Forgetting</td>
<td>CVLT_a2</td>
<td>MPR</td>
<td>Orient_T</td>
</tr>
<tr>
<td>Orient_T</td>
<td>CVLT_a2</td>
<td>MPR</td>
<td>Orient_T</td>
</tr>
<tr>
<td>Or_Total</td>
<td>CVLT_a2</td>
<td>MPR</td>
<td>Orient_T</td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>WordRecall_Z</td>
<td>MPR</td>
<td>Supervised Discretization</td>
</tr>
<tr>
<td>Cube</td>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>MPR</td>
<td>Supervised Discretization</td>
</tr>
<tr>
<td>MPR</td>
<td>LogicalMemory_A_Z</td>
<td>MPR</td>
<td>Supervised Discretization</td>
</tr>
<tr>
<td>Proverb</td>
<td>LM_DR_Z</td>
<td>MPR</td>
<td>Supervised Discretization</td>
</tr>
<tr>
<td>CVLT_a2</td>
<td>MPR_Z</td>
<td>MPR</td>
<td>Supervised Discretization</td>
</tr>
<tr>
<td>CVLT_a5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CancellationTask_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SemanticFluency_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orientation_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GeneralInformation_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogicalMemory_A_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM_DR_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPR_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proverbs_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A1_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C1. 3 Features selected in the different datasets which are differentiated based on GDS values, using three years temporal window.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>(\mathcal{D}_{all})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{1-4})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{5-14})</td>
<td>0</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>(\mathcal{D}_{all})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{1-4})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{5-14})</td>
<td>0</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>(\mathcal{D}_{all})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{1-4})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{5-14})</td>
<td>0</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>(\mathcal{D}_{all})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{1-4})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{5-14})</td>
<td>0</td>
</tr>
<tr>
<td>KNN</td>
<td>(\mathcal{D}_{all})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{1-4})</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>(\mathcal{D}_{5-14})</td>
<td>0</td>
</tr>
</tbody>
</table>

Table C1. 4 Classification model parameters for the prognosis using three years temporal window.
### Four Years Temporal Window

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \mathcal{D}_{all} )</th>
<th>( \mathcal{D}_{0-4} )</th>
<th>( \mathcal{D}_{5-14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM_tot_Interf</td>
<td>LM_a_Interf</td>
<td>LM_a_Interf</td>
<td></td>
</tr>
<tr>
<td>Forgetting</td>
<td>LM_tot_Interf</td>
<td>Or_Total</td>
<td>CVLT_a1a5</td>
</tr>
<tr>
<td>Orient_T</td>
<td>Or_Total</td>
<td>Proverb</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>Or_Total</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>CVLT_a_intr</td>
<td>SemanticFluency_Z</td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td>Cube</td>
<td></td>
<td>Orientation_Z</td>
<td></td>
</tr>
<tr>
<td>MPR</td>
<td></td>
<td>WordRecall_Z</td>
<td></td>
</tr>
<tr>
<td>Proverb</td>
<td></td>
<td>GeneralInformation_Z</td>
<td></td>
</tr>
<tr>
<td>CVLT_a3</td>
<td></td>
<td>LogicalMemory_A_Z</td>
<td></td>
</tr>
<tr>
<td>SemanticFluency_Z</td>
<td></td>
<td>Proverbs_Z</td>
<td></td>
</tr>
<tr>
<td>Orientation_Z</td>
<td></td>
<td>TP_RT_Z</td>
<td></td>
</tr>
<tr>
<td>WordRecall_Z</td>
<td></td>
<td>TMT_B_Z</td>
<td></td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogicalMemory_A_Z</td>
<td></td>
<td>LDFR_Z</td>
<td></td>
</tr>
<tr>
<td>LM_DR_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MPR_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proverbs_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atot_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C1. 5 Features selected in the different datasets which are differentiated based on GDS values, using four years temporal window.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( \mathcal{D}_{all} )</th>
<th>( \mathcal{D}_{0-4} )</th>
<th>( \mathcal{D}_{5-14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>0</td>
<td>0</td>
<td>208</td>
</tr>
<tr>
<td>SVM Poly</td>
<td></td>
<td>0</td>
<td>Compl=2.5 and Exp=2</td>
</tr>
<tr>
<td>SVM RBF</td>
<td></td>
<td>0</td>
<td>Compl=4.0 and Exp=2</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>0</td>
<td>0</td>
<td>Compl=2.0 and Exp=1</td>
</tr>
<tr>
<td>KNN</td>
<td></td>
<td>0</td>
<td>Compl=1.0 and ( \gamma )=1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>Compl=1.0 and ( \gamma )=0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>Compl=1.0 and ( \gamma )=10.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>Conf=0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>Conf=0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>Conf=0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>k=4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>k=8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>k=1</td>
</tr>
</tbody>
</table>

Table C1. 6 Classification model parameters for the prognosis using four years temporal window.
### Five Years Temporal Window

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>$D_{all}$</th>
<th>$D_{0-4}$</th>
<th>$D_{5-14}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM_a_Interf</td>
<td>PA_Tot</td>
<td>PA_Tot</td>
<td>CVLT_a5</td>
</tr>
<tr>
<td>Or_Total</td>
<td>Or_Total</td>
<td>LM_a_Interf</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>Proverb</td>
<td>CVLT_a_interf</td>
<td>LM_DR_Z</td>
</tr>
<tr>
<td>MPR</td>
<td>TPRT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVLT_a_crint_ajsem</td>
<td>CVLT_a_pers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SemanticFluency_Z</td>
<td>Orientation_Z</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orientation_Z</td>
<td>LogicalMemory_A_Z</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WordRecall_Z</td>
<td></td>
<td>LM_DR_Z</td>
<td></td>
</tr>
<tr>
<td>VerbalPaired_AssociateLearning_Z</td>
<td>TMT_B_Z</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogicalMemory_A_Z</td>
<td>A5_Z</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM_DR_Z</td>
<td></td>
<td>SDCR_Z</td>
<td></td>
</tr>
<tr>
<td>MPR_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TP_RT_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A5_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDfR_Z</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C1. 7 Features selected in the different datasets which are differentiated based on GDS values, using five years temporal window.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SMOTE (%)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>$D_{all}$</td>
<td>168</td>
</tr>
<tr>
<td></td>
<td>$D_{0-4}$</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>$D_{5-14}$</td>
<td>48</td>
</tr>
<tr>
<td>SVM Poly</td>
<td>$D_{all}$</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>$D_{0-4}$</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>$D_{5-14}$</td>
<td>0</td>
</tr>
<tr>
<td>SVM RBF</td>
<td>$D_{all}$</td>
<td>240</td>
</tr>
<tr>
<td></td>
<td>$D_{0-4}$</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>$D_{5-14}$</td>
<td>92</td>
</tr>
<tr>
<td>Decision Tree C4.5</td>
<td>$D_{all}$</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>$D_{0-4}$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$D_{5-14}$</td>
<td>69</td>
</tr>
<tr>
<td>KNN</td>
<td>$D_{all}$</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>$D_{0-4}$</td>
<td>120</td>
</tr>
<tr>
<td></td>
<td>$D_{5-14}$</td>
<td>69</td>
</tr>
</tbody>
</table>

Table C1. 8 Classification model parameters for the prognosis using five years temporal window.
C.2 Patient Similarities

Two Years Temporal Window

<table>
<thead>
<tr>
<th>( \mathcal{D}_{A+B} )</th>
<th>( \mathcal{D}_{A+B,Z} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>( A_s _tot )</td>
<td>Orient_S</td>
</tr>
<tr>
<td>( PA _Tot )</td>
<td>Orient_T</td>
</tr>
<tr>
<td>( LM _tot )</td>
<td>BlessedAVD</td>
</tr>
<tr>
<td>( LM _a _Interf )</td>
<td>BlessedTOT</td>
</tr>
<tr>
<td>( MV1 _tot )</td>
<td>CancellationTask_Z</td>
</tr>
<tr>
<td>Orient_S</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>Orient_T</td>
<td>Orientation_Z</td>
</tr>
<tr>
<td>Or_Total</td>
<td>VerbalPaired_AssociateLearning_Z</td>
</tr>
<tr>
<td>MPR</td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td>CVLT_a1a5</td>
<td>Cube_Z</td>
</tr>
<tr>
<td>BlessedAVD</td>
<td>MPR_Z</td>
</tr>
<tr>
<td>BlessedTOT</td>
<td>Proverbs_Z</td>
</tr>
<tr>
<td></td>
<td>A1_Z</td>
</tr>
</tbody>
</table>

Table C2. 1 Features selected in the different datasets in the Baseline analysis, using two years temporal window.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Real</th>
<th>noEvol</th>
<th>Evol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td># Instances</td>
<td>50</td>
<td>235</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Real</th>
<th>noEvol</th>
<th>Evol</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td>96</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td># Instances</td>
<td>38</td>
<td>115</td>
<td>132</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C2. 2 Confusion matrix for the two years temporal window obtained by the EM algorithm using \( \mathcal{D}_{A+B} \) with a) \( k=2 \); b) \( k=3 \); c) \( k=4 \).
Three Years Temporal Window

<table>
<thead>
<tr>
<th>$\mathcal{D}_{A+B}$</th>
<th>$\mathcal{D}_{A+B}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>DS_back</td>
<td>Orient_T</td>
</tr>
<tr>
<td>PA_Tot</td>
<td>CancellationTask_Z</td>
</tr>
<tr>
<td>LM_tot</td>
<td>DigitSpan_Z</td>
</tr>
<tr>
<td>LM_a_Interf</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>LM_tot_Interf</td>
<td>Orientation_Z</td>
</tr>
<tr>
<td>MVI_tot</td>
<td>VerbalPaired_AssociateLearning_Z</td>
</tr>
<tr>
<td>Orient_T</td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td>Or_Total</td>
<td>Cube_Z</td>
</tr>
<tr>
<td>CVLT_a1a5</td>
<td>Calculation_Z</td>
</tr>
<tr>
<td></td>
<td>MPR_Z</td>
</tr>
<tr>
<td></td>
<td>Proverbs_Z</td>
</tr>
</tbody>
</table>

Table C2. 3 Features selected in the different datasets in the Baseline analysis, using three years temporal window.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Real</th>
<th>noEvol</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td># Instances</td>
<td>90</td>
<td>164</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Real</th>
<th>Evol</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td># Instances</td>
<td>106</td>
<td>92</td>
<td>56</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C2. 4 Confusion matrix for the three years temporal window obtained by the EM algorithm using $\mathcal{D}_{A+B}$ with a) $k=2$; b) $k=3$; c) $k=4$.
Four Years Temporal Window

<table>
<thead>
<tr>
<th>( \mathcal{D}_{A+B} )</th>
<th>( \mathcal{D}_{A+B,Z} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>PA_tot</td>
<td>Orient_T</td>
</tr>
<tr>
<td>LM_a_Interf</td>
<td>CancellationTask_Z</td>
</tr>
<tr>
<td>Orient_T</td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td>Or_Total</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>MotorInitiative_Z</td>
</tr>
<tr>
<td>Proverb</td>
<td>Orientation_Z</td>
</tr>
<tr>
<td></td>
<td>GeneralInformation_Z</td>
</tr>
<tr>
<td></td>
<td>VerbalPaired_AssociateLearning_Z</td>
</tr>
<tr>
<td></td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td></td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td></td>
<td>LM_DR_Z</td>
</tr>
<tr>
<td></td>
<td>Cube_Z</td>
</tr>
<tr>
<td></td>
<td>MPR_Z</td>
</tr>
<tr>
<td></td>
<td>Atot_Z</td>
</tr>
</tbody>
</table>

Table C2. 5 Features selected in the different datasets in the Baseline analysis, using four years temporal window.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real noEvol</td>
<td>81</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Evol</td>
<td>83</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td># Instances</td>
<td>164</td>
<td>64</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real noEvol</td>
<td>2</td>
<td>11</td>
<td>26</td>
<td>46</td>
</tr>
<tr>
<td>Evol</td>
<td>57</td>
<td>23</td>
<td>39</td>
<td>24</td>
</tr>
<tr>
<td># Instances</td>
<td>59</td>
<td>34</td>
<td>65</td>
<td>70</td>
</tr>
</tbody>
</table>

Table C2. 6 Confusion matrix for the four years temporal window obtained by the EM algorithm using \( \mathcal{D}_{A+B} \) with a) \( k=2 \); b) \( k=3 \); c) \( k=4 \)
Five Years Temporal Window

<table>
<thead>
<tr>
<th>$\mathcal{D}_{A+B}$</th>
<th>$\mathcal{D}_{A+B_Z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>LM_a_Interf</td>
</tr>
<tr>
<td>PA_tot</td>
<td>Orient_T</td>
</tr>
<tr>
<td>LM_a</td>
<td>DigitSpan_forward_Z</td>
</tr>
<tr>
<td>LM_a_Interf</td>
<td>SemanticFluency_Z</td>
</tr>
<tr>
<td>Orient_T</td>
<td>Orientation_Z</td>
</tr>
<tr>
<td>Or_Total</td>
<td>GeneralInformation_Z</td>
</tr>
<tr>
<td>Fluency_Sem</td>
<td>VerbalPaired_AssociateLearning_Z</td>
</tr>
<tr>
<td>M_Initiative</td>
<td>LogicalMemory_Z</td>
</tr>
<tr>
<td>MPR</td>
<td>LogicalMemory_A_Z</td>
</tr>
<tr>
<td>CVLT_a1</td>
<td>LM_DR_Z</td>
</tr>
<tr>
<td></td>
<td>Cube_Z</td>
</tr>
<tr>
<td></td>
<td>MPR_Z</td>
</tr>
<tr>
<td></td>
<td>A5_Z</td>
</tr>
</tbody>
</table>

Table C2. 7 Features selected in the different datasets in the Baseline analysis, using five years temporal window.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td></td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>33</td>
<td>18</td>
</tr>
<tr>
<td>Evol</td>
<td>45</td>
<td>119</td>
</tr>
<tr>
<td># Instances</td>
<td>78</td>
<td>137</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>noEvol</td>
<td>21</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>Evol</td>
<td>58</td>
<td>71</td>
<td>35</td>
</tr>
<tr>
<td># Instances</td>
<td>79</td>
<td>71</td>
<td>65</td>
</tr>
</tbody>
</table>

Table C2. 8 Confusion matrix for the five years temporal window obtained by the EM algorithm using $\mathcal{D}_{A+B}$ with a) $k=2$; b) $k=3$; c) $k=4$.