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Resumo

Dada a sua localização geográfica privilegiada, paı́ses situados no sul da Europa, como Portugal, po-

dem usufruir da energia solar para atingir as suas metas climáticas. Deste modo, um modelo de inves-

timento ”green-field” investiga a possibilidade de energia solar se tornar a principal fonte de energia do

sector elétrico de Portugal no ano de 2050. Consequentemente, o método Monte Carlo é adotado para

analisar a sensibilidade do desenvolvimento de diferentes tecnologias, o qual se relaciona com dois

tipos de custo: de investimento e de combustı́vel. De forma a melhor compreender quais os fatores que

podem influenciar os nı́veis de produção de energia solar, diferentes cenários são avaliados - custo ele-

vado de sistemas de armazenamento (baterias); estratégias de captura e armazenamento de carbono;

e adição de hidrogénio (H2). Este estudo demonstra que o custo de investimento em energia solar é o

fator que mais influencia os nı́veis de produção de energia solar. No entanto, energia solar depende,

ainda, do custo de investimento em baterias. Assim, demonstrou-se que a energia solar poderá ser a

principal fonte de geração de eletricidade, se o custo de investimento em energia solar for inferior a 650

kC/MW e o custo de investimento em sistemas de armazenamento for, em média, inferior a 91 kC/MWh.

Energia eólica, estratégias de captura e armazenamento de carbono, e biogás, garantem, também o

bom funcionamento do sector elétrico. A energia nuclear é, por sua vez, extremamente importante para

contrabalançar baixos nı́veis de energia solar. Baixar o custo de investimento em energia solar de 800

kC/MW para 200 kC/MW, reduz o sistema Levelized Cost of Electricity (LCOE) 24%, atingindo, assim,

um mı́nimo de 48 C/MWh. Estratégias de captura e armazenamento de carbono provocam o aumento

de 4 C/MWh do sistema LCOE, enquanto a adição de hidrogénio diminui 2 C/MWh o sistema LCOE.

Palavras-chave: Captura e Armazenamento de Carbono, Custo Elevado de Sistemas de

Armazenamento (Baterias), Hidrogénio (H2), Método Monte Carlo, Sistema Levelized Cost of Electricity

(LCOE).
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Abstract

Southern European countries, such as Portugal, can successfully use solar power to meet their climate

targets given their favorable exposure to insolation. Considering the year 2050 and Portugal as basis

of its assumptions, this thesis uses a green-field investment model to outline which uncertainties are

associated with solar becoming the major source of energy in the electricity sector. An extensive sen-

sitivity analysis, by performing a Monte Carlo analysis, evaluates different technologies’ development -

investment and fuel costs. Additionally, different scenarios, including expensive battery storage, carbon

capture and storage (CCS) technologies, and an addition of hydrogen (H2) demand, are studied. The

results show that solar power, despite of being primarily influenced by the solar power investment cost,

is also impacted by the investment cost of battery storage. When battery storage investment costs is,

on average, lower than 91 C/KWh, solar power becomes the major electricity generation source of the

electricity sector when the solar power investment cost is lower than 650 kC/MW. Still, at times when

the demand cannot be met by only solar power and the excess energy stored in batteries, wind power,

CCS technologies, and biogas power plants become important. Nuclear power becomes extremely im-

portant at times when solar power is frequently complemented. The system Levelized Cost of Electricity

(LCOE), from decreasing the solar power investment cost from 800 kC/MW to 200 kC/MW is reduced

by 24%, reaching a lowest of 48 C/MWh. CCS technologies promote an increase in system LCOE by 4

C/MWh, while adding a demand for H2 lowers system LCOE by 2 C/MWh.

Keywords: Carbon Capture and Storage (CCS), Expensive Battery Storage, Hydrogen (H2)

Demand, Monte Carlo Analysis, System Levelized Cost of Electricity (LCOE).
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Chapter 1

Introduction

Ever since the mid-20th century, an acceleration in global warming has been observed, caused by the

increase in global atmospheric carbon dioxide (CO2). This acceleration has made renewable energy

production, such as solar and wind power, gain significant importance due to the characteristics they

share as carbon-neutral power sources [1]. Solar and wind power are also referred to as intermittent

electricity sources because the power output cannot be controlled, due to their dependence on weather

and geographical conditions [2]. Nevertheless, it is necessary to maintain the load balance, that the

generation output (supply) equals the load (demand), at all times. Due to this, an increased share of

variable energy renewable sources (VRESs) in the electricity sector can be a challenge during the times

when renewable production is low [3].

Since the output of the VRESs fluctuates at the same time that the load balance needs to be fulfilled,

both solar and wind power should be used in connection with a more dispatchable source of energy to

ensure that the power supply equates the demand. Consequently, the strategies and technologies that

manage the mismatch in supply and demand are important for an electricity system composed of high

shares of VRESs.

Southern European countries, such as Portugal, can use solar power to meet their climate target

given their favorable exposure to insolation [4]. However, as a renewable source, solar power has an

inherent challenge to meet the demand for electricity during hours of low production. For this reason,

variation management strategies (VMSs), such as other electricity generation sources, flexible demand,

and storage, become important to ensure a resilient electricity system with electricity generation meeting

the demand. There are already several studies that emphasize the importance of the synergy between

solar power and battery storage [5]–[9]. Nevertheless, it is still not clear, as a consequence of a wide

range of different parameters used in the aforementioned studies and hence no coherency, how varying

generation mixes and costs parameters influence the cost-efficiency of solar photovoltaic (Solar PV)

technologies.

In conclusion, there is a need of studying how different generation mixes of the electricity sector and

technologies’ cost influence the cost-efficiency of solar power.

1



1.1 Aim & Scope

The overall aim of this master’s thesis is to outline which uncertainties (development of technologies)

are associated with solar becoming the major source of energy in the electricity sector in 2050 and

how these uncertainties influence the system Levelized Cost of Electricity (LCOE)1. This master’s study

investigates the interaction between different technologies associated with an increase in solar share.

It looks at the effect of the development of different technologies, such as investment and fuel cost of

different technologies, that combined with solar power, aim to prevent possible bottlenecks2. This study

considers technologies such as wind power, storage technologies, conventional fossil fuels, biofuels,

nuclear plants, and thermal power plants with Carbon Capture and Storage (CCS) technologies. These

technologies may either promote or prevent the cost-efficiency of solar power in the market as an alter-

native to dispatchable electricity generation source. This thesis also outlines the impact of an increase

in hydrogen (H2) demand on the industry sector.

The goal of this study is to evaluate how different uncertainties impact the optimal share of solar

power in the electricity sector. Therefore, the following questions will be answered with the study:

• Under which conditions will solar power become the major electricity generation source of the

electricity sector?

– How is the cost-competitiveness of solar power influenced by the investment and fuel cost of

other technologies composing the electricity sector?

* How is the system LCOE impacted by different uncertainties?

– Which technologies become important to ensure the load balance, that cannot be fulfilled

solely with the use of solar power?

– How important will wind power be in the new electricity sector? Will wind power be a comple-

ment to solar power? Or can it be seen as a barrier to the development of solar power?

1.2 Method & Delimitations

A linear investment and dispatch model was used in this study to optimize both the total system cost and

dispatch generation. The regional model, eNODE, was firstly presented by Göransson et al. [10]. As

a green-field investment model, it is applicable for systems where high shares of renewables are under

consideration. eNODE does not take any capacity currently in place into consideration but instead

invests in a new electricity generation system. This is a linear programming (LP) model, which means

that all the non-linear relations will be linearized. This LP model only uses real-world geographical

areas to get correlations between the electricity demand, heat demand, and VRESs’ production curves.

Additionally, eNODE accounts for a widespread variability, due to the inclusion of start-up costs and time,

the minimum load level of thermal generation and charging losses from storage. The cost-minimizing

1System LCOE is the same as average electricity cost.
2Bottlenecks define a supply-chain situation, which is characterized the supply being limited by the system capacity.
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model runs with a three-hour time resolution while taking different constraints into consideration, e.g.,

fulfilling the hourly electricity demand and constraints both in terms of CO2 emissions and weather

resources. Furthermore, this model has also been used in other studies, papers, and theses [10]–[13].

This study uses both pre-existing data in the model and additional data required for this thesis -

technologies’ investment and fuel costs. The financial data added in the model is a combination of

projections suggested from different databases [8], [12], [14]–[22]. All the parameters are set in ranges

of lower and upper limits to better carry out an extensive sensitivity analysis using Monte Carlo analysis

and thus, better evaluate the different uncertainties that might be associated with the adoption of solar

power in the electricity system. This thesis takes the year of 2050 and Portugal as the basis of its

assumptions, in terms of electricity demand, CO2 and resource weather constraints, and both technical

and financial properties of the technologies which compose the electricity sector.

1.3 Outline of the Thesis

This report is divided into seven chapters:

• Chapter 1 - Introduction: This chapter introduces the topic of this thesis, the increase of solar

share in electricity sector, using Portugal as a case study;

• Chapter 2 - Background: This chapter provides a brief overview of different types of thermal

power plants, VMSs, technologies’ learning curves, and energy system modeling;

• Chapter 3 - Literature Review: This chapter contains general information regarding climate

change and the increased usage of VRESs over the last years. Also, relevant studies are syn-

thesized and a gap in the current scientific literature is presented;

• Chapter 4 - Methodology & Input Data: This chapter defines the model used in this work and

introduces the input data which is used in the Monte Carlo analysis. Lastly, it presents the model

scenarios along with their characteristics, which are used in this thesis to more accurately answer

the questions addressed in section 1.1;

• Chapter 5 - Results: This chapter shows the obtained results;

• Chapter 6 - Discussion: This chapter discusses the findings and compares them with the previ-

ous studies already done;

• Chapter 7 - Conclusion & Future Work: This final chapter concludes the thesis. Also, this

chapter suggests further studies that can be done to extend or deepen the scope of this thesis.
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Chapter 2

Background

This chapter is dedicated to giving the essential background to better understand the method, results,

and discussion of this master’s thesis. In particular, this chapter provides a brief overview of different

concepts such as the types of load power plants, variation management strategies, learning curve and

life cycle of technologies, and energy system modeling.

2.1 Type of Thermal Power Plants

The conventional electricity system has been until recently composed of dispatchable power plants.

These generation power sources account for technologies such as coal-fired power plants, nuclear

power plants, hydropower with dams, and gas-fired power plants. Dispatchable electricity generation

technologies ensure the load balance between demand and supply at all times.

Additionally, these technologies can be grouped into three categories, according to their operating

strategy: base, intermediate, and peak-load power plants. The categorization can be seen in Figure

2.1, which shows the operation of the different types of load power plants in the left graph: the baseload

power plants fulfill the minimal load by constantly operating throughout the year; the intermediate-load

power plants address the variation of load throughout the day; the peak-load power plants operate when

the demand reaches exceptional peaks. The right graph results from sorting the curve in the left graph,

in descending order. Baseload power plants account for more than half of the total annual electricity

consumption. Moreover, the other part of the load varies over a range of time, between intermediate

and peak-load power plants. The peak-load power plants only operate for a few hours of the year.

Baseload power plants are characterized by having high investment costs and significantly low run-

ning costs. Consequently, these plants run at a constant output, which makes it unjustified, from a

financial and technical perspective, to either change the output level or to shut down and startup accord-

ing to the demand. Baseload power plants include nuclear power and coal power.

Intermediate-load power plants, which are also known as mid-load or load-following power plants,

run for extended periods at a time but generally with low full-load hours (FLH)1. These plants can be

1FLH=ElectricityGenerated
CapacityInstalled

[h]
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shut down more easily than the baseload power plants if required, e.g., during periods with low demand,

which makes them a better fit for electricity demand fluctuations. Natural gas fire plants and hydropower

plants are considered as intermediate-load power plants.

Lastly, peak-load power plants are used to manage and meet the peaks in demand. Consequently,

they run for a limited duration annually and can be shut down easily when the demand requires. This

type of plant includes diesel or fuel-oil power plants.

Figure 2.1: Energy demand varying over one year. Adapted from the original [23].

As Schlachtberger et al. [24] explain, the type of thermal power plants existent in the electricity

sector are in a great part dependent on the amount of VRESs share. At a high share of VRESs (above

50%), there is very little room for baseload power plants, while intermediate-load power plant usage

increases significantly at a VRESs share above 40%. Finally, when it comes to peak-load power plants,

these plants become extremely important for VRESs share higher than 50%, reaching its maximum at a

VRESs share of 70%.

The current electricity sectors still account for a significant part of baseload power plants, such as

coal and nuclear power. At times when VRESs production is relatively low, the baseload power plants

are extremely important to assure the load balance. Nevertheless, due to the constant output of these

dispatchable power plants, the total power generated can exceed the demand when favorable condi-

tions for solar and wind power realize. Consequently, and to avoid excessive curtailment2 of VRESs,

dispatchable power plants need to adapt their output to the current demand of the system, by providing

ramping capabilities and have a larger range of operation [25]. This leads to efficiency penalties in ther-

mal power plants, which can result in lower financial efficiency and an increase of emissions from these

power plants3 [26].

2Surplus of power output may have to be dumped or the power plant output turned down or switched off for a while.
3It refers to emissions per KWh, considering that total emissions are expected to go down.
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2.1.1 Thermal Power Plants

An electricity sector with a high share of VRESs, due to the inherent intermittency of these sources, is

characterized by its major demand for flexible resources. Therefore, thermal power plants can bring the

desired flexibility to the system at times with low renewable energy production. Hence this thesis looks

at the fuel cost of three different types of thermal power plants in an electricity sector accounting for

solar power generation. This thesis includes nuclear power plants, conventional fossil fuels associated

with CCS technologies, and biofueled power plants.

Nuclear power plants generate heat, which produces steam, by splitting uranium atoms, in a fission

process. As fuel is not burnt, they do not produce greenhouse gas (GHG) emissions. Nuclear power

plants are characterized as baseload power plants. Notice that although there are no nuclear power

plants in Portugal, nuclear power is imported both from Spain (which have five power plants) and France

(where nuclear power accounts for the largest electricity generation share).

CCS technologies, which are typically intermediate-load power plants, are capable of separating,

transporting, and permanently storing CO2 underground to avoid it to enter the atmosphere. CCS tech-

nologies can help the decarbonization of the electricity system, even by using fossil fuels [27]. In order to

explore the uncertainty of this technology in a future low-carbon electricity system, two types of thermal

power plants with CCS technologies are modeled: bio-coal CCS4 and bio-natural gas CCS5, operating

in a closed cycle turbine.

Biofuels originate from renewable sources derived mainly from plants, microorganisms, animals, and

waste. This master’s study looks at the effect of using this kind of electricity generation source in a future

carbon-neutral electricity sector. Three different types of biofueled power plants are used: biomass

power plants and biogas power plants, both in closed and open-cycle turbines. Biofueled power plants

are often characterized as baseload (pure biomass) and peak-load (biogas) power plants.

2.2 Variation Management Strategies

Electricity systems composed of a high share of VRESs must find solutions that can control their inter-

mittent production, without compromising the cost efficiency of the whole system. These solutions are

known as variation management strategies (VMSs).

VMSs are all the solutions that can control the unbalance between demand and generation, which

might be caused by extensive use of VRESs. The range of different types of VMSs is relatively diverse.

To facilitate the comprehension of the different VMSs, Göransson and Johnsson [19] introduce a new

way of categorizing them in three types of VMSs: shifting, absorbing, and complementing strategies.

Shifting strategies, such batteries, are useful to store the excess energy for later use, for times when

the generation profile itself cannot meet the demand and thus guarantee the load balance. As shifting

storage technologies are typically expensive and limited in time to charge and of storage, these technolo-

4Bio-coal CCS is a combination of hard coal and biomass associated with CCS technologies. It is composed of 90% coal and
10% of biomass.

5Bio-natural gas CCS is a combination of natural gas and biogas with CCS technologies. It is composed of 88% natural gas
and 12% biogas.
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gies are more favorable for short-duration variations between excess and deficit of energy generated.

Thus, shifting storage technologies better suit the generation profile of solar power than wind power.

Absorbing strategies, like electric boilers, have the power of transforming excess energy into other

energy carriers. These strategies are useful for more durable curtailment or low net load periods6 for

increasing the value of VRESs.

Lastly, complementing strategies, as their name suggests, complement the fluctuation of VRESs

production. These kinds of strategies support the periods with low VRESs share. It accounts for both

flexible generation and electricity consumers that shut down their generation during high net load times.

Dispatchable power plants are considered complementing strategies 7.

Additionally, Johansson and Göransson [12] outline how different types of VMSs have different im-

pacts on the system cost and introduce two new terms highly relevant to the use of VMSs: system-limited

and resource-limited. System-limited technology describes a technology that, for high levels of adop-

tion in the system, is the major factor for decreasing the marginal value of additional energy generation

from VRESs, and by doing so, discourages further investments. On the other side, resource-limited

technology refers to a technology that, due to its low share in the system when compared with other

technologies, is outcompeted, and thus does not affect the marginal value of the system as a whole.

Some VMSs8 have been included in this thesis, in order to investigate how they can affect a system

with a high share of solar power.

2.2.1 Energy Storage Technologies

Energy storage technologies provide flexibility to the system, which facilitates the adoption of VRESs.

These technologies can utilize the fluctuation in price during peak and non-peak hours, due to their

storage capability [29], promoting the shifting of energy from times with excess of energy to times where

the demand is higher than the supply.

Therefore, this work considers two types of energy storage in order to analyze the potential effects

on the whole sector: battery storage and H2 storage. Battery storage is considered a shifting strategy

since it has a high cost of storing per unit of energy stored. H2 storage, with relatively low cost of

storing per unit of energy stored, is either considered absorbing strategy or complementing strategy

since electrolyzers produce H2, which later can be converted into electricity, for the most part of the

year. In this thesis, H2 is defined as a fixed demand, thus is characterized as complementing strategy.

2.2.2 Curtailment & Special Case of Wind

Solar power as a non-dispatchable electricity generation source has times where its supply exceeds the

demand but also times when the vice-versa applies. As such, this master’s thesis also includes two

strategies that may be used to deal with solar power’s intermittence.

6Net load is characterized by the total load minus expected electricity generation from VRESs [28].
7Baseload power plants act as absorbing strategies. Due to their high investment cost, they produce electricity at all times

except during low net load events.
8Important to note that the electricity generated from thermal power plants is also considered VMSs.
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There are times when it is impossible to accommodate all the VRESs generation while ensuring

the efficiency of the electricity system. Thus, the possibility for VRESs curtailment can prevent further

investment in both grid and storage extension by limiting the power output of VRESs power plants some

hours in a year [30].

Wind power, although it is also a VRES as solar, can play an interesting role in future electricity sec-

tors, where the power generation mainly originates from solar power. This likely happens in locations

where there is a synergy between solar and wind resources, like Portugal. As Portugal is character-

ized by extensive coastal area, wind is often stronger in the evening and night due to the temperature

gradients between the ocean surface and land surface. Consequently, when solar power generation

is insufficient, like evenings and nights, wind power can complement solar power, by offering an extra

power generation to meet the demand. However, this synergy vanishes when both solar PV and wind

power are produced at the same time and are relatively cheap. Consequently, these two VRESs can

guarantee the major electricity generation share and hence start to compete.

2.3 Technology’s Learning Curve & Life Cycle

Learning curves, also known as experience curves, are explained by Grübler [31] as reflecting how

the technological development of a specific technology impacts the economy of that technology. The

author describes learning curves as an exponential model characterized by the decrease of the unit

cost of production at a decreasing rate as experience is gained. The gathered experience of a specific

technology, despite time, is strongly correlated to its production volume. Figure 2.2 shows a learning

curve.

Additionally, McDonald and Schrattenholzer [32] explain that, from the interpretation of learning

curves, it is possible to estimate the learning rate. The learning rate measures the pace of technol-

ogy development, e.g. a learning rate of x% means that a cost of a given technology drops by x% when

a technology’s cumulative installed capacity is doubled.

In Figure 2.2, it is possible to see how a technology’s learning curve is associated with its life cy-

cle. As Shahmarichatghieh et al. [33] clarify, technology development is associated with three different

phases: introduction, growth, and maturity. The introduction phase is associated with a niche market

of new technology. In this phase, the applicability of the new technology is low and thus there is a high

risk of investment. The consumers barely know the potential of the new technology, and for that reason,

the demand is limited. Due to this, the introduction of new technology is mostly expensive, due to the

reduced integration in the market. The cost tends to decrease as the technology moves from concept

into an application, which is associated with demand growth. As the demand for new technology grows,

the technology passes to the second phase, growth, which is characterized by an increase in the tech-

nology’s application. The risk of investment decreases as the technology is integrated into a supply

chain. In this phase, as the competition significantly increases, a feedback loop between the cost of the

technology and the development of technology is created. To successfully respond to the competition

of other technologies, the technology cost is reduced. The reduction in cost causes, and is caused,
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by an improvement of the technology and thus greater adoption in the market. Finally, in the maturity

phase, the risk of investment in a specific technology is low and the demand is almost constant. Due

to the technology development, which offer more efficient services, and the cost reduction, which is a

consequence of optimization in the supply chain, the technology accounts for a high share in the market.

Figure 2.2: Technology’s learning curve and life cycle.

Rubin et al. [34] emphasize that learning curves reflect the evolution of different energy sources.

Experience curves show a feedback loop between the reduction of costs and the cumulative installed

capacity of a specific energy supply technology. Hence these curves are important to understand the

technology development, which is beneficial to explain the evolution of energy systems and the implica-

tion on addressing energy-related issues, such as climate change.

Figure 2.3 illustrates the learning curve of both VRESs between the years 2010 to 2018. IRENA [35]

suggests a solar power’s learning rate of 34%. At the same time, it also indicates that wind power has a

learning rate of 20%. Moreover, Figure 2.3 highlights that wind power is already a maturated technology

since 2010, while solar experienced the growth phase until approximately 2017. Nowadays, solar power

is already assumed as a maturated electricity generation source.
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Figure 2.3: VRESs’ learning curve over time - 2010 to 2018. Empirical data obtained from IRENA [35], converted from
dollar to euro (with 2018’s average conversion rate of 1.18).

2.4 Energy Systems Modeling

According to Bhattacharyya and Timilsina [36], models have been used to analyze energy systems

since the early 1970s. Ever since then, modeling energy systems have had different policy-making

motivations: ”better energy supply system design given a level of demand forecast, better understanding

of the present and future demand-supply interactions, energy and environment interactions, energy-

economy interactions, and energy system planning”. Thus, there is a wide variety of energy system

models with different scopes and approaches.

To differentiate the different energy system approaches, McFarland et al. [37] suggests that there are

two modeling system categories: top-down and bottom-up. Top-down modeling prioritizes the economic

interactions, rather than the technological, and thus represents each sector of the economy by an ag-

gregation of functions, i.e., bridges the gap between economy and capital, labor, and natural resources.

In contrast, bottom-up provides great technological details, focusing on how to ensure the load balance

from a technical perspective for an exogenous demand. The technologies’ activity is often defined by

linear correlation and based on engineering data of both life-cycle costs and thermodynamic efficiencies.

Furthermore, it is also important to separate the two different terms - simulation and optimization

- when it comes to energy modeling systems. As Lund et al. [38] defines, simulation represents a

system by reproducing and envisage the performance of that very system under a real context set of

conditions. Optimization provides optimal system design, by using a set of well-defined energy system
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design characteristics, known as decision-variables, which are computed to either maximize or minimize

an objective function subject to constraints.

The model used in this master’s thesis uses a bottom-up approach. Additionally, the model used in

this thesis is a linear programming optimization model, that obtains both the objective function and the

constraints as linear functions of the decision variables. Furthermore, the model used in this master’s

study will be described in detail in chapter 4.
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Chapter 3

Literature Review

This chapter describes how literature addresses climate change by increasing the market for VRESs.

Also, relevant studies are synthesized and a gap in the current scientific literature is presented.

3.1 Global Warming: Paris Agreement & Carbon Neutrality 2050

The United Nations Framework Convention on Climate Change (UNFCCC) adopted the Paris Agreement

in December 2015. By signing the agreement, the involved parties committed to a common climate

target. The main goal of the Paris Agreement is to keep ”the increase in the global average temperature

to well below 2°C above pre-industrial levels and to pursue efforts to limit the temperature increase to

1.5°C above pre-industrial levels” [39].

The Intergovernmental Panel on Climate Change (IPCC) emphasizes the importance of the differ-

ence of this half a degree on the effect of global warming. The IPCC suggests that the impacts of a global

temperature increase of 1.5°C will be severe, but still much preferable to what an increase of 2°C would

render. The emissions pathways for achieving these two temperatures goals are undoubtedly different

[40]. The IPCC Special Report ”Global Warming 1.5°C” concludes that reducing the CO2 emission by

80% to 90% to pre-industrial levels by 2050 is sufficient for limiting the increasing global temperature

to 1.5°C. However, it is still insufficient for reversing the unsustainable global change caused by climate

change. Consequently, IPCC highlights the huge need for net-zero carbon emissions by 2050 and thus

achieving climate neutrality to counter the otherwise irreversible path ahead [41]. Climate neutrality im-

plies a net-zero global carbon footprint and given the current society’s oil-dependency, shifting towards

low carbon energy sources, like VRESs, is essential. Transitioning to a carbon-neutral society becomes

increasingly financial and technologically possible, as the cost and technology of solar and wind power

advances and can compete with traditional technologies [42].

Different countries create their own roadmaps on how to reach neutrality by 2050 and Portugal is

no exception. In 2016, in accordance with the Paris Agreement, the Portuguese government targeted

carbon neutrality by the end of 2050, enforced by the decarbonization of the national economy. The 2050

Carbon Neutrality Roadmap (RNC 2050) describes how all societal sectors can, and must, contribute
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to meet the goal. Moreover, the report emphasizes the responsibility of the electricity and the transport

sector as the two major contributors to Portugal’s CO2 emissions. The statistical data shows that the

aforementioned sectors were responsible for 50% of the total emissions between 2007-2017. Therefore,

the RNC 2050 supports the reduction of carbon intensity in the electricity produced in Portugal by relying

on renewable sources of energy for electricity generation. The RNC 2050 outlines the importance of both

VRESs and energy storage technologies to the expected increased demand for electricity in the future

Portuguese society, which is expected to be characterized by a 100% carbon neutrality [43].

3.2 Variable Renewable Energy Sources & Load Balance

As aforementioned, there is an urge for decarbonizing the global economy and hence achieving car-

bon neutrality by 2050 the latest. The use of VRESs is the major strategy to mitigate climate change

[44]. The term variable is important as it excludes controllable renewable energy sources, such as

biomass, geothermal power, and hydropower. Consequently, both solar and wind power are the consid-

ered VRESs in this work.

Even though both solar and wind power are variable energy sources, their fluctuations differ in terms

of how to predict them. Solar power’s availability varies according to insolation, which depends on factors

such as the current timeframe (day-night) and meteorology conditions. Furthermore, solar power gener-

ation does vary seasonally, yet the greatest difference can be observed daily [45]. Wind fluctuations are

also hard to predict in a long-term perspective because, as Hedegaard and Meibom [46] puts it, they are

dependent on numerous factors, such as different timescales for instances intra-hour, intra-day, weekly,

and seasonally. As a result of solar’s and wind’s intermittent nature, an electricity sector composed of

a high share of VRESs does not easily safeguard the load balance required for an electricity system’s

reliability. VRESs’ shortcomings can, however, be addressed using VMSs. VMSs are technologies that

manage the mismatch in supply and demand, owing to their controllable and predictable characteristics.

VMSs are extensively discussed in section 2.2

3.2.1 Solar Photovoltaic Systems & Battery Storage

The market of renewable energy, especially the market for solar power, has grown rapidly over the two

last decades. Stern [47] explains the reason why solar PV system cost has fallen by nearly 80% in the

last ten years. The main reason for the cost decline is the fact that the installed renewable capacity

has seen a sharp increase, as a consequence of the solar PV cells being composed of silica (silicon

dioxide). These conclusions adhere to the data extracted from the International Renewable Energy

Agency (IRENA) [35], depicted in Figure 3.1. The data suggest a steep increase in the global installed

capacity from 2000 until 2019, from 0.8 GW to 580 GW. At the same time, the investment cost decreased

by approximately 74% from 2010 until 2018 where it cost about 1000 C/kW.
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Figure 3.1: Global installed solar PV capacity and solar installed cost over time. Empirical data obtained from IRENA
[35], converted from dollar to euro (with 2018’s average conversion rate of 1.18).

Figure 3.2: Global energy consumption over time. The data is retrieved from [48].
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To ensure that the increasing energy demand will not be met with conventional energy sources, such

as coal and gas, governments have incentivized the adoption of renewable technology, including solar

power. Through these incentives, continuous technological innovation is facilitated, which increases

solar’s power cost-efficiency. The continuous improvements in solar power results in solar power’s

promising potential to meet the energy demands of the future, at minimal environmental impact and

at a reduced cost [49].

As the renewable share does increase, the electricity sector requires extra flexibility. The flexibility

can be addressed by storing the energy produced by solar over hours, days, weeks, or months [50].

Since batteries store the excess of the energy produced and then deliver it at times of electricity deficit,

these energy storage technologies can decrease the short-time demand and supply discrepancies [51].

The reduction of the cost of battery storage, which is caused by the increase of electrical vehicles (EV),

is accurately accompanying the sharp drop in solar power cost [52].

Figure 3.3: Lithium-ion battery pack price over time. Originally from BloombergNEF) [53], converted from dollar to euro
(with 2018’s average conversion rate of 1.18).

This conclusion is in consonance with the data provided by Bloomberg New Energy Finance (BloombergNEF)

[53], illustrated in Figure 3.3. The figure conveys a major drop in battery storage pack price (about 85%)

since 2010, reaching an average price of 149.15 C/kWh in 2018. The driving force for the declining

price of batteries lies in the research and development from industry and in the mass production for

batteries [54]. Due to the batteries’ storage nature and the drop of their cost in the last years, bat-

teries hold immense possibilities to make solar power able to transform the power systems into 100%

carbon-neutral.
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3.3 Previous Studies

Several studies have been focusing on the importance of the use and the increase of VRESs. Most of

the studies look particularly at how solar PV systems, combined with energy storage technologies, can

promote the transition of the electricity sector to 100% carbon-neutral. Many papers already investigate

how to address the same issue, namely climate change, such as [5]–[9]. Even though the authors base

their research on the importance of solar share, they do not address the research questions described in

section 1.1 that this thesis sets out to do. The studies [6]–[9], use a green-field cost optimization model,

contrary to [5], which uses a simulation model.

Frew et al. [5] simulate an electricity sector in 2050 composed of a high share of solar PV. The

authors use a dispatch model to link capacity expansion and production cost to study the feasibility of the

simulated electricity system. Due to the rapid decline in both solar PV systems and energy technologies

storage costs, the authors suggest that in 2050, 55% of the total generation of the electricity sector in

USA could be accounted for by solar power, which is based on one of the scenarios proposed by Cole et

al. [55]. In that case, the electricity system would efficiently replace a huge part of the hours of dispatch

power generation by storage, and at extremely sunny hours curtailment would become the best solution

to maintain the load balance and the system frequency. Consequently, the increase in solar capacity

in the electricity system leads to a drastic decrease in the energy price and even hours with zero price

(which are strongly correlated with curtailment hours).

Victoria et al. [6] explore the impact of energy storage technologies on achieving the CO2 emission

targets and sector-coupling scenarios. This study proposes that different types of energy storage tech-

nologies are better suitable for certain situations, i.e., electrical batteries are preferable for an electricity

sector composed of a high solar share. In this very example, the reason is the need for short-term

storage, while H2 storage is better suited for smooth power fluctuations, such as electricity typically

generated by wind.

Schlachtberger et al. [7] vary the solar power and battery storage cost separately and evaluate the

impact that this has on the total system cost. This research paper suggests that with the decrease

in solar power cost, the capacity installed, the energy generated, and the curtailment for wind power

decreases. Also, the system cost decreases linearly with both lower solar PV systems and battery

storage costs. This linearity is identified by the authors for solar power cost greater than 300 kC/MW

and battery storage cost greater than 232.5 kC/MWh. For costs below the previous values, the decline

in total system cost is even steeper.

Atsmon and Ek Fälth [8] explore the changes in system LCOE by varying both solar PV systems and

battery storage costs. The authors found that decreasing the cost for solar power by 50% and battery

storage by 62%, reduces the system cost by about 27% to 34%, depending on the geographical area,

which results in a lower system LCOE.

Villar et al. [9] emphasize, by using a techno-economic performance analysis, the importance of solar

power self-consumption. The authors suggest that to encourage the self-consumption for solar power,

it is important to combine solar PV production and other technologies. These technologies, such as
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energy storage technologies and demand-side management (DSM)1, are considered to be a solution to

the mismatch of demand profiles and PV generation. Also, this study reveals that the existence of these

synergies would promote the increase of the overall efficiency, by reducing the costs associated with

distributed energy grid integration.

No research was found that both explores the effects on electricity system cost, by the increase of

solar share either in Portugal or Mediterranean regions (e.g. Spain and Italy), and looks at solar power

from a utility-perspective, which is what this thesis sets out to investigate.

According to the aforementioned papers, due to the wide range of parameters where no consensus

is found, it is not clear at which extent varying generation mixes and cost parameters influence the cost-

efficiency of solar power and thus the system LCOE. Additionally, none of the previous research studies

model CCS technologies or explores the industry sector for an addition H2 demand, which is investigated

in this master’s thesis. Further, in chapter 6, there is a comparison between the findings of this thesis

and the aforementioned previous studies.

1Shift of consumer demand for electricity, by encouraging the consumer to use less electricity during peak hours, or to move
the time of electricity use to off-peak times.
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Chapter 4

Methodology & Input Data

This chapter presents the model used in this study and introduces the input data used for the Monte

Carlo analysis. The input data consist of both pre-existing data, which was already implemented in

the model, but also financial data which was added to the model - investment and fuel costs. Lastly, it

presents the model scenarios along with their characteristic conditions which are used in this thesis.

4.1 Model

The regional model, eNODE, which applies the General Algebraic Modeling System (GAMS)1 was firstly

presented by Göransson et al. [10]. This bottom-up regional model defines the electricity sector as a

single region. Thus, eNODE does not consider the possibility of inter-regional transmission of electricity.

The model only uses real-world data for each of the different geographic locations. Hence different cor-

relations for each location are used in the modeling such as energy and heat demand but also different

real-world context restrictions, such as VRESs production curves and area limitations for investmenting

in VRESs. As a green-field investment model, eNODE is applicable for electricity systems where high

shares of renewables are under consideration. This means that it does not consider any pre-established

capacity but instead invests in a new optimal mix of technologies [10]. The model accounts for a wide

set of technologies and thus a more precise and realistic electricity system is modeled. Each technology

is characterized by proprieties such as investment, running2, and cycling3 costs.

Additionally, eNODE, which uses LP to minimize the total system cost, meets the electricity demand

while respecting different constraints in terms of CO2 emissions and weather resources. The LP-model

was run with a three-hour resolution for a full year, which represents the year 2050 in terms of electricity

demand, technologies costs and assumptions on CO2 emissions. In this very thesis, the cap of carbon

emissions was set as zero. The Monte Carlo analysis was run several times and for different scenarios,

which consumed a lot of time. Owing to this, the three-hour resolution was adopted to improve the

run-time of the model, which is significantly higher for an hourly resolution. The difference between

1GAMS is a high-level modeling software suitable for mathematical optimization.
2Running costs include fuel costs and operation and maintenance costs.
3Cycling costs are both start-up and part-load costs.
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results from different time resolutions is imperceptible, partly due to the use of cheap battery storage

technologies that easily smoothen fluctuations on such a short time scale.

4.1.1 Model Formulation

As aforementioned, this thesis used eNODE, a model that was previously developed within The De-

partment of Space, Earth and Environment – The Division of Energy Technology. Thus, the green-field

investment model formulation used in this master’s is thoroughly described by Johansson and Görans-

son [12].

Even though the model used was not developed exclusively to address the research question that this

thesis proposes to do, it is important to understand how the model ran from a more general perspective.

For that reason, the model accounts for a range of sets (upper-case), parameter (italic upper-case), and

variables (italic lower-case) (appendix A.2).

The objective function of the model is to minimize the total system cost (ctot [C/year]) for one year

(T). The total system cost includes investment cost (Cinv [C/kW]) with respective investment (i [kW]) and

annuity factor (A), as a function of lifetime and discount rate, fixed operation and maintenance cost (OMf

[C/kW]), running (Crun [C/MWh]), and cycling cost (Ccycl [C]) of each electricity generation technology

(P)4 which composes the electricity system. The total system cost is implemented as:

ctot =
∑
p∈P

i(p)(Cinv(p)A(p) + OMf) +
∑
p∈P

∑
t∈T

(Crun(p,t) + Ccycl(p,t)) (4.1)

The running costs for fueled technologies are defined by the fuel cost (Cfuel [C/MWh]), efficiency

(η), and variable operation and maintenance cost (OMv [C/MWh]). For the cases which allow the CCS

technologies, the CCS technologies cost (CCCS [C/MWh]) is also part of the running cost as:

∑
p∈P

∑
t∈T

Crun(p,t) =
C fuel

η
+
CCCS

η
+ OMv (4.2)

As previous stated, the model implemented accounts for several constraints, such as constraints in

terms of electricity generation, emissions, and storage. Firstly, the model requires that the demand be

met at all times, and thus the load balance is guaranteed. The total electricity generated (g [MWh/h])

needs to be greater than, or equal to, the electricity demand (Del [MWh/h]). The load balance is defined

as: ∑
p∈P

g(p,t) ≥ Del(t), t ∈ T (4.3)

When electrification of the industrial sector is considered, the industrial demand is solely supplied by

energy generated from electrolysers by electrolysis processes. Consequently, the H2 storage is modeled

as a function of energy stored (stoH2 [MWh/h]), energy generated from electrolysers (xelec [MWh/h]) and

respective efficiency (η), and industrial demand (DH2 [MWh/h]):

4Combination of dispatch energy sources and VRESs. VRESs are composed of 12 different types of wind onshore power, wind
offshore, and solar PV.
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stoH2 (t+1) = stoH2 (t) + xelecη(t) + DH2(t), t ∈ T (4.4)

The model used in this thesis also set a cap on carbon emission (Ecap [GtCO2]) as zero to obtain a

system with high share of renewable energy. This means that the carbon emission (E [GtCO2]) from the

electricity generation must be zero:

∑
p∈P

∑
t∈T

E(p,t)g(p,t) ≤ Ecap ∧ Ecap = 0 (4.5)

eNODE also accounts for the intermittency of VRESs and for thermal cycling. As the regional model

accounts for a high temporal resolution, it can easily capture the variability originated from a high VRESs

share. Thus, the model implements energy storage technologies in order to solve the need for flexibility

that an electricity system composed of a high share of VRESs requires. Mathematical descriptions

concerning these constraints including investment of VRESs, thermal cycling, and energy balances for

energy storage are thoroughly described in [12].

4.2 Monte Carlo Analysis

As explained in section 1.1, this thesis looks at identifying the different uncertainties which are associ-

ated with increasing the adoption of solar power. The different uncertainties are correlated to investment

and fuel costs of different technologies. To capture possible future costs, different ranges of investment

costs of both VRESs and energy storage technologies, as well as fuel costs of fueled technologies, were

implemented in the model. As the parameters evaluated in this thesis were organized in a range of val-

ues, a Monte Carlo analysis was conducted to examine the sensitivity of different parameters by varying

the investment cost and fuel cost of different technologies. The analysis ran with a uniform distribution,

to ensure that all values had an equal probability of occurring.

It is important to note that this master’s thesis does not attempt to forecast the future, but rather aims

to understand which uncertainties promote, or prevent, the optimal share of solar power. As a result,

this thesis evaluated the cost-effectiveness of different technologies and thus an extensive sensitivity

approach was adopted for the whole range of parameters. Consequently, as all the parameters ran with

a Monte Carlo analysis, different scenarios regarding an electricity sector composed of a high share

of solar were obtained. The diversity of possible scenario was extremely important when it came to

understand the factors that influence the increase in solar power share in the electricity sector. Thus,

this master’s study identified different trends, which can shape the composition of a future electricity

sector.

4.2.1 Sensitivity Analysis

This master’s thesis conducted an extensive sensitivity analysis of all the parameters studied. Sensitivity

analysis is described by Saltelli et al. [56] as ”the study of how uncertainty in the output of a model (model
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or otherwise) can be apportioned to different sources of uncertainty in the model input”. Thus, conducting

a sensitivity analysis suited the purpose of this study considering that it allowed the evaluation of how

different uncertainties - investment and fuel costs - affect the solar power share while minimizing the

total system cost.

4.3 Input Data

To more effectively answer the research question mentioned in section 1.1, this thesis added financial

data to the pre-existing data in the model. The financial added data was included in two different forms,

investment, and fuel cost. The data was rearranged in gaps of values varying between lower and upper

limits, originally from different sources. The main input data used in this this can be seen in Tables 4.1

and 4.2.

Table 4.1: Main input data of this master’s thesis - Technology investment cost added to the model.

Technology
Investment Cost

Reference
Lower Limit Upper Limit

Solar PV [kC/MW] 200 800 [14]-[8], [15]

Wind Onshore [kC/MW] 800 1500 [14]

Wind Offshore [kC/MW] 1420 2140 [14]

Battery Storage [kC/MWh] 46 225 [14]

Battery Capacity [kC/MW] 40 250 [14]

H2 Storage [kC/MWh] 1 11 [14]-[12]

Fuel Cell [kC/MW] 500 1100 [14]

Electrolyser [kC/MW] 350 700 [14]

Nuclear Power [kC/MW] 4000 6000 [16]-[17]

The lower limit of all the technologies was originally from the Danish Energy Agency (DEA) [14].

For some of the technologies, the upper limit suggested by DEA was relatively close to the lower limit

which would hinder a rich variety of possible scenarios. Consequently, the upper limit from some of the

technologies was based on other sources, which pointed to higher values.

The adopted upper limit for solar PV differed from the one suggested by DEA as their suggestion was

remarkably low. Instead, the upper limit for the investment cost of solar PV, 800 kC/MW, was previously

adopted by Atsmon and Ek Fälth [8] as their base case, which was retrieved from the mid-cost scenario

projection presented by National Renewable Energy Laboratory’s (NREL) Annual Technology Baseline

(ATB) Database for 2018 [15].

The upper limit of wind onshore needed to be adjusted since the wind used in this thesis is 2005

W/m2, which has considerably larger turbines blades6 than the wind used by DEA, and therefore the

5200 W/m2 refers to the ratio between the rotor swept area to the rated power of the turbine.
6Larger diameter.
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investment cost adopted is higher. The increase in the investment cost is justified by higher FLH, char-

acteristic of the wind implemented in the model used in this master’s thesis

In terms of H2 storage investment cost, DEA suggested a very low upper limit. For this reason,

a H2 storage investment cost was assumed with an upper limit of 11 kC/MW, the default value in the

model, which was earlier used in different papers, such [12]. Consequently, the lower limit of H2 storage

represents salt caverns, while the upper limit represents lined rock caverns.

The upper limit of investment cost for both wind offshore and fuel cell was modified so that the

most probable value suggested by DEA was the middle value in the investment cost range used in this

master’s thesis.

When nuclear power investment cost was considered, the investment cost range was set to vary

between 4000 kC/MW and 6000 kC/MW, as used previously by Hirth [16] and Brown and Reichenberg

[17], respectively.

Table 4.2: Main input data of this master’s thesis - Updated fuel cost. Data originally from different sources.

Fueled Technology
Fuel Cost [C/MWh]

Reference
Lower Limit Upper Limit

Hard Coal 4.8 14.7 [18], [19]

Natural Gas 17.1 51.4 [18], [19]

Biomass 30 100 [19] -[20]

Biogas 63 163 [21]

Nuclear 6 [22]

The fuel cost was also implemented in the model as a range. These values are represented in Table

4.2.

The fuel costs of hard coal and natural gas were modified from a static value into a range between

0.5 and 1.5 of the default values in the model, previously used in studies such as [19]. The approach

of ranging a static value into an interval of up 50% and down 50% was already used by Lehtveer et al.

[18]. Consequently, this approach suited hard coal and natural gas fuel cost well, as this thesis does not

aim to precisely predict what happens to these fuels, but rather to understand what the impact of these

fuels getting cheap or expensive have on the electricity sector.

In terms of biomass fuel cost, the cost was set to a range that varies from 30 C/MWh, default values

of the model, and previously used in [19], to the upper limit of 100 C/MWh, which is in accordance

with Bolhàr-Nordenkampf [20]. Biogas is the result of the gasification of solid biomass. This conversion

has an efficiency of 70%. Additionally, it is necessary to account for the gasifier equipment costs.

Consequently, biogas fuel cost ranged according to BiomassFuelCost
0.70 + 20 [C/MWh] [21].

The nuclear fuel cost assumed in this study was in accordance with Lvque [22]. The fuel cost for

nuclear power plants was set as constant, considering that the major uncertainty of these plants is the

investment cost, which is tested in detail by doing a sensitivity analysis.

This master’s thesis re-utilized most data, which was already implemented in the model (appendix
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A.3). The pre-existing data used in the analysis, in terms of annual electricity demand and demand

profile for each technology, is taken from the projections made by ENTSO-E and their assumptions. The

Portuguese electricity demand for 2050 is assumed to be 55.68 TWh, as proposed by ENTSO-E [57].

Additionally, most of the pre-existing economic data are retrieved from the World Energy Outlook by

International Energy Agency IEA in 2014, which is presented in the appendix, see A.3. The pre-existing

data also considered weather profiles [58]–[63].

4.4 Model Scenarios

To better address the research questions presented in section 1.1, this paper evaluates the possibility

for the existence of both expensive batteries storage investment cost and the CCS technologies, as well

as, an industry demand characterized by an increase in H2 demand from electrolysis. Consequently,

this thesis brings together four different scenarios, which are described in detail in Table 4.3.

Table 4.3: The four different case scenarios implemented in this thesis.

Scenario
Battery Storage

Investment Cost [kC/MWh]
CCS

H2

Demand
Runs

Base Case 46-135
x

5331

Expensive Battery 135-225 4671

No CCS Technology
46-135 500

Industrial Demand x x

1 Important to note that the base scenario ran 1000 times; Nevertheless, this the-

sis split the runs (results) according to the battery storage investment cost range.

Consequently, the base scenario results accounted for 533 runs, while the expen-

sive battery scenario considered 467 runs.

Each scenario has its own limitations which include both the accessibility of different technologies

and the analysis of other sectors. For all the scenarios, the financial data remained constant and the

total emission of CO2 was set to zero. All the scenarios have the possibility to utilize nuclear power and

VMSs, such as battery storage and H2 storage. Additionally, a sensitivity analysis was conducted by

varying the nuclear power investment cost. For this case, the model ran 500 times, and used the same

data, both technical and financial, as well as the constraints, as used in the base case scenario.

4.4.1 Base Case

The base case scenario only includes batteries with investment cost ranging from 46 kC/MWh to 135

kC/MWh. This scenario also includes thermal power plants with the possibility of CCS technologies.

There are two possibilities for dispatch power plants associated with CCS, which are associated with

both coal and natural gas: bio-coal CCS and bio-natural gas CCS. This scenario also allows nuclear

power plants and biofuels technologies.
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4.4.2 Expensive Battery

This scenario was initially included in the base scenario, which ran 1000 times. Nevertheless, it was

found that battery storage investment cost had a strong impact on the solar power share. Owing to this,

this master’s study, split the base scenario in two scenarios, varying according to the battery storage

investment cost. One ranging from the lowest value (46 kC/MWh) suggested from DEA to the medium

value (135 kC/MWh) - base scenario 4.4.1 - and other one covering values higher than the medium

value and the highest value (225 kC/MWh) also suggested by DEA - expensive battery scenario.

4.4.3 No CCS Technology

This scenario excludes the possibility of CCS technologies. Yet, nuclear power plants remain an option

in the electricity sector. Furthermore, biofuels gain greater importance in this scenario. Thus, this

scenario investigates how the role of not allowing CCS technologies can impact the carbon neutrality of

the electricity sector, in comparison with the system composition of the base scenario. Additionally, as in

the base scenario, in this scenario battery storage investment cost is set in an interval varying between

46 kC/MWh and 135 kC/MWh.

4.4.4 Industrial Demand

Lastly, this scenario considers an addition of the H2 demand of 15% of the total demand. The addition of

H2 demand is solely ensured by the energy generated from electrolyzer technologies. Furthermore, this

scenario emphasizes how including an increase of H2 production in the industrial sector will impact the

electricity sector, by comparing it with the base scenario. In terms of battery storage investment cost,

the same approach as adopted in the base and no CCS scenarios is used in this scenario, with battery

storage investment cost higher than 46 kC/MWh but lower than 135 kC/MWh.
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Chapter 5

Results

This chapter presents the findings obtained to answer the research questions outlined in section 1.1.

Firstly, Monte Carlo analysis investigates the dependency of both generation mix and the system

LCOE on solar power investment costs for the three scenarios with low battery storage investment

cost presented in chapter 4. In addition, the energy storage technologies capacity is discussed below.

Secondly, the load duration curve of dispatchable technologies for the base scenario is obtained for three

different cases: high solar power share; high solar and wind power share; and high nuclear power share.

The marginal electricity cost1 and how that correlates to the electricity generation mix is investigated

for each case. Lastly, a sensitivity analysis of the investment cost for nuclear power is presented to

understand the nuclear power’s impact on the electricity system.

5.1 Monte Carlo Analysis

The results presented here are mainly dependent on the investment cost of solar power and battery

storage because these two parameters were found to have the highest impact on the solar power share.

However, in the appendix (A.4.2), the impact of other technologies’ investment costs on the electricity

system is also presented.

5.1.1 Solar Power Generation

Solar power share is strongly influenced by the solar power investment cost, as it can be observed in

Figure 5.1. Generally, the solar PV share increases with a reduction in solar power investment cost.

Consequently, high solar PV share is linked to low solar power investment costs while a low solar PV

share is associated with high solar power investment costs. From the graph, it is also possible to deduce

that the solar PV share increases as the battery storage investment cost is lowered (from orange boxes

to yellow boxes).

The two aforementioned trends suggest the existence of synergy between solar PV and battery

storage technologies. Apart from the low solar power investment costs, high solar power shares also

1Cost of producing 1GWh extra of electricity.
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benefit from low battery storage investment costs. An electricity system composed of a considerable

amount of solar power lacks flexibility, which can be addressed by cheap battery storage systems. Thus,

low battery storage investment cost also promotes an increase in solar power share.

Figure 5.1 depicts the range of solar power investment cost, which varies between 200 kC/MW and

800 kC/MW, divided into 12 subintervals of 50 kC/MW. For each of the scenario, the battery storage

investment cost, at different solar power investment costs, is varied within each of the two ranges -

46 kC/MWh to 135 kC/MWh and 135 kC/MWh to 225 kC/MWh. In the base scenario, the average

battery storage investment cost was 91 kC/MWh, while the cost, in the expensive battery scenario, was

approximately 182 kC/MWh.

By looking at the base scenario (yellow boxes), it is possible to conclude that when solar power

investment cost decreases from 800 kC/MW to 200 kC/MW, the solar power share increases by a

minimum of 14% to a maximum of 88%. Regarding the different solar power investment costs, it is also

possible to see that larger uncertainties - higher length of the probability boxes - are associated with

cost varying between 400 kC/MW and 700 kC/MW. Thus, at low (200 kC/MW to 400 kC/MW) and high

(700 kC/MW to 800 kC/MW) solar power investment costs, it is easier to predict what is happening

in the system. When the solar power investment cost is higher than 700 kC/MW, the cost-optimal

solar power share can not surpass 50% of the total electricity generation. On the other hand, when

solar power investment cost goes bellow 400 kC/MW, the solar power share covers at least 50% of the

whole electricity generation. When solar power investment cost is varying between 400 kC/MW and 700

kC/MW, there is huge uncertainty about what is happening regarding other technologies in the electricity

sector.

In the expensive battery scenario (orange boxes), the solar power share is expected to increase

from a minimum of 11% to a maximum of 77%, when the solar power investment cost is lowered from

800 kC/MW to 200 kC/MW. If comparing this scenario to what is happening in the base scenario, it is

possible to conclude that for solar power investment costs higher than 400 kC/MW, the electricity system

does not have the capacity of reaching solar power shares higher than 50%.

Finally, Figure 5.1 conveys that doubling the battery storage investment cost from 91 kC/MWh to 182

kC/MWh promotes a reduction in solar power share. When solar power investment cost is higher than

600 kC/MW, doubling the battery storage investment cost reduces, on average, solar power share by

11%. For solar power investment costs ranging from 350 kC/MW and 600 kC/MW, the reduction in solar

power share is approximately 27%. Finally, when the solar power investment cost is lower than 350

kC/MW, doubling the battery storage investment cost can, on average, reduce the solar power share by

18%.
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Figure 5.1: Probability of solar PV share according to different solar power investment costs for both base case and
expensive battery scenarios. The boxes represent the 25% and 75% percentiles, while the middle line defines the median.
The whiskers represent both the minimum and maximum shares. Furthermore, a comprehensive explanation how to
interpret the graph is presented in appendix A.4.1.

5.1.2 Generation Mix

From the above findings, it is clear that a greater cost-efficiency of solar power share is associated with

both low solar power and battery storage investment costs. Still, there is a need for looking at the entire

electricity generation system to get a better overview of how other electricity generation sources cope

with solar power, which is illustrated in Figure 5.2.

As solar power investment cost gets lower, nuclear power share is also lowered. More precisely,

when the solar power investment cost goes down from 800 kC/MW to 400 kC/MW, the nuclear power

share is lowered from supplying approximately one third of the total electricity generation (32%) to zero.

This is caused by the fact that nuclear power is a baseload power plant. As a baseload power plant,

nuclear power’s flexibility is limited since it cannot easily change the output due to economical, techni-

cal, and security constraints. Thus, nuclear power plants are more cost-beneficial when running at full

capacity for a year, considering that from an economic perspective, it is not justifiable to invest in these

plants as intermediate technologies. For solar power investment cost greater than 750 kC/MW, nuclear

power share exceeds the share of every other power plants composing the electricity sector. For this

very reason, at low solar power investment cost (lower than 400 kC/MW), the electricity system does

not have room to accommodate electricity generated by nuclear power. Consequently, solar power is

complemented by other sources of electricity generation, such as wind power, fossil-fueled power plants

with CCS technologies, and biogas power plants.

Wind power share is lowered by 15% from a maximum of 16.6 TWh/year, when the solar power in-

vestment cost drops from 800 kC/MW to 200 kC/MW. When the solar power investment cost is higher

than 700 kC/MW, wind power is characterized by a higher share than solar power. As solar power be-

comes more costly, wind becomes cheaper than solar power and hence a better option for the system.
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For solar power investment costs varying between 500 kC/MW and 700 kC/MW, wind power is com-

plementing the electricity generated from solar power. When solar power investment cost goes below

500 kC/MW, which represents solar power shares higher than 50%, wind power is outcompeted by solar

power. At these solar power investment costs, even though solar power has lower FLH than wind power

(appendix A.3), it is significantly cheaper than wind power and hence it is more cost-beneficial to invest

in solar rather than in wind power.

From an annual perspective, both fossil-fueled power plants with CCS and biofueled power plants

have an electricity generation close to constant at all solar power investment costs. This results from their

nature of intermediate (fossil-fueled CCS technologies) and peak-load (biogas) power plants. These

thermal power plants only exist in the system to complement other electricity generation sources rather

than becoming the major sources of the system. Bio-natural gas CCS accounts for a share ranging from

approximately 20% to 10%. Higher shares of bio-natural gas CCS are associated with times when the

electricity system accounts for a higher share of nuclear power. As a baseload power plant, nuclear

requires to be complemented by other electricity generation sources. This complementary is well suited

by thermal power plants, such as fossil-fueled power plants with CCS technologies. Bio-coal CCS,

despite of having lower running costs than bio-natural gas CCS, suits better the electricity system when

there is a high need for full-load hours. Hence it accounts for a lower share in the system than bio-natural

gas CCS, reaching a maximum of 5%, only when natural gas becomes more costly. Regarding biogas

power plants, there is a constant share of electricity generation ranging between 1% and 2%, at any

solar power investment cost.

Figure 5.2: Generation mix of the base scenario, which represent the average of the runs within the same solar power
investment cost span. Only data labels for technologies with higher share than solar power are included.

Figure 5.3 depicts the differences in generation mix regarding the three different scenarios: base,

no CCS, and industrial demand. The results here presented assume battery storage investments costs

varying between 46 kC/MWh to 135 kC/MWh, considering that it is of importance to evaluate how battery

storage devices becoming cheaper impacts the cost-optimal share of solar power. Nevertheless, results

for higher battery storage investment cost can be found in appendix (A.4.3 and A.4.4).
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From the electricity generation perspective, solar power share differs between an electricity sector

that allows CCS technologies and one which prohibits them. As it is possible to see in Figure 5.3, when

solar power investment costs are higher than 400 kC/MW, the solar PV share is lower in the no CCS

scenario (middle columns) than in the base scenario (left columns). At these investment costs of solar

power, the balance between nuclear power and VRESs is changed in favour of nuclear and thus it is

more cost-efficient to invest in dispatchable electricity generation sources, such as nuclear and biogas

power plants, than in VRESs. The main reason is the lack of options for the system to invest in. With no

option for CCS technologies, for solar power investment costs higher than 400 kC/MW, the system finds

it more cost-optimal to increase the share of electricity generated from firm sources, which require less

complement. However, when solar power investment costs are lower than 400 kC/MW, the solar power

share in the no CCS scenario is, in fact, higher than in the base scenario. At these reduced solar power

investment costs, together with the few options of electricity generation sources - solar, wind, nuclear,

and biogas power -, it is more cost-efficient to invest in higher capacities of solar power rather than in

other sources.

Generally, in the no CCS scenario, as previously mentioned, dispatchable power plants have major

importance in the generation mix of the electricity system. Nuclear power plants co-exist in the system

at solar power investment costs ranging from 250 kC/MW to 800 kC/MW. For solar power investment

costs higher than 550 kC/MW, nuclear power plants account for at least 50% of the total electricity

generation share and therefore becoming the major source of the whole system. Biogas, which is

typically a peak-load power plant, increases its total share to 5% and hence acts, to some degree, more

like an intermediate-load power plant. Owing to the evident importance of dispatchable technologies,

wind power in the no CCS scenario, remain quite constant at all the solar power investment cost. For

solar power investment costs higher than 700 kC/MW wind power is outcompeted by nuclear power.

Additionally, when solar power investment costs are lower (<500 kC/MW), wind power is outcompeted

by solar power.

The industrial demand scenario (right columns) accounts for similar shares of solar power as the

base scenario. The main reason being is both scenarios having similar constraints. The only difference

is that the industrial demand scenario accounts for the addition of the H2 carrier demand, which does

not result in major changes in the generation mix. Contrary to what happens in both base and no CCS

scenarios, wind power has more importance in the system for higher solar power investment costs. More

precisely, the added H2 demand for electricity to power the electrolyzers can be successfully supplied

by electricity from wind power, as a consequence of the suiting cost structure of a H2 system with low

cost of storage. When the solar power investment is higher than 700 kC/MW, wind power becomes the

major electricity generation source of the whole system. This is the result of H2 being relatively cheap

in comparison to other technologies. H2 storage at these low costs is able to provide important services

in the system, which brings flexibility. Thus, as H2 storage manages well the slower variations of wind

power (relatively to solar power), cheap H2 storage promotes the increase of wind power share in the

system.
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Figure 5.3: Generation mix of three scenarios: base, no CCS, and industrial demand scenario; which represent the
average of the runs within the same solar power investment cost span. Only data labels for no CCS and industrial
demand scenario are included, as well as only technologies with higher share than solar power are included.

5.1.3 System LCOE

Different scenarios are characterized by different parameters, which result in different generation mixes.

Considering that the parameters - allowance of CCS and addition of industrial demand - were of impor-

tance, the system LCOE also varied according to different scenarios. Figure 5.4 shows how the system

LCOE varies both for different solar power investment costs and different scenarios.

By comparing the three different scenarios, it is obvious that the no CCS scenarios account for

the highest values of the system LCOE. The main reason being is that in the no CCS scenario the

system is limited in the types of plants that can be invested in and thus less options results in higher

system LCOE. As a result of less alternative for complement, nuclear and dispatchable power plants,

like biogas, become the cheapest option. Nevertheless, even the cheaper option, nuclear power plants,

as a baseload power plant, are expensive to install and to start to run, while biogas power plants in

this scenario are responsible for a higher share of electricity generated, which make these plants more

costly when they operate at longer duration in the year than what characterizes typical peak-load power

plants. Thus, even thought not as a principal cause for the increase of the system LCOE, the extensive

use of these plants also increases the system LCOE.

In regards to the industrial demand scenario, the system LCOE is lower than in the other scenarios.

In this scenario, the lower system LCOE results from the added H2 demand, which is more flexible than

the base case scenario demand from an economic view, considering that H2 can be stored for longer

periods than electricity.

The difference between the system LCOE in the three scenarios is constant for all solar power

investment costs. This means that CCS technologies and industrial demand is important for the system

LCOE, regardless the investment cost of solar power. Higher capacity undoubtedly results in lower
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system LCOE. Furthermore, it is possible to see that the value of CCS technologies is approximately 4

C/MWh, at any solar power investment cost. On the other hand, the value of an addition of H2 demand

is around 2 C/MWh, which could be higher if electrolyzers, which are needed to convert electricity in H2,

would become cheaper.

Figure 5.4: System LCOE of three scenarios: base, no CCS, and industrial demand scenario; which represent the average
of the runs within the same solar power investment cost.

5.1.4 Energy Storage Capacity

An electricity system with a high share of solar power requires larger amounts of flexibility to shift the

electricity generation from the sunny hours to evenings and nights, which can be addressed by energy

storage technologies. Figure 5.5 shows how varying solar power investment costs, which are associated

with different generations mixes, promote differences in energy storage capacities.

Generally, the total energy storage capacity increases as the solar power investment cost is also

lowered. This reduction varies for different scenarios. In the base case, the battery storage capacity

increases from 24 GWh to 72 GWh, as the solar power investment cost is lowered from 800 kC/MW to a

minimum of 200 kC/MW. For the same decrease in terms of solar power investment cost, in the no CCS

scenario, the battery storage capacity is increased by 65 GWh reaching a maximum of 85 GWh, while

in the industrial demand scenario, the increase in the battery storage capacity is approximately 54 GWh

(until a maximum of 73 GWh).

H2 storage also changes its role in the electricity system according to different scenarios. In the base

scenario, H2 storage is insignificant, considering that there is no major need for storage. It is important to

note, that even though H2 storage is relatively cheap, this technology is characterized by poor efficiency

in converting electricity-H2-electricity. Also, both electrolyzers and fuel cells were considered in this

thesis as expensive technologies (when comparing e.g, with battery storage systems). Consequently,

H2 storage only becomes cost-efficient at times with significant need for storage. The no CCS scenario

results in higher capacities of H2 storage than the base scenario. The main reason being is that in the no
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CCS scenario the electricity system is limited in terms of choices of producing electricity. Hence at times

when biogas power plants are more costly, the system invests in both electrolyzers which run during

sunny times and fuel cells. Finally, H2 storage holds prominent importance in the electricity system

of the industrial demand scenario. This is due to the fact that is more cost-efficient to overinvest in

electrolyzers and build storage, to guarantee that H2 demand does not need to be met by electricity

directly in each hour.

Figure 5.5: Energy storage technology capacity of the three scenarios: base, no CCS, and industrial demand; which
represent the average of the runs within the same solar power investment cost.

5.2 Three Electricity System Cases

For the base scenario, three different cases were studied in detail. These three cases are examples of

different electricity systems, which aim to show large differences between the parameters studied in this

study:

• A case with the highest solar power share;

• A case with high solar and wind power share - composed of 40% solar and 40% wind power;

• A case with the highest nuclear power share.

For these three cases, the differences regarding the load duration curves, generation mix, and the

marginal electricity cost were investigated. The specific input data - technologies’ investment and fuel

cost - for these three cases is presented in appendix (A.4.2.2).

When the solar power share accounts for 88% of the electricity sector, - Figure 5.6 (graph a) -, the

system is both complemented by bio-natural gas CCS and biogas power. The same happens when

the electricity system is composed of 40% solar power share and 40& wind power share - Figure 5.6

(graph b). The main similarity between the load duration curve of these two cases is that both cases are

composed of a high share of renewables, which puts aside the need for baseload power plants, such as

nuclear power.

34



In the highest solar power share case - Figure 5.6 (graph a) -, bio-natural gas CCS is running ap-

proximately 3003 hours in a year, with 2628 hours running at full-load of 0.2 GW, while in the high solar

and wind power share case - Figure 5.6 (graph b) -, bio-natural gas CCS is running approximately 5736

hours in a year, with 1503 hours running at full-load of 3 GW. This means that the generation from

intermediate-load power plants, such as bio-natural gas CCS, is higher in the high solar and wind power

share case than in the highest solar share case, to compensate for the moments when both solar and

wind are operating with low power due to poor weather conditions. Still, as there are few hours with low

VRESs power generation, the required time for bio-natural gas CCS technology to run at its highest ca-

pacity is limited. Biogas power plants are extremely important in electricity systems composed of a high

share of both solar power and VRESs, considering that these plants, as a peak-load power plants, are

the cheapest option when there is only a need for low hours at full-load. These technologies manage the

peaks in demand, which cannot be addressed by bio-natural gas CCS technologies, which are already

running at maximum output. Likewise to bio-natural gas CCS, biogas power runs for higher time in the

high solar and wind power case (5736 hours) than in the highest solar power share case (3003 hours),

in order to compensate for lower hours of running at full capacity in the high solar and wind power share

case.

If the electricity system is composed of 69% of nuclear power, - Figure 5.6 (graph c) -, it is possible

to see that the net load curve (excluding nuclear power), is similar to the other two cases. This means

that, in spite of the electricity system being composed of a major share of VRESs or nuclear power,

there is an intrinsic need for complementary provided from fossil-fueled power plants with CCS and

biogas power plants. The main difference between the three cases is that in the highest nuclear power

share case, nuclear power is responsible for 69% of the total generation. Hence as a baseload power

plant, it requires to be complemented by other thermal power plants. Consequently, the most significant

technologies, in terms of meeting the demand, are CCS technologies. Bio-coal CCS, is the cheapest

option (in comparison with bio-natural gas CCS and biogas) to run larger hours in a year at full-load

capacity, which suits the need of nuclear power plants being complemented. As the bio-coal CCS runs

for approximately, 3075 hours in a year at full capacity of 5 GW, bio-natural gas CCS, in the highest

nuclear power share case, runs for lower hours at full capacity (1130 hours), when compared with the

other two cases. Additionally, at times when more power is needed than what is produced by nuclear,

bio-coal CCS, and bio-natural gas CCS, biogas power plants can contribute to filling this void.
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Figure 5.6: Load duration curve of dispatchable technologies for different shares regarding solar PV, nuclear power, and
VRESs. The graph a represents the case with the highest solar power share (88%); The graph b) represents the case
with high solar and wind power share (40% each); The graph c) represents the case with the highest nuclear power share
(69%).

The generation mix of each case is illustrated in Figure 5.7, which describes the variety in the elec-

tricity system composition regarding the share of solar power, nuclear power, and VRESs.

As Figure 5.7 indicates, in the highest solar power shares case, the system only needs to be com-

plemented sporadically, which suits biogas power plants very well due to their peak-load nature. In an

electricity system composed of a solar power share of 88%, it is common to have hours when the gener-

ation exceeds the demand and hence the surplus goes into charging the batteries. Batteries guarantee

30% of the annual electricity demand. The same happens with an electricity system composed of high

solar and wind power share. In case of high solar PV and wind power share, the system is greatly

accounted for by bio-natural gas CCS technologies and biogas energy sources. Regarding energy stor-

age technologies, 8% of the annual consumption is guaranteed by battery storage. At long periods of

wind, excess wind power is stored. Consequently, H2 storage, which better handles wind fluctuations, is

responsible for approximately 0.5% of the total annual consumption.

On the contrary, in the highest nuclear power share case, the system is mainly composed of nuclear

power, which results in other electricity source technologies being outcompeted. Yet, there are times

when the system needs help to successfully meet higher demands. In this case, the system has little

room for VRESs (when compared with the previous two cases) due to their intermittency, and thus

dispatchable power plants, such as fossil-fueled thermal power plants with CCS technologies and biogas

power plants, better complement nuclear power generation.
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Figure 5.7: Electricity generation mix and energy storage capacities varies with different shares of solar, nuclear, and
VRESs. The data labels for sources with lower than 1% of the total generation were excluded.

Regarding the generation mix, seasonal differences can also influence the composition of the sys-

tem. For each case, both the first three weeks of January and August were considered when exploring

the differences between winter and summer, respectively. The differences in the generation mix between

winter and summer result in differences regarding the marginal electricity cost.

Figures 5.8, 5.9, and 5.10 depict that the total daily demand is clearly higher during winter than during

summer, which can be explained by the fact that in the summer there is not the same need for heat

technologies and light to compensate for the dark and cold days prevalent during winter. Also, the daily

demand is higher during the day than the night, with peaks both on weekdays and also between the work

hours. Winter seasons are characterized by higher peaks in solar power generation, considering that

this type of solar panels (PV) decrease their efficiency when exposed to high temperatures (summer).

Figures 5.8 and 5.9 illustrate that for electricity composed of a high share of VRESs, regardless of the

season, a big part of the electricity generation is powered by solar power. The functionality of the system

is also strongly dependent on battery storage systems, as they store the surplus of electricity generated

to later use. In the highest solar power share, during winter - Figure 5.8 (graph a) -, the system also

includes complements such as wind power and biogas power, which well fit situations when the need for

the complement is only occasional. In the high solar and wind power share case - Figure 5.9 -, the wind

goes from being only a complement to being the major electricity source of the system. Additionally,

due to the existence of long periods of high wind, the excess can be stored in fuel cells for later use. To

compensate the times when both solar and wind are operating at low power, the complement, despite

of including biogas power plants, also includes CCS technologies.

In the summer, CCS technologies and biogas are partly replaced by higher generation of solar power.

More precisely, in an electricity system composed of 88% of solar power share, in the summer - Figure

5.8 (graph b) - the synergy composed of solar power and batteries solely guarantees the functionality of

the electricity sector. The same synergy also plays an important role during the summer in an electricity

system composed of high solar and wind power share - Figure 5.9 (graph b). However, this synergy only
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replaces the peak power generated, during the winter, by biogas power plants. This is explained by the

fact, that there is an inherent complementary provided by CCS technologies, that compensate periods

when both solar and wind power are not being generated at required levels to meet the demand.

When the electricity system composed of a high share of nuclear is considered - Figure 5.10 -, 69%

of the total electricity generation originates from nuclear power. Consequently, the generation mix of

this case differs from the previous two, which is explained by the fact that nuclear power as a base

load power plants, is better complemented by other thermal power plans than VRESs. In both seasons

the scarce power generated from VRESs is instantaneously used, considering that the high importance

of thermal power plants in this type of electricity system limits the role of VRESs due to their inherent

intermittency.

Regardless of the electricity system’s composition, the marginal electricity cost is lower during the

summer than during the winter. Owing to this, higher marginal electricity cost is associated with cold

months - winter -, considering the inherent need of the system being complemented by dispatchable

technologies - fossil-fueled power plants with CCS and biogas power plants -, which have a consider-

able high start and running costs. However, as there is a constant need for bio-natural gas CCS to

complement an electricity system composed of 40% of solar power share and 40% of wind power share

- Figure 5.9 -, the seasonal differences regarding the marginal electricity cost are not accentuated as

depicted in Figure 5.8.

During the summer, as possible to see in Figures 5.8 and 5.9, due to peaks in solar power generation,

the systems extensively use battery facilities which reduces the marginal electricity cost. Still, at times of

excess of solar power generation, the system is very likely to curtail some solar power and the marginal

electricity cost gets absolutely low, close to zero.

In an electricity system composed of high share of nuclear power - Figure 5.10 -, despite the marginal

electricity cost being also lower during the summer than during the winter, the summer does not experi-

ence such low marginal electricity costs as electricity systems composed of high share of VRESs. This

is a consequence of the system being composed of 69% of nuclear power, which as a baseload power

cannot easily change its output, considering different economical, technical, and security constraints.

Additionally, nuclear power puts aside the need for high levels of electricity generated from VRESs.

During times of extra need of power generated, the system prefers to invest in bio-coal CCS instead of

in more VRESs’ capacity, which undoubtedly is associate with higher marginal electricity cost than the

marginal electricity cost associated with VRESs.
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Figure 5.8: Seasonal generation mixes and marginal electricity cost for the highest solar power share case. Graph a)
depicts the dispatch graph and marginal electricity cost of the first three weeks of January; Graph b) illustrated the
dispatch and marginal electricity cost of the three first weeks of August.

Figure 5.9: Seasonal generation mixes and marginal electricity cost for the high solar and wind power share case. Graph
a) depicts the dispatch graph and marginal electricity cost of the first three weeks of January; Graph b) illustrated the
dispatch and marginal electricity cost of the three first weeks of August.

Figure 5.10: Seasonal generation mixes and marginal electricity cost for the highest nuclear power share case. Graph
a) depicts the dispatch graph and marginal electricity cost of the first three weeks of January; Graph b) illustrated the
dispatch and marginal electricity cost of the three first weeks of August.

5.3 Sensitivity Analysis: Nuclear Power Investment Cost

The results presented above account for a constant nuclear power plant investment cost of 4124 kC/MW.

However, as few nuclear power plants are built due to different societal concerns (proliferation) and en-

ergy sustainable perspectives, the investment cost of these power plants becomes uncertain. In this
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sensitivity analysis, the electricity system is modeled with a nuclear power investment cost of between

4000 kC/MW and 6000 kC/MW. It was investigated how either lowering or increasing investment costs

can influence different shares (solar, wind, and nuclear) and the system LCOE. The results are pre-

sented through a normalized nuclear power investment cost, which varies between 0.8 and 1.2, where

1 corresponds to 5000 kC/MW, which corresponds to the middle value.

The impact of the nuclear power plant investment cost on the share of different electricity generation

sources is shown in Figure 5.11. It is possible to see that nuclear power is outcompeted when its

investment cost is above 5250 kC/MW (1.05), which means that the system does not have room to

accommodate nuclear power. An increase of nuclear power investment cost from 4000 kC/MWh to

5250 kC/MW results in an increase of solar power share from 42% to 46%. At the same values, the

wind power share is increased from 27% to 34%. However, even though the VRESs share increases

as a consequence of nuclear power becoming more expensive to be invested in, the increase in VRESs

share is not as much as could be expected. This can be explained by the fact that the investment cost

of VRESs remains quite constant for a nuclear power investment cost between 4000 kC/MW and 5250

kC/MW (0-1.05) (see appendix A.4.5). Consequently, apart of VRESs share being stimulated by higher

nuclear power investment cost, it is also strongly dependent on the VRESs investment cost.

Varying the nuclear power investment cost does not impact the system LCOE, regardless of the

impact on the VRESs share. In fact, different nuclear power investment costs do not influence the results

in terms of system LCOE. As system LCOE remains constant at all the nuclear power investment costs,

electricity systems characterized by different nuclear power investment costs are equivalent from the

model perspective.

Figure 5.11: Sensitivity analysis on nuclear power plant investment cost and the impact on solar PV, wind, and nuclear
power share, as well as on the system LCOE. Only results for nuclear power investment cost varying between 4000
kC/MW and 5250 kC/MW (0.8 and 1.05, if considered the normalized form) are represented, considering that nuclear
power is outcompeted when its investment cost surpasses 5250 kC/MW.
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Chapter 6

Discussion

This chapter discusses the findings of section 5. Further, it contrasts this master’s thesis’ findings to

previous findings in the previous studies described in section 3.3. Finally, the limitations of this master’s

thesis are also discussed together with suggestions for future work.

6.1 The Value of Solar Power

Solar power investment cost was found as being the major uncertainty of solar becoming the major elec-

tricity supplier in the electricity system. Battery storage investment cost was also identified as having

a prominent role in determining the solar power share. More precisely, this master’s thesis found that

doubling the battery storage investment cost from 91 kC/MWh to 182 kC/MWh promotes a reduction

in solar power share by an average of 18%. Consequently, high solar power share also benefits from

lower investment cost of battery storage systems, which emphasizes a synergy between these two tech-

nologies. In essence, lower solar PV investment costs promote an increase in solar power generation.

Higher solar power shares require short-term flexibility solutions to guarantee a functional electricity

system. This calls for shifting solutions as storage capacity, a characteristic of battery storage systems.

Battery storage technology is primarily stimulated by EVs. Nevertheless, and if the solar power market

continues to grow, which is strongly correlated to low solar power investment costs, the battery storage

technology development is also likely to be promoted by higher solar shares.

This master’s study also depicted some differences regarding the generation mix. Intermediate-load

peak power plants, such as bio-natural gas and bio-coal CCS, and peak-load power plants, such as

biogas, are found as having an electricity generation close to constant for any solar power investment

cost. This is explained by the fact that these types of plants, which have considerable high running

costs, better fit the system only as a complement and hence they are needed about as much in a solar

dominated electricity system as in a system with high nuclear and wind power shares. In none of the

cases considered in this thesis, electricity from pure biomass was generated. The main reason is that

biomass is outcompeted by the fossil-fueled power plants with CCS and hence is never cost-efficient at

any of the technologies’ investment and fuel costs considered in this thesis.
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Wind power was found to co-exist with solar power at any solar power investment cost. Even though

wind has higher FLH than solar power, the system only gets a higher share of wind power when the

solar power investment cost is higher than 700 kC/MW.

Seasonal differences in generation mix also result in differences regarding the marginal electricity

cost. The marginal electricity cost is lower in the summer than during the winter, considering summer’s

favorable weather conditions for solar power generation. During the hot months, there are times with

vast electricity production of solar power, which at times is either stored or curtailed. As a consequence,

the marginal electricity cost is lowered. More precisely, when the electricity system curtails solar power,

the marginal electricity cost goes down to low values, approaching zero.

6.1.1 Special Parameters: CCS Technologies, Industrial Demand, and Nuclear

Power Investment Cost

Not allowing CCS technologies in the electricity system results in a lack of options for the system to

invest in. Hence when solar power investment costs are higher than 400 kC/MW, it is more cost-efficient

to invest in nuclear and biogas power plants, considering that these sources need less complement than

solar power (and VRESs in general). Yet, when the solar power investment cost is reduced to values

lower than 400 kC/MW, this trend is reversed. As the solar power investment cost is relatively low, for

the same electricity demand, it is cost-beneficial to increase the capacity invested in solar than in other

technologies. Removing options for electricity generation sources always results in higher system LCOE

and consequently, the system LCOE under these restrictions increases by 4 C/MWh - CCS technologies’

value.

An addition in H2 demand by 15% of the total electricity demand, does not significantly change

the composition of the electricity sector. Yet, when combining the electricity and industry sectors, it

is possible to see that wind power is extremely important at high solar power investment costs (>700

kC/MWh if considered industrial demand scenario). This is a consequence of the added H2 at low costs

being able to provide great flexibility to the system, which well handles the variation of wind power and

thus promotes wind power share to increase. H2 storage works both as a complement and absorbing

solution. An increase in industrial demand for H2 lowers the system LCOE by 2 C/MWh - industrial

demand’s value.

On the contrary, nuclear power, in spite of influencing the shares of both solar and wind power,

does not impact the system LCOE. Nuclear power plants only fit the electricity system at times when

solar power needs more than being sporadically complemented, which is associated with greater solar

power investment costs (>400 kC/MW if considered the base scenario). Additionally, regardless of

other technologies’ investment costs, the electricity system does not accommodate power originates

from nuclear, when nuclear power investment cost surpasses 5250 kC/MW. At these costs, nuclear

power is outcompeted by other electricity generation sources.
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6.2 Comparison with Previous Studies

Frew et al. [5] suggest that in 2050, the total electricity generation in USA may be composed of 55%

solar power, which is in accordance with the findings of Cole et al. [55]. On the contrary, this master’s

thesis found that, for a low investment cost in solar power (200 kC/MW) and batteries (91 kC/MWh),

the electricity system can be composed of 88% solar power. Additionally, Frew et al. [5] describe that

an increase in solar share in the electricity system leads to a reduction in the electricity price. In the

same way, this master’s thesis also witnessed that the marginal electricity cost becomes lower for higher

solar power shares in the system, which is strongly associated with moments of either energy stored in

batteries or electricity curtailment.

In accordance with Victoria et al. [6], this master’s study also suggests that batteries are essential

for maintaining a functional electricity system composed of a high share of solar PV in a cost-efficient

way. In regards to H2 storage, this master’s study found that in addition to being a good fit for the power

fluctuations commonly experienced from wind power, H2 storage is also important at times when VRESs

constitute the majority of the system requiring storage, if biofuels are expensive, or there is an increase

in the H2 carrier demand.

Additionally, this master’s thesis agrees with Schlachtberger et al. [7], by demonstrating that when

the battery storage investment cost is on average 91 kC/MWh, the system LCOE cost decreases linearly

from 60 C/MWh to 48 C/MWh, while the solar power investment cost is lowered from 800 kC/MW to

200 kC/MW.

This master’s thesis also looks at the system LCOE like Atsmon and Ek Fälth [8] do. The authors

found that lower investment cost of both solar power and battery technologies have a large impact on the

system LCOE. In the same way, this master’s thesis found that by decreasing the solar power investment

cost from 800 kC/MW to 200 kC/MW, for a battery storage investment cost, on average, lower than 91

kC/MWh, the system LCOE is lowered by 24%. Furthermore, when a higher amount of H2 demand is

accommodated in the electricity system, the system LCOE can reach a minimum of 46 C/MWh. The

marginal electricity cost is lower for high solar PV generation, which this thesis shows is being caused by

low solar power and battery storage investment cost. For an electricity system composed of high share

of solar power, due to the excessive electricity storage and curtailment, the marginal electricity cost can

approach zero during periods of several weeks during the summer season.

Finally, Villar et al. [9] suggest that at the residential level, the existence of synergy between solar

power technologies and batteries can promote the acceptance of solar power in the electricity system.

This thesis also confirms the importance of this synergy, albeit at a utility application, by solving the

mismatch of demand profiles and solar PV generation.
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Chapter 7

Conclusions & Future Work

This master’s thesis has outlined which uncertainties are associated with solar becoming the major

electricity generation source in the electricity system in 2050 in a country with favorable conditions for

solar power generation, such as Portugal. This study found that:

• Solar power becomes the major electricity generation source of the electricity sector when 1)

the battery storage investments cost is, on average, lower than 91 kC/MWh; 2) the solar power

investment cost is lower than 650 kC/MW.

• Solar power investment cost was found to be the major uncertainty for increased dependence

on solar power in the electricity sector. Still, low battery storage investment costs stimulate an

increase in solar power generation. Nuclear power plant investment costs also influence the solar

power share.

• The system LCOE is lowered as a result of the increase in solar power share. When solar power

investment cost is reduced from 800 kC/MW to 200 kC/MW, the system LCOE is reduced by 2%

per every 50 kC/MW, to a minimum of 48 C/MWh.

• The increasing dependence on solar power in the electricity sector is promoted by, and also pro-

motes, the use of battery storage to ensure the load balance. At times when the demand cannot

be ensured by only solar PV and the excess of energy stored in the batteries, CCS technologies

and biogas power plants become important, due to their intermediate and peak-load power plant

nature. Nuclear power plants become important at solar power investment cost higher than 400

kC/MW, due to the intrinsic need for more constant output generation provided by these baseload

power plants.

• For solar power investment costs higher than 700 kC/MW, wind power starts to account for a

higher share in the electricity sector than solar. At solar power investment costs ranging between

700 kC/MW and 500 kC/MW, wind power is complementing solar power generation. Due to the

major difference in the investment cost of the two VRESs, wind power is partially outcompeted by

solar PV, at solar power investment costs varying between 500 kC/MW and 200 kC/MW, and thus

at high solar PV share.
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Doubling the battery storage investment cost from 91 kC/MWh to 182 kC/MWh decreases the solar

power share by 18% on average. Forbidding CCS technologies stimulates the solar power generation,

as long as the solar power investment costs are lower than 400 kC/MW. Nevertheless, the system LCOE

is higher in the absence of these technologies, increased by a total of 4 C/MWh. The main reason for the

increase is a decrease in options available in the system and an increasing dependence both on nuclear

and biogas power. An exogenous demand for H2 encourages an increase in wind power generation

by providing greater flexibility to the electricity system. Due to the relatively low cost of H2 storage, an

addition of H2 demand was found to lower the system LCOE by 2 C/MWh, to a minimum of 46 C/MWh.

Finally, this master’s thesis found that increasing the nuclear power investment costs to values higher

than 5250 kC/MW, results in the electricity system not having room to accommodate nuclear power

generation.

7.1 Future Work

From the analysis performed by this thesis, it is clear that there are still some limitations that could be

addressed in future research.

In Monte Carlo analysis, only a uniform distribution was used. Using other types of distribution could

impact the results. By doing so, it could be set which uncertainties, in regards of both investment and fuel

cost, would be more probable, on the contrary to what took place in this thesis, with equal probability for

any cost. More specifically, the average results, regarding the cost estimations, would be more accurate.

Nevertheless, this would also depend on how precise the estimations on the distributions would be.

This master’s thesis also did not investigate the land availability in regard to VRESs implementation

in such detail, which undoubtedly would be an interesting parameter. Land availability could be a limited

factor regarding suitable places for VRESs and thus the absolute amount of capacity of a certain VRESs.

Including the possibility of inter-regional transmission could also influence the generation mix and

hence the system LCOE. Allowing transmission would first of all reduce the need for large investments

in a specific geographical location. Since the investment would be distributed by different areas and not

concentrated in a specific one, the system LCOE would likely be lower. On the other hand, transmission

could, to some extent, reduce the share of solar generation in the electricity sector. The main reason is

the possibility of transmission which promotes an increase in wind generation since it smoothens wind

fluctuations.

In regard to CO2 emissions, this study set a cap of zero total emissions. Nevertheless, including a

cap that is either positive or negative would evoke other electricity system compositions. For instance,

a positive cap of CO2 emissions, would allow fueled power plants to run without being associated with

CCS technologies. It would be expected that natural gas would become more important than coal in

this scenario, considering that natural gas power plants are intermediate-load power plants. This would

decrease the system LCOE. Contrary, if the cap would be set as negative, the CCS technologies would

go from complement electricity generation sources to one of the major sources of the electricity system

and hence the system LCOE would get higher due to their high investment and running costs.
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The eNODE model, as a green-field cost optimization model, did not look at the current electricity

sector. Nevertheless, including already installed capacity in the system, e.g. hydropower, could impact

the future electricity composition, by reducing the already high need for the synergy composed of solar

power and batteries.

Finally, this master’s thesis just considered two sectors namely electricity and, albeit in not such

detail, the industry sector. At the same time, the demand in this study was defined as exogenous

to the model and inelastic. Yet, the electrification of other sectors, or a change in societal behavior,

would impact the electricity demand. Consequently, studying the possibility of coupling these different

sectors could also be of importance. As an example, in the case of electrification of the transport sector,

changes in the electricity grid can be expected. EVs require electricity to be charged and thus the

electricity demand would increase. However, EVs are also likely to stimulate an increase in prosumers

and therefore less electricity from the grid would be used. EVs would be expected to reduce the need for

stationary batteries, as the vehicles in itself works as a battery. Thus, due to the cheap battery storage

systems that EVs incorporate, these vehicles would result in higher flexibility of the electricity system for

accommodating higher shares of VRESs.
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Appendix A

Appendix

A.1 Levelized Cost of Electricity

A.1.1 System LCOE

System LCOE is defined as the total system cost dividing by the total demand.

System LCOE =
SystemTotalCost

TotalDemand
, [e/MWh] (A.1)

A.1.2 Technology LCOE

Technology LCOE is defined as being the cost of producing one unit of electricity. Thus, technology

LCOE, which strongly depends on different cost, is set as:

Technology LCOE =
C inv ×A

t× capacityfactor
+OM v +

OM f

t
+
C fuel

η
, [e/MWh] (A.2)

A.2 Model

A list of the sets, variables, and parameters implemented in the model used in this master’s thesis.

Important to note, that this list only considers the range of factors more relevant to this very master’s

thesis. Nevertheless, as previous mentioned, it is possible to find a detailed mathematical description of

the model in [12].
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Table A.1: Sets (upper-case), parameters (italic upper-case), and variables (italic
lower-case) implemented in the model used in this master’s thesis.

Sets

P Electricity Generation Technologies1

H2 Hydrogen Production Technology2

T Timesteps

Parameters

Cinv Investment Cost of a Technology [C/kW]

Cfuel Fuel Cost [C/MWh]

CCCS CCS Technologies Cost [C/MWh]

Del Electricity Demand [MWh/h]

DH2 Hydrogen Demand [MWh/h]

η Efficiency

OMf Fixed Operation and Maintenance Cost [C/kW]

OMv Variable Operation and Maintenance Cost [C/MWh]

Ecap Cap of CO2 Emissions [GtCO2]

E CO2 Emission [GtCO2]

A Annuity Factor

Variables

g Electricity Generated [MWh/h]

xelec Hydrogen Generated [MWh/h]

i Investment [kW]

socH2 State of Charge - Hydrogen Strorage [MWh/h]

ccycl Cycling Cost [C]

ctot Total System Cost (objective value) [C/year]

1 Combination of dispatch energy sources and VRESs. VRESs are

composed of 12 different types of wind onshore power, wind offshore,

and solar PV.
2 Electrolysers
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A.3 Input Data

The pre-existing input data in the model which was used in this master’s thesis. The data accounts for

fuel properties, as well as economical and technical data for different technologies.

Table A.2: Pre-existing fuels properties in the model.

Fuel Carbon Intensity [kg/MWh]

Hard Coal (H) 25.93

Natural Gas (G) 15.68

Biomass (W) 30.681

Nuclear (U) 0

Biogas (WG) 15.681

1 Biomass and biogas, as biofuel technologies

are carbon-neutral. Still the carbon intensity

is required to calculate the negative emissions

for the biomass when used in combination with

CCS technologies.

Table A.3: Pre-existing VRES economic and technical properties in the model.

Lifespan [yr]
OM var

[C/MWh]

OM fix

[C/kW/yr]
FLH [hr/yr]

Wind Onshore1 30 1.1 12.6 3259

Wind Offshore 30 1.1 36.0 4196

Solar PV 40 1.1 6.5 1732

1 Only wind onshore 200 W/m2.

Table A.4: Pre-existing H2 and battery devices economic and technical properties in the model.

Lifespan [yr]
OM var

[C/MWh]

OM fix

[C/kW/yr]
η[%]

H2 Fuel Cell 10 3.0 55.0 501

H2 Electrolyzer 20 0 18.0 792

Battery Energy 25 0 20.0 922

Battery Power 25 0 0.54 1001

1 Efficiency of discharge.
2 Efficiency of charge.
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A.4 Results

This section presents additional data obtained in this study. It is given the impact of different technologies

investment and fuel cost on the solar PV share. Also for each scenario, two tables reflect the cost of

different technologies associated with a specific solar power investment cost. Finally, it is shown the

annual generation for each of the three cases studied in the base scenario: high solar share; high

nuclear share; and high VRESs share.

A.4.1 Probability Plot

Figure A.1: Box plot interpretation.

Minimum value is the least value.

Q1 is the lower quartile. Hence, higher values than Q1 have 75% probability to occur, while lower values

are associated to 25% probability to occur.

Median is the middle value, and thus both higher and lower values than median have 50% probability to

occur.

Q3 is the higher quartile. Hence, higher values than Q3 have 25% probability to occur, while lower

values are associated to 75% probability to occur.

Maximum value is the highest value.
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A.4.2 Base Scenario

Note that in this section the results for the expensive battery scenario are also included - high battery

storage investment cost.

A.4.2.1 Impact of Different Technologies’ Investment and Fuel Cost

Figure A.2: Impact of solar PV investment cost on the solar PV share in the base scenario for low and high battery
storage investment cost.

Figure A.3: Impact of the different technologies’ investment cost on the solar PV share in the base scenario.
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Figure A.4: Impact of the different technologies’ fuel cost on the solar PV for the base scenario.

Figure A.5: Base scenario: Generation mix and system LCOE at high battery storage investment cost. Only data labels
for technologies with higher share than solar power are included.
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Figure A.6: Base scenario: Energy storage technology capacity and time required to charge and discharge a battery at
high battery storage investment cost.
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A.4.2.2 Special Cases

Figure A.7: Annual electricity generation in the highest solar power share case.

Figure A.8: Annual electricity generation in the high solar and wind share case.

Figure A.9: Annual electricity generation in the highest nuclear power share case.
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A.4.3 No CCS Technology Scenario

Figure A.10: No CCS Scenario: Impact of solar PV investment cost on the solar PV share for the low and high battery
storage investment cost case.

Figure A.11: Impact of the different technologies’ investment cost on the solar PV share in the no CCS technology
scenario.
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Figure A.12: Impact of the different technologies’ fuel cost on the solar PV for the no CCS technology scenario.

Figure A.13: No CCS Scenario: Probability of solar PV share according to different solar power investment costs for both
low and high battery storage investment cost cases.
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Figure A.14: No CCS Scenario: Generation mix and system LCOE at high battery storage investment cost. Only data
labels for technologies with higher share than solar power are included.

Figure A.15: No CCS Scenario: Energy storage technology capacity and time required to charge and discharge a battery
at high battery storage investment cost.
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A.4.4 Industrial Demand Scenario

Figure A.16: Industrial Demand Scenario: Impact of solar PV investment cost on the solar PV share for the low and high
battery storage investment cost case.

Figure A.17: Impact of the different technologies’ investment cost on the solar PV share in the industrial demand sce-
nario.
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Figure A.18: Impact of the different technologies’ fuel cost on the solar PV for the industrial demand scenario.

Figure A.19: Industrial Demand Scenario: Probability of solar PV share according to different solar power investment
costs for both low and high battery storage investment cost cases.
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Figure A.20: Industrial Scenario: Generation mix and system LCOE at high battery storage investment cost. Only data
labels for technologies with higher share than solar power are included.

Figure A.21: Industrial Demand Scenario: Energy storage technology capacity and time required to charge and discharge
a battery at high battery storage investment cost.
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A.4.5 Sensitivity Analysis: Nuclear Power Investment Cost

Figure A.22: Sensitivity analysis on nuclear power plant investment cost and its effect on total electricity generation
mix. The transparent column with red border represents the average generation mix of the base scenario for the nuclear
power investment cost of 4124 kC/MW.
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