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Abstract

Early detection of lung cancer has been shown to significantly improve patient survival. Apart from lesion detection, tumour segmentation is critical for developing radiomic signatures. In this work, we propose a novel hybrid approach for lung lesion detection and segmentation on CT scans, where the segmentation task is assisted by prior detection of regions containing lesions. For the detection task, we introduce a 2.5D residual deep convolutional neural network (CNN) working in a sliding-window fashion, whereas segmentation is tackled by a modified residual U-Net with a weighted-dice plus cross-entropy loss. Experimental results on the LIDC-IDRI dataset and on the lung tumour task dataset, within the Medical Segmentation Decathlon, show competitive detection performance of the proposed approach (0.902 recall) and superior segmentation capabilities (0.709 dice score). These results confirm the high potential of simpler models, with lower hardware requirements, thus of more general applicability.
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1. Introduction

1.1. Lung Cancer and Radiomics

Lung cancer is the most prevalent cancer in men and the third most common cancer in women, being the worldwide leading cause of cancer death (∼2 million cases per year with a 60% mortality rate). It is well known that early detection and subsequent follow up play a key role in improving treatment outcomes, including survival rates [27]. Screening trials have been implemented using low-dose thoracic computer tomography (CT) scans, and have now become the standard practice for early nodule detection. Specifically, the National Lung Screening Trial has shown that patients who are screened with thoracic CT have a 15-20% increase in survival rate when compared to patients who underwent standard chest X-ray imaging [30]. In parallel, a variety of software has been developed and approved by the Food and Drug Administration (FDA) aiming at improving workflow efficiency and performance in early detection of lung lesions on thoracic CT scans, namely by focusing on detecting and characterizing nodules [5].

The large datasets arising from those efforts together with the advent of high-performance computing have enabled the development of the field of radiomics. It is now possible to extract high-dimensional features from medical images, the so-called radiomic signatures, which, combined with machine learning methods, are used to predict cancer-related outcomes [7]. The segmentation of volumes of interest (VOI) around lesions, and possibly sub-regions (i.e., habitats) within the tumour, is critical in the radiomics pipeline [20], as radiomic features are extracted from the VOI. Therefore, the development of semi- or fully-automated methods is of great value in clinical application, to avoid the intrinsic inter-reader variability of human segmentations [21, 22]. Moreover, manual detection and segmentation of lung nodules/tumours require a high amount of tedious, expensive, and time-consuming work by human experts (radiologists) [7, 23]. Automatic tools can thus be extremely useful in daily clinical work, where the tasks of detection of pulmonary lesions and segmentation of lung tumours both require an undesirably high level of manual processing [22]. These tools promise to play a pivotal role in increasing the quality of early cancer detection and diagnosis.

1.2. Deep Learning for Medical Image Analysis

Generic object detection and image segmentation are old problems, with an extremely vast literature, and to which many different image processing tools have been applied. A recent trend in these tasks is to resort to machine learning (ML), which allows
designing algorithms that “learn” to solve the problem from examples provided by experts; a particular class of ML techniques, known as deep learning (DL) [11, 17, 20], has been found particularly effective in solving demanding image analysis tasks, such as image classification, object detection, and image segmentation. These tools are expected to substitute or complement human-intensive procedures, allowing for the fast analysis of large collections of images and reducing human-caused variability [23]. Technological advances, namely high-end graphical processing units (GPUs) and central processing units (CPUs), and new learning algorithms, together with the increasing availability of large amounts of data, has led DL to unprecedented success and many are the studies that use such technology for several tasks medical imaging [26].

Deep convolutional neural networks (DCNNs) are a particular type of DL architecture that has shown promising results in several medical imaging tasks [11, 26]. Yet, these models face several major challenges within this field [11]. Training DCNNs requires large amounts of labelled data, which is inherently difficult to obtain in the medical domain, due to the limited availability in both expert annotation and data of lesions throughout their several stages. This is a crucial aspect, since the use of insufficient amounts of training data is known to increase the risk of overfitting [7], i.e., of obtaining a model that performs well on the training data, but generalizes poorly when applied to unseen cases. Furthermore, the sheer amount of variation between acquired images [20], due both to the inherent disparity in the acquisition process, as well as the multiple possible medical imaging machines used for the acquisition [7, 20], lead to a high probability of overfitting to specific features that are not shared by all images in the dataset [7, 11]. To overcome this problem, several strategies have been proposed: data augmentation [11, 24], where more data is artificially created by modifying existing data; dropout, where each hidden neuron has a probability of being set to zero, therefore not contributing for neither forward or backpropagation in each iteration through the training set [29]; other regularization techniques, such as $\ell_1$ and/or $\ell_2$ regularization of the weights of the DCNN.

In the particular case of medical imaging, it is common to deal with 3D images (volumes), which is usually the case in CT scans. However, several approaches have only relied on models which use information from single slices of the original volume to perform their tasks, therefore ignoring the intrinsic 3D nature of the data [20]. Recently, there has been increased interest in using 2.5D models, which are based on multiple slices of the image data [11], as well as in using pure 3D architectures, where the convolution operations of the DCNN are performed on the 3D data [6]. Although there are clear advantages in using 3D DCNNs, there are also severe limitations, due to very high GPU memory requirements and higher potential for overfitting [15]. Finally, DCNNs with skip connections (also known as residual connections) have been extensively used for image classification and object detection [34, 13], and have also played a significant role in improving the segmentation performance in several medical imaging applications [1, 9].

1.3. Lung Nodule Detection and Segmentation
Several DCNNs have been applied to lung nodule detection with very good results [8, 32, 2]. However, most of the architectures used had been originally developed for object detection on colour images, a task characterized by an extremely large number of classes [34]. Therefore, those architectures are very hard to train (e.g., they include several hyper-parameters that need to be fine-tuned), requiring very long training times involving huge amounts of computation [34, 14]. To adapt those architectures to the different requirements of medical imaging tasks, several works have proposed to add deconvolution layers to extend the resolution of the feature map [8, 32], as well as using ensemble methods within a boosting approach [25] for the classification sub-network, which may also lead to increased overfitting to the training set [32].

The use of DL for lesion segmentation has also recently flourished [23], specifically using models based on the U-Net [24], which is a DCNN with two components: an encoder path, which produces a high-density low-resolution feature map; a decoder path, which translates the feature map into the final segmentation. Image segmentation is an extremely challenging task when applied to tumours, not only due to the high morphological and phenotypic heterogeneity of lesions, but also to the small amount of labelled data available (which is even more critical in the presence of that high heterogeneity). Recent work has used 3D architectures with input size reduction by using cascaded models [15]. Other recent approaches have also tried to perform a voxel-by-voxel classification using DCNNs; however, this has an extremely high computational cost [31].

1.4. Proposed Approach
To move beyond the limitations of prior DCNN-based models, this paper proposes a novel approach, where the task of segmentation is assisted by first detecting regions that contain lesions. For that lesion detection task, we develop a new 2.5D residual DCNN applied to the CT scan, working in a sliding-window fashion, therefore reducing the problem to a patch classification task. Furthermore, we develop a modified 2D residual U-Net for the tumour seg-
2. Methods

2.1. Model Architecture

In this work, we propose the LungSD-Net, a novel hybrid architecture that first performs the detection of lesions followed by the segmentation of the detected lesions (see Figure 2). The detection is performed by first reducing the problem to a patch classification task. This is possible by first transforming the input CT scan, $X \in \mathbb{R}^n$, where $n$ is number of voxels in the image, to a set of patches $P = \{p_1, ..., p_n\}$, such that each $p_i \in \mathbb{R}^{N \times N \times Z}$ is a three dimensional patch with $N \times N \times Z$ voxels. The detection model, a 2.5D residual DCNN, is then responsible for accurately mapping from each individual $p_i$ to a binary classification, $c_i$, depending on having or not a lesion. The second stage of the proposed hybrid architecture performs the segmentation of the positively classified patches, using a 2D residual U-Net.

Table 1: Architecture details of the detection network, divided into convolutional (Conv), max pooling (M. Pool.), and fully connected (FC) layers.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Conv layers</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kernel size</td>
<td>nb of kernels</td>
<td>stride</td>
</tr>
<tr>
<td>Conv 1</td>
<td>3x3</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>Conv 2</td>
<td>3x3</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>Conv 3</td>
<td>3x3</td>
<td>64</td>
<td>1</td>
</tr>
<tr>
<td>M. Pool. 1</td>
<td>2x2</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Conv 4</td>
<td>3x3</td>
<td>128</td>
<td>1</td>
</tr>
<tr>
<td>Conv 5</td>
<td>3x3</td>
<td>128</td>
<td>1</td>
</tr>
<tr>
<td>Conv 6</td>
<td>3x3</td>
<td>128</td>
<td>1</td>
</tr>
<tr>
<td>M. Pool. 2</td>
<td>2x2</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Conv 7</td>
<td>3x3</td>
<td>256</td>
<td>1</td>
</tr>
<tr>
<td>Conv 8</td>
<td>3x3</td>
<td>256</td>
<td>1</td>
</tr>
<tr>
<td>Conv 9</td>
<td>3x3</td>
<td>256</td>
<td>1</td>
</tr>
<tr>
<td>M. Pool. 3</td>
<td>2x2</td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>FC layers</td>
<td>nb of units</td>
<td>act. function</td>
<td></td>
</tr>
<tr>
<td>FC 1</td>
<td>512</td>
<td>leaky-ReLu</td>
<td></td>
</tr>
<tr>
<td>FC 2</td>
<td>512</td>
<td>softmax</td>
<td></td>
</tr>
</tbody>
</table>

2.1.1. Detection Network

Detection follows a sliding-window approach with a step of 15 voxels, where three 64x64 patches are extracted from the CT image and fed to the network, which classifies the middle slice as having or not a lesion. Figure 2 depicts the detection network, which is comprised of two parts: three convolutional layer blocks that extract features from the data; two fully connected layers that perform classification. Convolutions and pooling are all applied with appropriate padding, with convolutions having 3x3 kernels with stride 1, and max-pooling using 2x2 kernels and stride 2.

One of the main goals of this architecture is to avoid overfitting, therefore each convolutional layer block has a residual connection between the first and the last layer [9], followed by dropout and max-pooling. We applied drop-out with a retaining rate of 0.9 for the convolutional layers and 0.5 for the fully connected layers, due to the increase in accuracy reported in computer vision tasks with this configuration [29]. The output layer has a binary softmax activation function, and every other layer is equipped with a leaky-ReLu to avoid the vanishing gradient problem[33, 19]. In order to balance accuracy and model size, only two fully connected layers were used. The details of the architecture can be seen in Table 1.

2.1.2. Segmentation Network

Our adaptation of the U-Net aims at optimising its architecture for the task of segmenting the detected lesions. As the input size for this network follows the input size of the detection network, our U-net was reduced to three layers in both the encoding and decoding paths (Figure 2), instead of four as in the original work. Leaky-ReLU [33, 19] was used as activation function for every layer, except the last one, where softmax was used. Each block of convolutional layers was also equipped with a residual connection between the first and the second layer, followed by max-pooling. Kernel sizes and strides, as well as padding, follow the original U-Net architecture [24].

2.2. Datasets

The two datasets used in this work are next described.

The Lung Image Database Consortium - Image Database Resource Initiative (LDC-IDRI), used for the detection task, is a public and free dataset that contains 1018 CT scans, both standard and low-dose CT scans, all annotated by four experienced radiologists in a two-phase blind annotation process [3]. In order to increase the quality of the dataset, all scans with slice thickness greater than 3mm, inconsistent slice spacing, or missing slices, were excluded, yielding 888 slides. Taking into account recent metrics for follow-up of detected pulmonary lesions, only nodules larger than 6mm were included [4]. The final distribution of the nodule size is shown in Figure 1, where the diameter of the lesions ranges from 6mm to 32mm with high deviation towards smaller nodules. This dataset was split

...
into three parts: 80% of the patients constitute the training set and the remaining were equally split into validation and test sets. From each patient, a variable number of patches was extracted for training and validation, maintaining a balanced distribution of classes, and totalling 1908 scans for the training set, and 344 patches from 88 scans for the validation set. Patches for the test set were sampled following a sliding-window approach from a total of 88 scans, with each CT scan producing 1156 patches per slice with a highly unbalanced class distribution.

Figure 1: Final size distribution of the lesions in the training set of the detection network.

The dataset used to train and evaluate the segmentation model (Lung task from the Decathlon competition), contains 64 labelled CT scans with singular, non-small lesions, annotated by an expert thoracic radiologist on a representative cross-section [28]. As the segmentation of pulmonary lesions is only relevant in the context of the radiomics pipeline for larger ones, tumours smaller than 25mm were excluded. The final dataset totalled 32 scans, and a variable number of $64 \times 64$ patches was extracted from the VOI around the lesions. Each VOI had the same number of slices with and without lesion, the latter being equally distributed above and below it. Finally, 5-fold cross-validation (CV) was used, with 21 whole scans used to train the model, and the rest split by assigning 6 examples to the validation set and 7 to the test set.

2.3. Pre-processing

In order to prepare the images for both the detection and segmentation models, several steps were adopted, following the methodology presented next. These are partially outlined in Figure 3.

2.3.1. Lung Extraction

One of the main issues in automatic detection of pulmonary nodules is the false positives outside of the lung region. To avoid this issue, the lungs were extracted from all images by using the masks provided in the LIDC-IDRI dataset. To allow for the detection of juxta-pleural nodules – nodules attached to the side-wall of the lung – a small dilation was applied to all the masks. Due to the hybrid approach to the detection and segmentation tasks, only the CT scans used for lesion detection will have the lungs removed. This effort also serves the purpose of reducing the amount of information that needs to be encoded by the model, as all the regions outside of the lung will be easily detected as not containing any lesion. Since the accuracy of the segmentation is not a factor for the model performance (as long as within certain quality criteria that guarantee that all the lung region is included in the mask) the extraction of the lungs could have been made by non-supervised methods.

2.3.2. Resampling

In general, DCNNs are not prepared to handle the voxel spacing heterogeneity of CT images, which arises from different scanners and different acquisition protocols. To overcome this issue, re-sampling was applied to all patients (from both datasets) using second-order B-spline interpolation to the median of the dataset voxel size. The resampling is reported to improve the system’s performance by close to 20% in other 2.5D CNN-based systems [2].

2.3.3. Normalization

CT scans have absolute intensity scale, arising from the estimation of the attenuation coefficients. This yields a scale that can go from -1000 to 1000, which may introduce instability when training a CNN. Therefore, the final input images for both networks were volume-level normalised, by using histogram-based normalisation and clipping to the [1, 99] intensity value percentiles.

2.4. Training Procedure

Both models were trained in its entirety. The 2.5D residual DCNN was trained with a binary cross-entropy loss, using the Adam optimizer [16] with batch size 300 and learning rate $3 \times 10^{-4}$, whereas the modified U-Net was trained, also using Adam, with batch size 12 and learning rate $10^{-5}$. Training was stopped when the loss reached a plateau.

The U-Net usually struggles to segment objects occupying small fractions of the total number of voxels/pixels of the input image, as is usually the case of lung nodules or tumours. To overcome this hurdle, which would lead to failure to convergence to a non-zero solution, the network was trained with a combination of a weighted dice (w-dice) and cross-entropy (CE) losses:

$$L_{\text{total}} = L_{w\text{-dice}} + L_{CE}. \quad (1)$$

The w-dice loss is a weighted version of the dice loss [15], computed as

$$L_{w\text{-dice}} = - \sum_{k \in \{0,1\}} w_k \left( \frac{\sum_i \bar{B}_i g^k_i + \epsilon}{\sum_i \bar{g}_i^k + \sum_i g^k_i + \epsilon} \right), \quad (2)$$
Figure 2: Overview of the LungSD-Net, which integrates the detection and segmentation architectures with a sliding-window approach. Three 64x64 patches are extracted with a shift of 15 voxels, and used as input for the detection model, the 2.5D residual DCNN that classifies the middle patch as having or not a lesion. The patches positively classified are used as input for the second step of the model, the 2D residual U-Net, that yields a final segmentation.

Figure 3: Depiction of the pre-processing and data curation steps used to prepare the training set for the detection model. The raw thoracic CT image was first pre-processed by having the lungs extracted, followed by resolution resampling to the median of the training-set voxel size and histogram-based normalization. Sets of 3 patches were extracted, maintaining a balanced class distribution and focusing on highly informative patches. The training was optimized by using several data augmentation techniques.
where $B$ is the set of voxels in the training batch, $o_k^i$ is the $k$-th softmax output for the $i$-th voxel, and $g_k^i$ is the corresponding one-hot encoding of the ground-truth segmentation; the weights $w_0$ and $w_1$ control the contribution of each class to the loss, with $w_0 < w_1$, thus down-weighting the background contribution.

All experiments were run on a machine with an Intel Xeon 1620 CPU and two NVidia Geforce GTX 1080 (totalling 22 GB on-board memory). The networks were implemented using Niftynet, a TensorFlow-based platform which provides a modular DL pipeline with components dedicated to data loading, data augmentation, network architectures, loss functions and evaluation metrics tailored for medical imaging tasks [10]. The best iteration of the model was chosen as that with the best detection accuracy, or best dice score for the segmentation task, on the validation dataset, in order to minimise overfitting.

2.4.1. Data Augmentaiton and Weighted-Sampling
Due to the limited amount of training data in both tasks, besides the architecture changes aimed at avoiding overfitting, extensive data curation of training examples was performed. These are outlined in Figure 3. First, weighted sampling of significant examples was applied, with a balanced sampling of examples for training the 2.5D residual DCNN: equal numbers of patches with and without nodules were extracted from each image. Due to the extraction of the lungs from the image, learning the false examples from outside the lungs is a trivial task for the network, so 90% of the negative examples were chosen from within the lungs. A similar strategy was applied to train the 2D residual U-Net with examples selected through weighted sampling where the sampling likelihood of each voxel, and window around it, is proportional to its class frequency. Secondly, several data augmentation schemes were applied, with a focus on techniques that retained relevant features for the tasks at hand. Random isotropic scaling, and horizontal mirroring were applied to images for both tasks. Random rotations and vertical mirroring was only used for segmentation, as orientation may encode relevant features for detection.

2.4.2. Regularization
Extensive regularization was implemented through penalization terms added to the loss function. For the detection task, the network was first trained for 500 iterations with $\ell_1$ regularization, in an attempt to select the weights that contribute the most to the improvement in performance, and to leave the others as zero. This was followed by $\ell_2$ regularization until convergence. Both weights were set to 0.1. The modified U-Net was trained with $\ell_2$ regularization, with weight set to 0.001.

3. Results
3.1. Detection
The evaluation of the model during training is showcased in Figure 4. From Figure 4(a), the final model was chosen by maximizing the accuracy in the validation-set. In Figure 4(b), it is possible to note that this model has a minimal cross-entropy loss in the validation-set when the accuracy is maximized, which occurs right before the model starts diverging due to overfitting.

![Figure 4](image)

Figure 4: Metrics assessed during training for the final detection model.

![Figure 5](image)

Figure 5: ROC of the lesion detection task (AUC = 0.87)

The ROC curve computed on the test set is shown in Figure 5. From this ROC curve, an AUC of 0.87 was computed. Taking into account the many false examples in the test set, it can be claimed that AUC = 0.87 is a meaningful value for a sliding-window approach. Nonetheless, a true negative rate (TNR) of 0.83 leads to 196.52 false positives per slice, which
is a number comparable to [32], but higher than the 15.0 candidates/slice, reported in [2]. Therefore, it is possible to suggest that the LungsSD-Net would greatly benefit from a false positive reduction model, such as those presented in [32, 2].

In order to assess the impact of several hyper-parameters of the 2.5D residual DCNN, as well as the contribution of the data pre-processing, cura- tion, and augmentation, an ablation study was performed, where six different models were trained:

1. detection model 1: 2D residual DCNN with no weight penalization, and no drop-out;
2. detection model 2: 2D residual DCNN with both \( \ell_1 \) and \( \ell_2 \) regularization, but no drop-out;
3. detection model 3: 2D residual DCNN trained with only raw images and no data augmentation;
4. detection model 4: 2D residual DCNN trained with pre-processed images, but no data augmentation;
5. detection model 5: 2D residual DCNN;
6. detection model 6: 2.5D residual DCNN.

The comparison of the models is provided in Table 2, with the AUC and the TNR evaluated patch-wise, whereas the TPR was computed slice-wise, as the fraction of true positives and the total number of lesions in the test-set. First, it is possible to note that all the performance metrics assessed - AUC, TPR and TNR - increase from the detection model 1 to the detection model 2, and then to the detection model 5. This leads to the conclusion that both regularization strategies lead to improved model performance. It is noticeable that the added weight penalization terms largely contribute to the increase in performance, with a relevant benefit in the decrease of false positives. From the comparison of detection model 3, detection model 4, and detection model 5 it is possible to conclude that both data augmentation and image pre-processing have an impact in the final models’ performance. Specifically, the removal of all pre-processing largely contributes to the decrease in performance of the model, which may be due to the large values of the images’ voxels, which are a known cause of instability when training neural networks, as well as the multiple steps to curate the examples for the training of the model. Finally, the increased performance in the final detection model (detection model 6), when compared with the one with only one slice as input (detection model 5), leads to the conclusion that additional anatomical context leads to more accurate lesion detection. It is also relevant to note that a decrease in performance in the 2D residual CNN is more noticeable in terms of TNR. One possible explanation is that the added context allows the model to better detect common false positives, such as vascular structures, which are frequent lesion’s confounders in axial plane of CT scans [2]. This is supported by the evidence that anatomical information, specially in the transverse direction, might encode relevant features for the detection of these structures.

Table 2: Summary of the all the models performance in the test-set for the ablation study. Evaluation metrics are AUC from the ROC curve, true positive rate (TPR), and true negative rate (TNR).

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>TNR</th>
<th>TPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>detection model 1</td>
<td>0.66</td>
<td>0.645</td>
<td>0.710</td>
</tr>
<tr>
<td>detection model 2</td>
<td>0.78</td>
<td>0.734</td>
<td>0.846</td>
</tr>
<tr>
<td>detection model 3</td>
<td>0.56</td>
<td>0.548</td>
<td>0.597</td>
</tr>
<tr>
<td>detection model 4</td>
<td>0.74</td>
<td>0.718</td>
<td>0.806</td>
</tr>
<tr>
<td>detection model 5</td>
<td>0.80</td>
<td>0.766</td>
<td>0.871</td>
</tr>
<tr>
<td>detection model 6</td>
<td><strong>0.87</strong></td>
<td><strong>0.830</strong></td>
<td><strong>0.901</strong></td>
</tr>
</tbody>
</table>

In Table 3, we compare our results with the state of the art for lung lesion detection.

In comparison to much more complex architectures and training methodologies, the proposed, much simpler, 2.5D residual DCNN achieves recall values comparable to the state-of-the art. As demonstrated in the ablation study, regularization and data augmentation largely contributed to the good results herein reported. Also, reducing the problem to the inside of the lungs allowed to benefit from resampling of the training examples, which may have contributed to the ability of the network to learn more relevant features from within the lungs. This may have led to the comparable results achieved as none of the non 3D models resorted to lung extraction, and only one of the 3D models used it as pre-processing step. Moreover, it is important to mention that the 2.5D Faster RCNN was also helped by extensive data augmentation as well as positive oversampling. Finally, it is important to note that currently there is a disparity in the size of lesions that are considered for analysis, but that this work followed the parameters set by the Fleischner Society[4].

In Figure 6, the comparison between the number of false negatives per lesion size, and the size distribution of examples in training set is presented. Even though the number of nodules drastically decreases in the dataset, the number of positive patch examples decreases with a slower rate, as it is possible to extract a greater number of examples per lesion. As expected, due to a smaller amount of larger examples, most of the undetected lesions co-
incident with larger lesions. It is also possible to hypothesise that this trend is counterbalanced for larger nodules, as its sheer size might make them easier to detect, is presented in Figure 6. Nonetheless, a more comprehensive analysis of this detection model needs to be performed using a larger test set.

### Table 3: State-of-the-art 2D detection models comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D dual path network R-CNN[35]</td>
<td>0.958</td>
</tr>
<tr>
<td>3D Deep CNN w/ lung extraction[12]</td>
<td>0.947</td>
</tr>
<tr>
<td>2.5D Faster RCNN w/ deconv layer[8]</td>
<td>0.946</td>
</tr>
<tr>
<td>YOLOv2 w/ InceptionV3 backbone[2]</td>
<td>0.890</td>
</tr>
<tr>
<td>triple 2D Faster RCNN w/ deconv layer and RPN ensemble[32]</td>
<td>0.864</td>
</tr>
<tr>
<td>2.5D residual DCNN (proposed)</td>
<td>0.902</td>
</tr>
</tbody>
</table>

Figure 6: Comparison between false negatives count in the test set and percentage of examples, both with respect to the lesion size. An inverse pattern trend is noticeable with an increase of false negative counts as the percentage of examples decrease and the size of the lesions increases.

### Table 4: Comparison of the dice score with state-of-the-art model in Decathlon-Lung task for lesion segmentation.

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean dice score</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Cascade U-Net[15]</td>
<td>0.692</td>
</tr>
<tr>
<td>2D residual U-Net (proposed)</td>
<td>0.709</td>
</tr>
</tbody>
</table>

![Figure 6: Comparison between false negatives count in the test set and percentage of examples, both with respect to the lesion size. An inverse pattern trend is noticeable with an increase of false negative counts as the percentage of examples decrease and the size of the lesions increases.](image)

![Figure 7: Example of segmentation with the modified residual U-Net. Top row: one of the segmentations with the best dice-score; bottom row: one of the lowest scoring segmentations.](image)

3.2. Segmentation task

The modified U-Net achieved $0.709 \pm 0.124$ dice score (assessed by 5-fold CV). This score outperforms the best model so far (Table 4), without using a 3D approach nor a cascaded network. The proposed architecture proves to be viable for the segmentation task at hand, without an extensive training setup, even being trained with a small number of examples, and still fully retaining the ability to generalize. Figure 7 shows two examples of segmented lesions, depicting one of the highest-scoring segmentations (Figure 7(a) and (b)), and then one of lowest-scoring segmentations (Figure 7(c) and (d)). These results illustrate the robustness of the model for the segmentation of lesions with challenging textures.

In order to evaluate the impact of residual connection on the task of lung lesion segmentation, a vanilla U-Net was also trained, following the same image preparation pipeline of the residual U-Net. Even though the two model shared a similar pattern of loss convergence, the final assessment of the vanilla U-Net achieved $0.692 \pm 0.115$ dice score. Even though there is a marginal decrease in deviation, the residual U-Net achieved a better mean
A 2.5D approach was also tested, with training results comparable to the proposed model, but presenting worse testing performance. Arguably, for the specific case of the detected lesions, the added slices in a 2.5D approach contribute to overfitting the model to the training set. An exploratory assessment of a recent 3D segmentation model that allowed the improvement of multi-class segmentation of brain lesions, the HighResNet [18], was also performed. Nonetheless, early tests performed for lung cancer in CT scan indicated a failure of the model to fully segment the lesions.

This comparison validates the LungSD-Net as a viable approach for lesion segmentation. However, in order to achieve clinically relevant results, it is still mandatory to implement several improvements to its first stage, as these are directly connected to the segmentation task. Nonetheless, the proposed architecture proves to be viable for the segmentation task at hand, without an extensive training setup, even if trained with a small dataset.

4. Conclusions

This paper introduced a novel region-based hybrid model for detection and segmentation of lung lesions on 3D CT scans, which is comprised of a new 2.5D residual deep convolutional neural network (DCNN) and a modified residual U-Net. The results obtained support the hypothesis that simpler DCNN architectures are able to achieve relevant results in medical imaging, through a careful design of the training scheme, powerful data augmentation, and state-of-the-art architectural modifications. These simpler, but highly accurate, models have lower hardware requirements, thus are potentially of more widespread applicability. The results herein presented provide evidence for the advantages of reducing the problem of segmentation to the volume of interest (VOI) around each detected lesion. This is a first step towards the creation of a fully automated segmentation tool based on deep learning that first relies on the detection of lesions in a sliding-window fashion.

Naturally, there is still much room for improving lesion detection accuracy, namely by using a fully 3D architecture, which would benefit from the lower requirements of using a sliding-window approach. A semi-supervised method for the segmentation task would also be expected to yield a more clinically valid mask of the VOI. The integration of this work in a radiomics pipeline and its validation using external data-sets is the logic next step.
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