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Abstract

This thesis searches for the improvable aspects of 116 High Concentration Photovoltaic (HCPV) units

own by Enercoutim 7 Alcoutim Solar Energy Association, by observing their monitoring data and

quantifying their energy conversion losses throughout the year 2015. Following the data validation steps,

flagging and exclusion actions prevented the propagation of measurements errors. The performance
assessment considered each HCPV unitdés tracking syst
system. The analysis revealed general tracking inefficiencies. Three units were selected for a detailed
analysis at modul eds | evel. Particularly negative res
consecutive months of downtime affected most of u ni t s 6rs likelywdee tb a failure of the AC
measurementequipment. To assess t he perfardande ef 8edectdd enitss the performance

ratio (PR) was considered. The PR showed inconstant performance throughout the year. The study of

thet echnol ogyds behavi our cuwonditens isdlsofaécempleshed. Toantinimise p her i

the influence of atmospheric conditions over the performance assessment, two PR corrections have

been applied. To highlight possible shadowing and soiling effect, PR trends were compared considering

the cumulative sum of differences between the corrected PR values and their expected values. The

analysis showed partial shading effect caused by a tree over a specific unit; no soiling effect was

possible to be assessed with the method used. Finally, the introduction of a machine learning based

algorithm was suggested as a first step for the development of real-time continuous monitoring system

considering the exploitation of the multi-user VICINITY platform.

Keywords: Concentrated Photovoltaics (CPV), Monitoring System, Atmospheric Conditions,
Performance Assessment, Performance Ratio, Sensors, Shadowing Effect, Soiling Effect.






Resumo

Esta dissertacdo trata da melhoria de 116 Unidades Fotovoltaicas de Alta Concentra¢do (HCPV) da
Enercoutim - Associacdo de Energia Solar de Alcoutim, por observacdo dos seus dados de
monitorizacdo e quantificacdo das perdas de conversao de energia ao longo do ano de 2015. A
avaliacdo de desempenho considerou cada sistema de rastreamento, inversor e médulo da unidade de
HCPV como um subsistema individual. A analise revelou eficiéncias de rastreamento, tendo para o
efeito sido escolhidas trés unidades da Plataforma Solar. Resultados particularmente negativos
caracterizaram o desempenho dos inversores, associados a trés meses consecutivos de tempo de
inatividade que afetaram a maioria dos inversores das unidades.A avaliacéo do nivel de desempenho
do mddulo de unidades selecionadas levou em conta a razéo de desempenho (PR). O PR apresentou
valores muito variaveis ao longo do ano. O estudo do comportamento da tecnologia sob diferentes
condi¢des atmosféricas foi também realizado. Para destacar os possiveis efeitos de sombreamento e
sujidade, as tendéncias de PR foram comparadas, considerando a soma cumulativa das diferencas
entre os valores corrigidos de PR e 0s seus valores expectaveis. A andlise considerou o efeito de
sombreamento parcial causado por uma arvore sobre uma unidade especifica, ocorrendo ciclicamente
nas horas de sol dos meses de inverno, ndo tendo sido detetado nenhum efeito da sujidade no
desempenho do painel. Finalmente, a introducéo de um algoritmo baseado em aprendizado de maquina
foi sugerida como um primeiro passo para o desenvolvimento do sistema de monitoramento continuo

em tempo real, considerando a exploracao da plataforma VICINITY multiusuério.

Palavras-Chave: Fotovoltaico de Concentragcdo (CPV), Sistema de Monitorizacdo, Condigcbes
Atmosféricas, Desempenho de CPV, Razdo de Desempenho, Sensores, Efeito de Sombreamento,

Efeito de Acumulacgdo de Poeira
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1.Introduction

This section introduces the background and motivations behind the study. The discussion derives from

the importance of renewable energy and its applications in the present status of the decarbonization of

the energy sector, envisioning commercial development of innovative solutions in the field of utility-scale

solar power plant.

The introduction starts describi ngi Alcbuém SolaruEtergys i ndus
Association 7 who shared its High Concentration Photovoltaics (HC P V) Pl at for mds dat a
met eorol ogical stationds data for the development of
described in order to explain the foundations of this thesis and why monitoring analysis procedures have

been chosen as main proposition of the overallwork. Fi nal |y, the i mportance of t
is explained in the context of current trend in the area of operation and maintenance (O&M) for utility-

scale solar power plant.

1.1. Enercoutim i Alcoutim Solar Energy Association

Enercoutim is a non-profit organization working for the promotion of rural economic and social
development of Portugal through the optimization of local resources, supporting multidisciplinary and
technology-based projects related to renewable energy and sustainability [1]. One of Ener couti modo
project has been the development of the Alcoutim Solar Demonstration Platform (herein, the fi Rtformd.
The Platform houses three different HCPV models for an overall installed capacity of 4AMWp. The
Platform offers a site for solar energy production and commercialization where, in addition, interested
companies can research and test their solar energy related products. Linked to the development of the
Platform, Enercoutim launched the Solar Lab: an innovative net zero energy building where a
meteorological station measures atmospheric and environmental parameters useful for energy systems
[2]. Enercoutim and the solar Platform have covered a central role in the development of this thesis
because of the primary dataset provided by Enercoutim regarding the Solar Platform first year of
operation, and because Enercoutimd sperational framework provides stimulating opportunities to
develop innovative operation and maintenance (O&M) related business models. In fact, Enercoutim
owns the solar assets installed in the Platform and manage their maintenance while the HCPV units are
operated by a second business body. The possibility to develop monitoring related services within a

multr-u ser managed sol ar power thedsant i nspired this maste]

1.2. VICINITY

The Solar Lab is one of the demo sites of H2020 Research & Innovation projects VICINITY [3] and Shar-
Q [4], and Enercoutim is one of the membersof t he pr o] eVtCINSTY airosoanbsildingtanda .
demonstrate a new ecosystem of decentralised Internet of Things (loT) infrastructures. The main
expected outcome of the VICINITY project is the provision of a software through which decentralised

IoT devices and connections can communicate without the need of centralised databases and specific



manufactur er s6 pThe softwdre dndep deevetopment byghe VICINITY consortium can
be associated to the idea of a common communication platform for different 1oT devices. Once
associated to the platform, the users can benefit from the services provided by the decentralised 10T
devices. Consequently, the platform offers the possibility to further develop added-value services
through the indirect use of shared connected devices. Enercoutim developed a specific energy-related
use-case within the VICINITY project that links the need of big-data management, consequence of the
large amount of data provided by loT devices, and the possibility of optimising the use of already
installed I0T sensors. The use-casec al | e d -cfi ® maintdndsg to optimise resource deployment
and cleaning schedule of the HCPV units considering several atmospheric parameters and available

human resources with the implementation of the VICINITY platform and its bi-directional communication

capability between devi Eigue 1 ahovs araexample of hownkaencaugine r .

foreseen a possible use-case scenario [5].
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The A SOmeeratnuseraase described in Figure 1r epresents the industry

reason and the starting point of this master thesis. Reliable monitoring data is fundamental for a useful
study of the actual HCPV plant performance, and to assess the improvements needed from the current
monitoring system. The study starts with a detailed monitoring analysis of the data available and the
performance assessment of the solar Platform initial year of operation. The results will indicate the most
relevant monitoring features and processes to be further developed within the IoT enabled VICINITY

platform for the development of the fiSmart-cleaningduse-case.

1.3. Operation and Maintenance for Solar Power Plant Trends

1.3.1. Big Data
To keep technology and companies competitive in the market, the solar sector is nhow embracing the
use of big data, machine learning and other analytics tools. This trend is also shared by others sector
within the area of renewable energy sources harvesting. Solar data in particular is reported to have been
historically 0 fl6h slowinythedpiosedureg farnnvestmehts in healthy and promising

installations. Data processing algorithms and smart use of sensors-based data are now driving

par



investments and helping to solve diverse problems of the solar industry. Companies that use these tools
are now blooming and raising market share. Studies underline the importance of implement artificial
intelligence (Al) in the renewable energy sector, not only for technology-based needs but also for the
improvement of financial results, by processing large amounts of data to help decision-making. The
number of merging and acquisitions between Al and renewable energy sectors has risen steadily

through the past two years [7]. Along with weather condition forecasting, reduction in energy production

costs and enhancement of renewabl e energyonandoj ect s b

maintenance processes are just some of the ways in which big data can improve and strengthen the

future of renewable energy companies [8].

1.3.2. Decoupling Operation and Maintenance (O&M)

The management of ongoing solar installations has become a focus point for investors and vendors
because of the concerns related to assets management and technical operation and maintenance
necessities. By 2021, the global market for megawatt-scale solar O&M and asset management is
expected to exceed 501 GW [9]. Meanwhile, in most of the markets around the world, O&M prices
reached a lowest record and innovation seems to be the only proved method to avoid low or negative
margin with respect to the quick costs reduction. Innovative solutions combine technology and strategy
generating direct influence on the levelized cost of energy (LCOE) [10]. Although the solar industry has
historically seen operation and maintenance as a unique service
provided by a single business body, reports now show that in the
utility-scale solar industry a decoupling trend between O and M is
taking place. In the US, a study showed that only 56% of the
surveyed firms declare having the same number of megawatts under
operation as under maintenance. Surprisingly, 22% state they are
providing more maintenance services than operationsd Similar

numbers also show the opposite trend: another 22% of the surveyed

companies operates about 25% more megawatts than those only

Figure2: US Solar Power Plant O&N

el maintained (see Figure 2) [11]. These results show that the split
Decouplindgrigures [11]

taking place between O&M service providers and the rapidly
growing O&M market value can benefit those market actors that strategically decide to specialise their
services offer either on operation or maintenance.
It is in this context that this master thesis demonstrates how an actor like Enercoutim could benefit from
the O&M split trend. Being the owner of the solar assets installed at the solar Platform and the subject
providing maintenance to them, Enercoutim positions itself in an advantageous condition for the
development of exclusively monitoring and maintenance related services. These services are intended
to be sold to plantsé operators which would
interoperability provided by the VICINITY platform. Adopting this approach, Enercoutim could
outperform potential competitors by offering services that facilitate the integration of different actors in
the sol ar p walue-chain p(dpecifically Gasset managers and/or owner, operation, and

maintenance providers) through the commonly accessible VICINITY platform.

benefit



1.4. Research Focus

Concentration photovoltaics technology (CPV) represents a promising option for solar energy
conversion. However, the lack of reliable field data is slowing down its development in large-scale
applications: the relatively young age of CPV technology and the more rapid cost decrease of traditional
PV are some of the main reasons. Monitoring and modelling the behaviour of this technology in real-
case scenarios and not only in laboratory setting is necessary to further optimise the technology and the
energy yield prediction, necessary conditions for market expansion and better economical results [12],
[13].

The thesis searches for the improvable aspects of the considered HCPV system by observing its
monitoring data and quantifying its energy conversi ol
under different atmospheric conditions is analysed in order to identify the weather features influencing
the solar energy conversion performance. Finally, considering the results of the monitoring analysis,
suggestions for the development of a real-time monitoring system through the exploitation of the
VICINITY platform are provided. The discussion aims at correlating the already in-place monitoring
solutions with implementable ameliorations neededfor t he devel op memlte aorfi nAtghoe ufisSem
case. The research focus of this master thesis can be summarized in two main points:
A. Analysis of the on-site direct monitoring measurements at three of thes y s t e nes function: v
trackers, inverters and DC modules. The research analyses the energy yield losses and their
possible causes while providing an understanding of the impact of atmospheric factors on the
performance of the CPV units.
B. Discussion about the use of the VICINITY platform for monitoring practises in utility-scale solar
plants, considering its advantages for the development of a continuous real-time monitoring
system and -ctl heea nfi Stasdr tu s e



2. State of the Art

2.1. High Concentration Photovoltaic Technology

Concentrator photovoltaic is considered as one of the most promising technology for large scale
implementation of solar energy harvesting [14]. This technology improves the effectiveness of traditional
photovoltaic systems (PV) involving the use of optics to concentrate and focus incident solar radiation
on special solar cells, namely multi-junction solar cells [15]. Initially, concentrated photovoltaics
technology was born to replace expensive silicone cell area with cheaper optics area. The first CPV
systems were built in the first half of the 1980s recording efficiency around 20% with single-junction
silicon cells. When multijunction cells for space use achieved efficiencies higher than 35% they were
adapted to concentration terrestrial use. From the beginning of the XXI century, dozens of CPV systems
were developed and they are continuously improved [16].

The International Electrotechnical Commission (IEC) standard 62108 defines a CPV modules with the
foll owing dAe graup iofp tedeivens; optids and other related components such as
interconnection and mounting, that accepts un-concentrated sunlight. All above components are usually
prefabricated as one unit, and the focus point if not field-adjustableo[17].

Grid-connected HCPV systems are composed by HCPV modules connected in series and parallel,
mounted on high-accuracy solar tracker and connected in turn to DC/AC inverters and other auxiliary
equipment [18]. In addition, a flat back-plate or finned heat-sink mounted behind the modules is widely
used as passive cooling mechanism in order to avoid overheating of the solar cells [14]. The solar
concentrator is mainly formed by asingleopt i ¢ al e | enmary aptical alénlergddthatficould be
found in many different configurations depending on the concentration working principle: reflection
(mirrors) or refraction (lenses). Fresnel lenses are the most common primary optical elements of
refraction-based CPVs, while parabolic concentrators are widely used for reflective concentrated solar
power production (CSP) which mostly use thermal fluids instead of solar cells. Figure 3 and Figure 4
presents examples of the optics just mentioned and their functionalities. Most recent refractive HCPV
technology designs propose the implementation of a secondary optical element which homogenises the
luminous power on the solar cell surface improving the acceptance angle [15], [16]. CPVOés optics
designed to transfer the highest possible amount of radiation power so the solar cell. Therefore,
minimum losses are research to achieve optimal performance [16]. As summarised by Table 1, refractive
CPV designs can be classified by the concentration factor of its optics: low concentration PV (LCPV,
<10suns), medium (10-100 suns), high (HCPV, <2000 suns) and ultrahigh (UHCPV, >2000 suns) [19].

Tablel: CPV Classification by Concentrator Fad®f

Class of CPV Typical Concentration Ratio Tracking Type of Solar Cell
) [11-V multi-junction
HCPV 3007 1000 Two-axis
solar cells
CPV <100 One or two-axis c-Si or other cells




Parabolic trough

Figure3: Parabolic Trough, Figure4: Fresnel Lens,
Example of Reflective Concentrafidd] Example of Redictive Concentratgj21]

This thesis focuses on concentration photovoltaics technology equipped Fresnel lenses and geometric
concentrator factor of 800 suns, as these are the technical characteristics of the CPV panels installed
by Enercoutim at the solar Platform. Therefore, no further mention of reflective based concentrators is
made: CPV terms only refer to refractive concentrators coupled with multi-junction solar cells. Figure 5
presents the conventional configuration of HCPV equipped with Fresnel lens and MJ solar cells. The
CPV units managed by Enercoutim utilises the same configuration. A close-up of the units installed by
Enercoutim and analysed in this thesis is presented by Figure 6.

Solar cell —3

Figure5: Representationf PVUnit Configuration Figure6: Closeup of CPV Trackehsstalled in Enercoutim
EncompasseBresneLens AndviJSolar Cell [14] Solar Platform

2.1.1. Multi-Junction Solar Cells

Traditional PVs use the socalledsinglep-n j uncti on sol ar cells; on t

by more complex and efficient solar cells: multi-junction solar cells. The limits in conversion efficiency
of single p-n junction solar cell can be basically explained and summarised by their attempt of converting
spectrally broad solar resources using a converter (the solar cell, indeed) which is though built to suit
the conversion of monochromatic light. Multi-junction solar cells were born to fix this spectrum-related
conversion gap. Thinking about the solar spectrum as bundle of an infinite humber of narrow energy
bands, it is possible to imagine the same infinite number of solar cells converting, ideally, the whole
spectrum in electricity. This idea considers the solar spectrum as partitioned in an infinite number of
monochromatic components ideally transformed in electricity by the same infinite number of single p-n

junction solar cells. Multi-junction solar cells derive from this ideal concept of bundling multiple single p-

he
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n junction within a solar cell. Figure 7 provides a practical example of the concept just explained
comparing the different spectral irradiance ranges absorbed by a single, dual and triple-junction solar
cells. The chemical combinations shown in Figure 7 (GaAs, GalnP and Ge) are among the most

common materials choices for the production of multi-junction solar cells [22].
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Figure7. ExampleOf Spectrum AbsorptioBy Different Solar CellgLeft)SingleJunction Gaé Solar Cell; (Centddual
Junction GalnP/Ga&ASolar Cell; (RighEyipleJunction Galn®gln)Ad GeSolar Cell22]

The ideal MJ solar cell bundling an infinite number of p-n junctions is estimated having a limiting
efficiency of 86.8% [23]. Yet, commercially available MJ solar cells with low number of junctions, can
reach high efficiency levels making use of different semiconductors elements belonging to group Ill and

V of the periodic table (as the ones mentioned in Figure 7). Stacking these specific materials with

decreasing bandgaps from top to bottom allows photons to be absorbed in layers with a bandgap close

to the phot on seéulting merreglyction df therrealization losses. In addition, being the
absorption range of MJ solar cell wider than for single-junction ones, transmission losses are reduced
too. Moreover, even in thinner layers, high absorption of light is facilitated by the use of direct bandgap

I1I-V semiconductors [24]. Currently, MJ cells, made up of several p-n junctions interconnected in series,

report the highest efficiency (around 46%) achieved throughout the whole state of the art (see Figure

76 in annex 1, pg. 71). CPV and MJ solar cells result to be particularly suitable for each other for the

following reasons [22]:

1 Due to the rapid decrease of PV costs, bulky and costlier structured CPV need higher conversion
efficiency to remain competitive on the market. Thus, the use of highly efficient MJ solar cell suits
this primary purpose.

1 On the other hand, MJ high efficiency translates into more complex structure and thus higher cost

per unit area (expressed in terms of U/cm? or $/cm?). Thanks to the concentrator factors of CPV, the

solar cell s®é area needed dtraditibnal W Thus, Miesdlar celds desuly i

cost-effective for CPV applications and represent only a small portion of the overall CPV system
cost.

1 Concentration factors induce a quadratic growth of ohmic losses. MJ solar cells, due to their multiple
p-n junctionsd architecture, deliver power at
solar cells thus benefitting CPV systems with the needed control and reduction of ohmic losses.

1 Concentration factors also impact on cell temperature thus influencing voltage. This thermic
influence on conversion performance is diminished by the higher efficiency of MJ solar cells, which

produce less waste heat to be dissipated.

SO0 1000 1500 2000 250K}

hi gher



The main drawback associated to the use of MJ solar cells in CPV system is represented by a
phenomenon called fAspectral mi s mat c ho. ecffumechahgast t er
depending on latitude and longitude, its variation within each day and throughout the solar year. Field
operation studies found that, especially in the current mainstream product on the market, the current
production within the solar cell is limited to the least

60 ¥ T L T » T % T LS T v T L T
converting  junction.  Yet, research also ; EEg “’\SRA' =
50 ——
demonstrated how this effect plays a minor I S
. . — _—-_.l—#/i_t =
influence on the energy yield of CPV systems X 40_‘ ,-""-'I‘ﬂfm ]
. . > e ——
equipped with MJ solar cells. S 30" - i
Q
Thanks to the benefit of MJ solar cells, HCPV g 20'
=20 4
modules report efficiencies higher than traditional -
. . . 10 | —=— IV multi-junction solar cell (lab measurement)
PV with values up to 36.7%, still presenting | —e— IlI-V multi-junction solar cell (commercial)
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potential for further improvement [25]. Efficiency i 7006 2000 5003 B006  B0te 2016 3050

values up to 50%, 45% and 40% are expected to Figure8: Developmenbdf Record Efficiencies

be reach in the next few years by MJ solar cells, of 1V MJ Solar Cells [20]

HCPV modules and HCPV systems respectively [18]. High efficiency cells are not available only at R&D
levels. As shown by Figure 8, production and commercialization of these competitive MJ cells quickly
follows their lab approval. To date, the market offers MJ 111-Vs cells recording efficiencies between 38%
and 43% [24].

It is therefore possible to state that CPV enables large-scale use of MJ solar cells for terrestrial
applications and, meanwhile, MJ solar cells provide specific characteristics to boost the development of

CPV technology.

2.1.2. Tracking Systems

CPV systems are required to strictly and

SEGNDARY AXIS

_ ’f;:) (ELEW.‘D'J) motion. Therefore, the vast majority of CPV
system are equipped with an incorporated
automatic sun-tracking structure allowing the
concentrator optics to be positioned in
alignment with the sun vector. In this way, the
PRinkRy AXiS (m"m) latter remains focused on the solar cells. Sun
tracker structures function as moving base
above which the solar modules are installed.
Figure9: Single Pole Twéxis Tracker [25] Trackers have different shapes and functional
mechanism but the most common one, as well the one in use for all the HCPV units installed at
Enercoutim solar platform, is a single pole pedestal two-axis azimuth-elevation tracker, as the one

shown in Figure 9.
Contrary to the first developed systems consisting of analogic sun-pointing sensors based on shadowing

and illumination differences of PV cells, modern tracking system controllers take advantage of the

8
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development of cheap microcontrollers and are only based on highly precise digital computation of
analytic sun ephemeris equations [26]. Aiming at the achievement of maximum power output, the
precision of the alignment of the supported concentrator module array with the local sun vector is
extremely important. Yet, tracking imprecisions happen and the sources of these issues can be multiple.
For this reason, off-tracking tolerance is usually required. The tolerance of concentrators is commonly
defined as facceptance an gracking,anglb atiwhigh podver outputedbpsa s t he
below 90% [26]i [28]. Sun tracking performance in CPV systems are not only related to mis-alignment
of concentrators and the sun vector. In fact, tracking issues may arise also due to the shrinkage of the
overall acceptance angle of the concentrator. This second possibility is linked to the mounting and
alignment of the concentrator modules above the tracker; in other words, a design problem dealing with
inaccurate assembly and regulation. It is possible to find a schematic summary of the main factors
conditioning sun tracking performance in annex 4 (pg. 74).

2.2. Environmental Factors Affecting CPV Energy Conversion

2.2.1. Spectral Distribution

As mentioned in chapter 2.1.1, spectral distribution has been studied from the literature and recognised

as of primary importance when analysing the performance of CPV modules, especially due to its impact

on CPV b sal pardareetets.rBeing sensitive to a spectrum portion determined by wavelength limits,

MJ solar cells can use a large section of the total available solar spectrum. However, the composition

of triple-junction solar cells themselves is so that the solar spectrum gets partitioned among the three

sub-cells composing the solar cell. This partition results in a high sensitivity to spectral changes with
respect to the standard one under which the cells we
output electrical parameters. In fact, variations of spectral distribution affect the short circuit current

generated by the cell and also its maximum power with the same trend [29].

Since no spectral distribution direct measurements were available as primary data, spectral distribution

variations effects have not been considered throughout this study.

2.2.2. Atmospheric Temperature

All levels of CPV systems are affected by thermal effects: optics, solar cell and modules in particular.
Being able to recognise the effects of temperature influence during CPV operation allows for proper
monitoring and corrective maintenance whenever the effects of temperature threat to create severe
issues or failure to the system [30]. An increase of temperature is usually translated into a decrease of
the bandgap of each sub-cell within a MJ solar cell. Simultaneously, each sub-cell is subjected to a
variation of the amount of convertible light due to the change of irradiance distribution resulting by the
effect of temperature over the refractive index of the primary optical element. The interaction between
these two effects is important for the determination of the short-circuit current of the MJ cell. The
efficiency of the cell and the fill factor are also influenced by the alteration of the distribution of the

irradiance profile over the cell itself [22].



Atmospheric Temperature Influence on Optics

0.0 : Commercial CPV concentrator lenses are either
25 | made of polymethylmethacrylate (PMMA) of
Tl transparent silicone rubber cast on a low iron float
o 50 PMMA * i
o glass substrate (SOG, Silicon On glass). Both these
= -75 .
= t wo material sb refractive i

-10.0
-12.5

temperature as shown by Figure 10. Remarkably,

17 SOGb6s refractive index variati
silicone

-15.0 1 approximately three ti mes higher than
0 10 20 30 20 50 This detail is important to be mentioned because
Temperature, T [°C] PMMA is the material with which the Fresnel lens of

Figurel0: Refractive Index Variation vs Temperattor Ener cout i més CPV units are equ
Materials Typically Used to Manufacture Fresnel Lense to avoid refractive index variations due to
temperature is important - at the design optimization stage - to define a range of typical operation
temperature for the location of the installation, its solar resources and the module thermal management

[22], [30].

Atmospheric Temperature Influence on Triple Junction Solar cell

Solar cells are semiconductor devices and they are therefore inevitably affected by temperature. Higher

cell temperatures, direct consequence of higher atmospheric temperature, intense irradiance and high
concentrator factors, all afhfiegchte rs ohleaart cweal sltsed. ,eSofliacri ec
being directly connected to voltage and current values delivered from the cells, are the main material

properties governing the dependency of solar cells performance in relation to temperature variations.
Therefore, temperature variations affecting sol ar C
variations [30]. Specifically, photovoltaic material bandgap shrinks as the cell temperature increases.

This phenomenon leads to a reduction of open-circuit voltage which determines a consequent decrease

of solar cell efficiency [31],[32]. Therefore, the knowledge of air temperature and cell temperature

becomes critical because of its influence on the cell
The acceptance angle of the system becomes of first importance in terms of tolerance of the overall

temperature effect variations on the distribution of the light over the solar cells. Systems benefitting from

higher acceptance angles (either because using a low geometric concentration or because of a highly

tolerant secondary optical elements) are less sensitive to thermal effects. As further explained later on,

the CPV unitsé model installed at the solar Platform
In addition, although both active and passive cooling strategies are available for CPVs, only passive

cooling methods have been tested to be cost-effective. In fact, being optics and cells pre-assembled to

form modules, it is very difficult to directly measure cell temperature and to implement an active cooling

system in commercial systems. To promote heat conduction from the solar cell to the module rear wall,

t wo materials are wusuall y -ssttaacckkoe dwhiinc ha dsroi vceasl Itehde fihtehe
solar cell. With the commonly used passive cooling techniques solar cells temperature can rise of a few

tens of °C during operation, depending on the concentration factor and the cell materials [30].

10



2.2.3. Wind Speed and Direction

Wind can have positive and negative effect on CPV systems: it

can have an evident cooling effect on the cell producing positive
electrical effects as explained in the previous paragraphs; at the
same time, high wind speed could flutter the very sensitive

tracking system and make it go out of its market position causing

losses in energy production [29], [32]. CPV trackers can resist

Wind:Staw Faghlon to wind speeds up to 140 km/ h (arou

Figurell: CPV Stow Positid82] positionodo, al so c alFigueedl).finsatiddion, posi t i ¢

wind can drag in its air flow particlest hat , deposi ti ng ooulddediease thepamounts 6 sur f
of solar light captured by the solar cells resulting in soiling effects [33]. Thus, wind speed and direction
knowledge could benefit monitoring analyses and energy performance assessments because of the

wind links to cell temperature variations and soiling effect.

2.2.4. Soiling Effect
It is widely recognised by the literature that general dirt, coming from ambient air, pollution dust, rain,
and other particles depositing on photovoltaic surfaces affects PV electrical performance, thus reducing
the energy conversion [33]. In fact, soiling is considered as one of the main factors causing reduced
transmission of light through the primary optical element, both for
traditional PV and CPV. HCPV modules result to be even more
sensitive to soiling than traditional PV due to the concentration
factor of the optical elements leading to higher energy losses [33],

Reflected ray
[34], [35]. This negative effect is caused by the fact that, even if in
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perfect tracking, the deposit of dirt alters the vector of the irradiance X o

dragging it outside the acceptance angle of the optical system. ‘ . ‘
When irradiance falls outside of the acceptance angle, it can be

said to be lost. In fact, if sunlight impacts a soiled lens, the light will V\J

be partially absorbed by each dirt particle, resulting in a scattered- 0.<0
o<

beam which does not reach the solar cell. Figure 12 provides a

light effect. The latter effect also produces deviation of the light

representation of the effect just explained. Studies underline how Figure12: Effect Of A Particle Of Dirt

artificial and natural soiling affect photovoltaic surfaces in the same A Lens [33]

way [33], explaining how different kinds of pollution and dirt equally affect light absorption. Studies

suggest that CPV modules are likely to be more cost-effective if cleaned more often than common PVs.

Research also highlights how soiling effect must be considered at the local level since losses produced

by soiling are fAsite spel[83]Hence, appnogriatd sctieflulecamd nethad® gener a
of cleaning should be studied and proposed as part of the on-site O&M procedures. Moreover, cleaning

time also impact on the cell temperature as the solution used to wash-out soil naturally cools down the

cells [35]. Therefore, the importance of studying specific site characteristic is highlighted even more by

the interrelation of different possible causes of energy losses linked to soiling occurrence. High
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concentration of dust and soiling could also lead to damage tracking systems in terms of durability and
reliability of tracking, affecting even more energy production yield [34]. Considering the combination of
CPVsd reduced air tcomgaredtattaditioral P¥se preseéndeiofl high DNI levels in
desert locations and the emerging markets of Middle East and North Africa, optimised cleaning
procedures are becoming key aspects to exploit the installation of HCPV technology in hot sunny arid

areas.

2.3. Market Expansion and Levelized Cost of Electricity

Potential reduction of costs at locations with high solar irradiance is a natural consequence deriving from

the usage of high-efficiency MJ solar cells. The results gathered by the literature show a decreasing

trend linked to electricity cost generated by CPV systems at location with high DNI [18], [25]. Moreover,

high expectations for further cells and systembs effi
for further energy production yields and related costs reduction. These aspects define an interesting role

for CPV technology on the wider landscape represented by the global energy market. Despite the

potential of this technology, the additional costs related to the optical concentrators, trackers and

operation and maintenance required by CPVswe i ght over the cost of[18iPVds el
CPV technology as utility-scale option has recently entered the market and it has struggled to compete

with rapidly falling PV prices [24]. Currently, strength points of CPV technology such as its high energy

yield per square meter and its potential market growth-r at e are still counterbal anc
costs when compared to PV systems. Moreover, the lack of operational experience, due to the young

age of the technology use for utility-scale applications, translates into technological risks which limits

further investments. In addition, the limited applicability of CPV technology to locations with low direct

irradiation levels (CPV ideal DNI should be higher than 2000 kWh/m?2 annually) and the very high

precision required by solar trackers keep slowing down this technology exploitation [25]. For these

reasons, and mainly due to the growing market interest for traditional PVs &alling costs, from 2014 to

2016 the CPV market volume decreased from a yearly installed capacity of 70 MWp to only 14MWp.

Figure 13 shows the data regarding the total capacity installed in countries where plants capacity higher

than 1IMWp is installed and provides a picture of the current global 360 MWp CPV market [24], [36].
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Figurel3: GridConnectedCP\Capacity By Country At The End Of @46
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The levelized cost of electricity can be used as feasibility indicator in order to understand the suitability

for market expansion of specific technology in relation with other sources of electricity generation.

Studies present LCOEs for CPVlpower pl ant with a capacity of 10 MW
0. 15/ kWh for locatd gesar wandd 8000 8kkKWWh mangresértingl 2/ k Wh
2500kWh/m?/year [24]. Although DNI level and initial investment costs are the factors influencing LCOE

the most, these are not the only parameters to be taken into consideration. National and international

financing costs have to be considered, together with systems operational expenditures, depreciation

and taxation [25]. In this regard, the results of latest research suggest that the current HCPV installation

rate will growth in a worldwide prospective, especially in those countries where low financing cost and

inflation rates already help the development of HCPV projects even if ideal DNI levels are not available

[25]. Finally, a reduction of financing costs for HCPV projects is desired also in developing countries:

HCPV technology could represent an incredible resource for renewable energy development and more

sustainable growth. A summary of the findings about HCPV LCOE costs and an overview of its future

scenario is presented in annexes 2 and 3 (pg. 72).

2.4. Utility Scale CPV Plant Monitoring Practises

Monitoring procedures, composed by sets of practical guidelines, methods and models systematically

applied throughout plantso per at i on, are precious tools to understa
and to assure, and even enhance, plantséperformance in the future. Commercial solar power plants are

today developing newer and more complete monitoring systems thanks to the use of advanced sensors

providing direct measurements of parameters and indicators directly related to the plant performance.

Yet, the development of good monitoring practises, especially for newer technology as HCPV, is

continuously ongoing. In fact, commercially available monitoring systems still deal with limitation in the

understanding and prediction of performance losses or system failures. Especially in relation to this last

point, researchers are continuously sharing experiences and findings in the field of CPV performance
monitoring in order to disseminate knowledge about sy
measurements in current commercial solar system monitoring tools [36], [38], [39].

The main objective of a CPV plant monitoring system is to record the overall operating parameters.

While functioning as the tool to be used for the operation of the plant itself, it can also provide indirect
measures of the plantdés energy yield and u saedfoul i nf ol
to identify possible s y s t dlaw$ @& malfunctions. Therefore, the monitoring system is the cornerstone

of both operation and maintenance of the overall plant. It controls the plant functioning and
simultaneously providestheir awd dat a f or frhapprogriate rdintemance strategydr,

indeed, to accomplish performance assessments. Designing and utilising a proper monitoring system

allows decreasing the detection time of system failures and thus diminishing energy losses by avoiding

related and undesired profit losses.

! Similar LCOE costs characterise utility-scale PV plants. However, the high DNI levels requiredfor CPVés pl an't
are not as fundamental for traditional PV 6 s (d37]lant s
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As for PV monitoring systems, CPV ones are also commonly based on Supervisory Control And Data
Acquisition (SCADA) dedicated systems which gather all the data coming from the elements composing
the power plant. The only additional feature to remark for CPV plants is the presence of additional data
coming from the tracking system, fundamental for the optimum yield of the plant. In fact, for CPV plants,
the monitoring system is crucial to accurately control the operation of the solar trackers.

The literature provides two main documents dictating the standards for solar monitoring systems: the
international standard IEC 61724 fPhotovoltaic system performance monitoring i Guidelines for
measurement, data exchange and analysis0[40], and the guidelines of the European Joint Research,
Report EUR 1 6 Guid8linea for the Assessment of Photovoltaic Plants. Document A: Photovoltaic
System Monitoringo [41]. These most recognised documents are used not only for PV plants but also

for CPVs considering adequate considerations.

Since the actual monitoring systems interfaces ar e usually installed

manufacturer or related software producers, it is not possible to generalise a description. Table 2
summari sed the parameters commonly recor de,dnoré
information about the monitoring procedures used for the analysis proposed in comparison with the ones

found in the literature are presented in the next chapter.

Table2: Suggested Parameters To Be Measured in Real Time from SCADAX]s{88], [42]

Parameter Symbol Unit
In-plane Irradiance Gl Wim2
Ambient temperature Tamb °C
Module temperature Tmod °C
Wind speed Sw m/s
PV array output voltage VDC \%
PV array output current IDC A
PV array output power PDC kw
Utility grid voltage VAC \%
Current to utility grid IAC A
Power to utility grid PAC kw
Durations of system outage | T_outage S
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3. Methodology

The main aim of this chapter is to exploit the literature findings reviewed in the previous chapter and explain
their ad-hoc application developed for the purpose of this study. Therefore, this chapter presents specifications
aboutt h e fdatadoas@s received from Enercoutim, the equipment used for the direct measurements (sub-
chapters 3.1 and 3.2), and the methodologies applied throughout the monitoring analysis performed in each
of its steps (sub-chapters in section 3.3). The content of this chapter provides the analytical framework under
which the research point A (reported below) has been answered.

A. Analysis of theon-si t e direct monitoring measur elséunctioss:
trackers, inverters and DC modules. The research analyses the energy yield losses and their possible
causes while providing an understanding of the impact of atmospheric factors on the performance of
the CPV units.

3.1. CPV Plant and System Description
The 4MWp Enera Blatformn hoétsd iSfofler ent CPV unitso6 model s.

the total installed capacity has been considered (see Figure 16). Specifically, the performance of 116 units -
model Magpower MagSun TRK95 i CMP132, have been closely analysed. Wi t h t he ter m i

components are meant to be encompassed:
PO E QPO VOO ODONVE WQHQE 0 QI KADE &€ OQE OG EIDEQE XD

In each unit, the 72 concentrating modules are arranged in 3 arrays (24 modules per array), connected in
series. The punctual concentrating element, individually positioned over each MJ solar cell, is a PMMA Fresnel
Lens having a geometric concentration factor of 800 suns. Each unit has a nominal power of 9.504 kW. Each
module has a nominal efficiency of 29%. Figure 14 shows the schematic draw of the CPV unit under

consideration, and Figure 15 presents the drawing of a single module.

Figurel4: Magpower MagSun CMP13ZRK95 unif43] Figurel5: Unit's Module Structur43]

Figure 16 pr esent s Enercouti més Solar Platform [ ayout.
considered for this study. The blue circle on Figure 16 highlights the location of the meteorological station
providing the atmospheric condition measurements.
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Figurel6: Solar Platform Layout Considered [Own elaboration @vg}f

3.2. Raw Datasets

Two sets of direct measurements data were provided by Enercoutim in order to accomplish the analysis

planned: energy data referring to the solar energy production (of the 116 units highlighted in red in Figure 16),

and a set of meteorological data (directly measured on-site from the meteorological station circled in blue in

Figure 16). Both data sets provide information from January 1st to December 31st, 2015. It is remarked that

2015 has been the first year of operation of the solar Platform. Specifications about each set of data are

provided below.

3.2.1. Enerqgy Dataset

This set of data encompasses direct measurements of energy and electric parameters provided with a time

interval of 6 minutes for each of the 116 units under analysis. Table 3 lists the parameters provided by this

dataset.

Table3: Listof Parameters, Unit Of Measures And Sensors Of Energy Dataset

Feature Referring Element Unit of Measure Sensor
Current (AC) Array [A]
Current (DC) Array [A]
Voltage (AC) Array V] Inverter
Voltage (DC) Array V]
Energy (DC) Unit [Wh]
Elevation Angle Unit [°]
Azimuth Angle Unit [°] Tracker System
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3.2.2. Atmospheric Conditions Dataset

The direct measurements of the atmospheric features are provided by the sensors located in the

meteorological station with a time interval of 15 minutes. The list of parameters and the related measuring

sensors are provided in Table 4.

Table4: List § Parameters, UnitfoMeasues axd SensorsfAtmospheric Conditions Dataset

Atmospheric Feature Unit of Measure Sensor

Air Temperature (Tair) [°C] ) )

Relatve Humidity (FR) B Biral i Hygro-thermo Transmitter
Direct Normal Irradiation (DNI) [Wh/m?] Kipp&Zoneni SHP1-V (Pyrheliometer)

Average Wind Speed (Ws) [m/s] Biral i Small Wind Transmitter
Wind Direction (Wdir) [°] (horizontal wind)
Precipitation (Prec) [mm] Pronamic 7 Precipitation Gauges

Atmospheric Pressure (PAQ) [hPa] Biral T Precision Pressure Transducer

3.3. Monitoring Analysis i Methods

The monitoring analysis performed strives to follow the directives of the international standard IEC 61724,

introduced in chapter 2.4. Following the IEC 61724 standard, a primary quality check of the input data is usually

necessary to ensure the consistency of the measured data. For this purpose, ad-hoc data tests are necessary

to exclude the presence of anomalies. Consequently, the following steps are taken throughout the different

levels of the monitoring analysis:

1) Timestamp issues primary verification i Before proceeding with the analysis, it is usually necessary

to check the possible evidence of time series related data issues. Explanations about the required raw

data synchronization are available further on in this chapter.

2) Preliminary data inspection i T h e

identification of

systematic

filters and quality control tests for the overall dataset. A set of graphically inspections of the raw data

is performed to find evident mismeasurements. Examples of the problematics found in the datasets

are provided and analysed in chapter 4.

3) DataFilter application i Data collected at extreme weather conditions may introduce unwanted noise

in the information outcome [45]. Thus, specific data filters might be applied to the raw data. For the

monitoring analysis here reported, the use of specific filters, if needed, is explicitly mentioned in the

text body.

4) Metrics computationi Speci fic indicators shoul

performance.

d

be

def i

5) Composite sighals comparison i The comparison of relationships among the different parameters

in the dataset with modelled and/or literature-b a s e d

trends in the system performance.

i ndi c at dderif§ing¥leavs an mositwed | o ws

Throughout this study, the CPV units have been analysed in their main three components as independent sub-

systems: trackers, inverters and modules. The overall performance of the system depends on the well-
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functioning of each of its sub-systems. Therefore, each sub-system performance has been evaluated
separately in order to understand: a) the individual contribution of each sub-sy st em t o t he

efficiency; b) the improvable plant performance giventhesub-s y st ems & maxi mum ef f i

Figure 17 shows the schematization of the energy flow of a grid-connected PV system. The same scheme can
be applied to the CPV system studied. The variables in the illustration describe the main energy conversion
steps realised throughout the system. T h e t e r nFigr®IR%refdarsno the performance ratio of the overall
system: this indicator compares the actual system vyield to the p | a rréfedeace yield [38], providing an
understandi ng of t heBymygnidrirg thé perfopmancé ofthersysters a each of its levels,
it is possible to evaluate the different sub-systems losses graving on the energy flow delivered to the grid. For
the purpose of this study, the losses and malfunctions happening within the inverters, after the inverters
towards the grid, as well as considerations over the quality of the power delivered to the grid have not been
addressed. Moreover, as explained in chapter 2.1, CPV uses only DNI and thus the accuracy of the tracking
system is essential for the systemd snergy conversion efficiency. Therefore, a tracking performance

assessment has been added for the correct performance assessment of the solar plant under analysis.

Ve Vie
G, PV array Inc Inverter ac Grid
PDC PAC

Tamb ’ Tmodv SW

r Ya
Reference yield Array yield

Is
le System losses
Array capture

losses

PR ©$

Figurel7: Energy Flow in a Grid Connected Photovoltaic SyS&m

The modules analysis is the main aim of the research focus A. Therefore, the tracking system and the inverters

performance analyses are meant to: a) evaluate the overall 116 units performance; b) select the units on which

perform the modules analysis and the evaluatinergy of

conversion performance. A poor tracking performance af feremycaptucej r ect |

2Tamb is Ambient Temperature, T mo d dbspeed:Nhest ark soie of theeparpneetera t u r e
affecting PV arrays performances. For what concernonte@ study
unit.
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which jeopardizes all other subsystems energy conversion. Therefore, the module level analysis is limited to

a small number of units found to be well-performing at tracke r s 6 Additionally, the analysis of the inverters

performance, allows to have an overviewoft he whol e unitsd performance.

3.3.1. Datasets Synchronization

As mentioned previously, the two raw datasets encompass data with different granularity®: electrical measures

are averaged (or directly taken, as for power measurements) every 6 minutes while meteorological data is

averaged over a period of 15 minutes. Moreover, the timestamps* of the two datasets are not synchronised.

In other words, energy measurements and meteorological measurements not only are averaged over different

intervals, but they are also recorded at different points in time along the day. Table 5 and Table 6 serve as

datasets extract examples in which the yellow boxes highlight the timestamps of the two datasets.

The different granularity of the databases represents an obstacle to the direct cal cul ati on of t he
performance indicators. The synchronization of the datasets is the first step of the monitoring analysis, not only

to avoid information distortion and data noise, but also to proceed with the quality check of the overall
measurements available.

Table5: Example Extract from Energy Dataset

Energy Measuremets ¢ Unit X
Day Month Hour Min Sec PDC1 [W]

2 6 11 25 48 2331
2 6 11 31 48 2329
2 6 11 37 48 2343
2 6 11 43 48 2335

Table6: Example Extract from Atmospheric Parameters Dataset

Atmospheric Measurements
Day Month Hour Min Tair [°C] DNI[W/m2] Wspeed [m/s] Wdir[°] RH[%] Prec[mm]
2 6 11 0 27.279 882.963 0.980 306.971 30.009 0
2 6 11 15 27.499 886.455 1.899 62.864 29.554 0
2 6 11 30 28.040 889.060 1.108 269.548 28.793 0
2 6 11 45 28.268 890.586 2.356 82.376 28.330 0
2 6 12 0 28.461 889.197 1.953 24.462 28.063 0

When acting on timestamps, it is not possible to guarantee a perfect synchronization of the measurements
due to the different measurement equipment (listed in Table 3 and Table 4) and their intrinsic reaction times.
However, the literature suggests that the reaction times are much shorter than the time period target of

synchronization, thus it does not influence the synchronization [46].

The term fAgranularityo refers to the time interval bet ween
consecutive measurements in the atmospheric dataset is of 15 minutes, this dataset has a granularity of 15 min. The

energy dataset records measurements every 6 minutes: its granularity is of 6 minutes. In this context, it is possible to say

that the energy dataset has a finer granularity than the atmospheric dataset).

“ATi mestampo is the dat apedfistime forenatmay-honr-minutetsecorals proper of digital direct
measurements.
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The choice to synchronise the two datasets to a granularity of 15 minutes is made due to the following reasons:
a) numerically speaking, bundling data over a larger period of time introduces less errors in the synchronization;
b) 15 minutes is the ideal interval of time (among those available in this study) over which observe useful
information from raw data [46]; c) the meteorological dataset presents measurements with a regular interval
of 15 min at each quarter of hour: as saying, every hour at minutes 00, 15, 30 and 45. This makes easier to
calculate energy yield hourly.
To examine the uncertainty level due to dataset synchronisation, it is considered the relation ¢p | &g, being
t1 the synchronization target interval of 15 minutes and t2 the interval to be adapted (6 min). Therefore, |
results to be 2.5. Two possible cases are then faced:

a) Case 1 (worst case) - in which the timestamp of the energy dataset measurements it is not aligned

with the timestamp of the meteorological dataset;

b) Case 2 (best case) - in which the timestamps of the two datasets are aligned.
Figure 18 and Figure 19 present schematic examples of both case 1 and 2 and the related uncertainties
introduced in the data due to the imposed synchronization process. Consider case 1 (Figure 18): the possibility
of introducing the highest uncertainties in the process is at his highest. In fact, only one complete measurement
(PS)i s completely fivpmchmusddarrayB2. t pd med p6 apadyintEAendE2Aispl it
respectively. This process causes 60% of uncertainties in the newly created value of E2. The uncertainties are

calculated as the weighted difference betweenjand t he number of ficomplete t1 in

created synchronised ar r ay .calchlated asy &l Lgvetf’a‘]f Mmhegp Qatter, E

11:37 11:43 11:49 11:55 12:01 12:07

Raw Energy Dataset

————————————————— ! b e

11:30 11:45 12:00

\ J
|

Worst Case Error:

2.

5-1 _
o 100 = 60%

Figurel8: Exemplification of the SynchronizatiBrocesg Case Jown elaboration)

Considering now case 2 (Figure 19), it is possible to see how the timestamps of pl1 and E1 are already
synchronised. In this case, two complete measurements of power (pl and p2) arefully fApassedo to E
only p3 is needed to be split in half, as well as in the case of p4, p5 and the second half of p3. Being only half
measurement needed to be Asplitodo, the uncertainties in
20%.
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Best Case Error: 2'2 ;2 -100 = 20%

Figurel9: Exenplification of Synchronization Proces3ase 2 (own elaboration)

Increasing the granularity of the meteorological dataset from 15 minutes to 6 minutes, would have increased
the error introduced to the synchronization. In fact, meteorological data variations are dictated by the stochastic
nature of the weather and it would be unreasonably complex to assume a specific mathematical behaviour to
Asplito the value of each me.dMoraoves, fixmgthedower time smtergal (6 reim)
and adapting the larger one (15 min), leads to high error when the actual signal (each series of meteorological
measurements in the specific case) has high variations. The error in the synchronization would then propagate

throughout the calculations made and thus greatly influencing the overall analysis.

3.3.2. Tracking System Performance Analysis

The two-axis tracking system with which the CPV units are equipped tracks the apparent position of the sun
throughout the day, allowing electrical power generation when DNI is above 400 W/m?[13]. The intensity of
incident radiation on a given surface depends on its orientation related to the position of the sun. As illustrated
by Figure 20, the position of the surface (also

Zenith
A 4 called aperture), in this specific case the surface
Aperture N | '
4\7 <7[> pertire Sorle of the modules, can be defined by two angles:
£ Vv Qh'"'--., . the slope angle . and the surface azimuth /¢,

respectively defined as the angle between the

normal aperture and the solar zenith, and the
angle between the surface normal clockwise
from due-South. The two-axis tracking systems

allow the units to rotate following the position of

Ve . . . .
sun, specifically tracking its elevation and

Figure20: Solar Angles for Tracking Purposes [46] azimuth angle. The aim of the tracking system
is to align the aperture normal of the solar cells
(or the modu lseacsilion $octhatthh anglesafiincitlence (AOI) [ is ideally null. Angle [ is defined
as the angle formed by the aperture normal and the sun vector. In case of a non-perfect-functioning, the
tracking system allows U to be greater than zero, thus, reducing the amount of DNI received by the solar cells.

Therefore, considering a situation of tracking malfunction, the magnitude of angle [ can be considered as an
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indication of the magnitude of the tracking error: the higher is angle [, the higher is the inefficiency of the
tracking system [47].

For what concerns CPV, the optical elements represent an additional layer to the complexity of path followed
by the effective DNI captured and converted. In fact, the optics of solar concentrators allows for capture of DNI
only if [ is lower than the optics acceptan c e  a ncg The later is formally defined as the angle measured
from the normal vector of the entrance aperture to the sun vector at which module photocurrent is 90% of the
peak one [27], [28]. Therefore, the tracking system should perform as for [ lower than, or at least equal to,
3.8°, being this the CPV units acceptanceangle ( f r om uni t s o

favail abled angle for
incidence angle being equal to the acceptance angle. In this specific case, if the tracking system will move
accordingly, the movement of the sun will be so that " is going to be higher than the acceptance angle and
thus, the concentration of the DNI rays will ends outside of the receiver area (red area). In order to compare
t he t he ng wi t h

angles are computed for each given time at which energy measurements were accomplished, also considering

measured angles of tracki systems
for the specific location of the solar platform (latitude, longitude and altitude). The computation is based on the
SANDIA National Laboratory Collaborative Toolbox for MATLAB PV_LIB version 1.32, based on Grover
cl ass

he

and rel ated

ng

Hughesdé cl ass
t he

the SANDIA library.

of tracki system, t angle of

Figure 21: Example of Limit Incidence Angle Due to Optics' Acceptance Angle (Own elaboration on th§2B8§se of

] AOAANTABATIO OBMROHUAT @O rA (1)

As mentioned previously, JAis the slope angle which, for dual-tracking systems coincides with the elevation

angle ofthetracker;o ¢ i s t he s yhorizantaléracking angle) while r Ois the solar apparent azimuth

angle calculated as (2), whereni s t he

as (4) which allows to consider the direction of the incident beam direction depending on the day of the year
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¢, and the latitude of the Platform location n. At the same time, J is the hour angle® defined as (5) and for
Figure 23, where ts stands for solar time. Finally, [ Uis the zenith tracking angle computed as (3). The apparent
elevation angle of the sun is calculated as the complementary angle of [ U

Figure 22 and Figure 23 allows the visualization of the angles used in the calculation of equation (1).

6 0ch xA0AMISOE! ORI @)
Ch M ReAR T
fU AOAANEQANTOOMIORI
‘ (4)
AOAGEDY bbO P X°
] X Tou
. (5)
1 — 0 q
pPC P
*Polaris
/
North Pole
Meridian parallel
to sun rays
’——4— Sun rays
& J Declination
angle
Meridian of observer at Q
Figure22: EarthSun Geometry Basics for Calculation of Angls Figure23: lllustration of Main Angles Used for Tracking
Incidencd49] Monitoring Purposeft9]

Comparing the t r a c largle 6fsacceptance (IA A Aith the computed angle of incidence, the concept of
firacker a v a i | dshdefined iand ®amed OU . Whenever a measurement reports [ IA A e tracker is

considered available and, whenever [ [ A Aid\not satisfied, the tracker is considered unavailable.

3.5
PP
Dt

(o]

j JA
| JA

The availability of each tracker is then averaged on daily and yearly bases as shown by equations (6) and (7).

B 60 (6) B 06U (7)
ov

ov - _—
3 oQu

5 For further definitions of the solar times and similar concept refer to [49], [50].
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The comparison of the availability results among the 116 units is used to choose the best performing units

which will be considered in the module level analysis.

The global efficiency of the tracking system can also be estimated considering the relation between the daily
maximum possible energy generation as if the overall plant would perform as the one of the healthiest tracker,
and the actual energy generated by the plant. This relation will indicate the losses generated by inefficient
tracking. For this purpose, the following steps are taken:

1) The best tracking system is selected daily considering the highest daily tracking efficiency;

2) For each day, the daily amount of DNI considered as firackedoby the best tracking unit is computed
and multiplied for the total number of units; the resulting values are considered as the daily maximum
possible DNI absorbed;

3) The yearly sum of the daily values of maximum absorbed DNI is considered as the yearly maximum
potential DNI absorbed O 0 "O

The ratio between the actual yearly DNI tracked by each units O 0 O and the result of point 3) of the
above list is considered as the global tracking efficiency — as shown by equation (8).
(8)
‘000 000 o) i 0
(9)
000 000 B
b 00 0 A (10)
- — T
0G0 P

The relation between the DNI values presented by (10) is chosen instead of comparing DC energy values

because of the need to exclude the modulesd6 ef fi ci enci es fr om tromethecresllitoful at i o
equation (10), it is possible to estimate the revenue loss associated to the missed injection of energy in the

grid caused by tracking inefficiencies. Due to the direct proportionality between DNI and DC energy, it is

considered that the percentage loss of untracked DNI leads to an equal percentage of unconverted DC energy.
Consequently, a related percentage of revenues is lost as shown by (11). Itis in fact assumed that an improved

tracking efficiency would not impact on individual mo d u | eHigeacies. Therefore, DC and AC conversion

efficiencies at module and inverter levels are assumed constant.

P —s i, 5670 0@¢ci00P ¥ YO, pauP ¥ YYQU @ifooP (11)

Equations (12) and (13) present the steps taken to estimate the amount of revenue loss deriving from tracking

inefficiency. Firstly, the actual yearly revenue are calculated considering the actual DC energy converted, the
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efficiencies of AC-wiring (— ), the nominal efficiency of the inverter (— ) and the feed in tariff

"O'Q & shown by equation (12). The specific values considered in equation (12) are: — = 1% [51],

- = 98% [43], '(d"¥ 380 © [52]. Secondly, the percentage of revenue loss is calculated

0 wQ
considering the actual yearly revenue as for (13).

, 0 &0 (o) (12)
YQU @E O Owaai ©O ¢ 05 - oY
yyoumq Ogponi YOV @ § b OYQUL @ o O wooni (13)

3.3.3. Inverter Level Performance Analysis

The solar platform benefits of a tracker-inverter configuration: each unit is equipped with one inverter. To

evaluate inverter level performances, the DC input energy (sum ofthear r ays 6 DC energy) i s ¢
AC output energy of each inverter, computed as shown by equations (14) and (15). The comparison is based

on the daily energy produced in order to reduce the noise effect produced by possible mismeasurements. The
inverterdés efficiency is t htheACouaputpand tkedDC énput as shewnrbyat i o b
equation (16).

0 wf 505 wf 505 w i 505 (14)
i e (15)
O QuQ L Q0 Qw
. 0 Qa0 (16)
o P o aam P

Based on the results of equation (16), the conversion efficiency of each unit is possible to be found. The
comparison of daily efficiencies of each inverter allows to identify possible failures.

Figure 24 presents the scheme of operation of the tracker-inverter configuration. The DC values of each array
are transmitted to the inverter which has a unique AC output.

PDC,arrl, VDC,arrl, IDC,arrlk
L

Pac,unit, Vac,unit, 1ac,unit
| -

»

PDC,arrZ, VDC,arrZ, IDC,arrZ
»

»

PDC,arr3, VDC,arrS, |DC,arr3‘

»

Figure24: Schematic Explanation of the Inverters' Operation (own elaboratic
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3.3.4. Module Level Performance Analysis

The DC module level performance analysis only focuses over the units best performing at tracking level. This
module level performance assessment strives to understand the main operational behaviour of on-site CPV
units, their energy conversion behaviours and the efficiency of their operation.

A useful methodtoasses s modul es 6 pteavdluate thespariorenancesatio (PR) at DC level. This
specific application of the PR measures how effectively the unitsé mo daorivertssunlight into DC energy
with respect to the nameplate rating and the standard conditions. The calculation of the PR at module level
allows to isolate the DC performancesfrom t he rest of the unitsédé syste
importance of the tracking analysis being completed previously, excluding as much as possible any influence
of tracking imprecisions from the DC power output of the analysed trackers. The PR at module level is defined
as for (17), where @ is the actual module DC yield and w is the module reference DC yield. It is thus assumed

the existence of a linear relation between the actual yield and the reference one [38].
@ 0 'YOw 17)

Equation (17) can be reshaped in equation (18), where Ois the DC energy converted in a defined period of
time and DNI is the direct normal irradiance cumulated over the same amount of time; 0 i oigothe nominal
power of the unit, equal to 9.504 kW, and O U "Oi istth® standard O § ‘@ operation condition, equal to 900
W/m2, — and - are respectively the tracking efficiency and the optical efficiency of the module. The latter

is considered constant and arbitrary at 85% [16], [30].

0 QiR . (18)
- 06 o o
v YP O 0@ —opmm
0670

Considering the reasons exposed in chapter 3.3.1 and the references found in the literature, the period of time
chosen for the computation of the average PR is of 15 minutes [38], [46], [53]. Therefore, the energy yield
cumulated every 15 minutes is calculated, as shown by equation (19) as well as the cumulated related amount
of DNI. The latter is multiplied by the tracking efficiency and the optical efficiency, as shown by equation (18)
in order to account for the actual DNI captured by the module. This step is necessary because the DNI
measurements are gathered by the meteorological station and thus, the direct measurements refer to the total
DNI available and notth e amount whi ch ilythawmisual | y Atracked?o

Although the energy measurements are provided in the energy dataset, they present a high number of
mismeasurements. Therefore, it is chosen to calculate the cumulated energy as the integral of the power over

time. The power measurements proved to be more reliable, thus introducing less noise to the overall analysis.
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_ (19)
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As mentioned before, each unit is composed by 3 arrays. Being the arrays completely equal, the summation

of the power output of each them i basshoumbyi(ZDer ed as

Qw0 f Qo 0§ Qo 0 (20)

C
=

The same integral calculation is applied for the computation of the cumulated DNI, in energy terms, as for

equation (21).
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Due to the fact that photovoltaic systems performance depends not only from the quality of the system but also
from the local weather as discussed in chapter 2.2, the PR values are expected to substantially change
seasonally, making the PR metric less suitable for performance evaluation and comparison [53].

In order to exclude the influence of the most impacting meteorological condition over the performance
assessment, a correction to the PR is applied. The correction considers the influence of DNI, air temperature
and wind speed over the cell temperature and thus, over the energy yield at module level.

Since no direct measurements of the cell temperature are available in the raw datasets, a heat transfer model
is considered to estimate the cell temperatures. The heat transfer model used in this study derives from the
SANDIA Nat i onal Laboratories paper fi Rited4djo Altbdugh astudied ahd
presented for PV systems, the heat model presented in [47] is explicitly suggested to be used for CPV modules
considering suitable coefficients and irradiance components. Equations (22) and (23) present the heat transfer
model used to estimate the operating cell temperature and thus describing the dissipation of the heat through
the module. Specifically, equations (22) shows the CPV adapted relation for T m, being the
temperature considering the influence of the atmospheric features mentioned above: Ws, being the wind speed
[m/s], Tair [°C] being the air temperature and DNI [Wh/mz]. Both equations (22) and (23) can be used to

estimate Tm and cell temperature (Tcell) over different time periods.

Y& oi0Q ° Y& Qi (22)
T e e, Q0 OO@O0CT®@ . . (23)
Yw Q add —————— JY'Ywe¢ Q
Ouv Oi 0w

For the purpose of PR correction, Tm and Tcell are estimated over the calculated PR interval of 15 minutes.
Coefficients a and b are empirically determined constants representing the variation of the module temperature
in relation to sunlight and to the effect of the wind speed respectively. Their values for this specific study are
estimated to be a = -3.2 and b = -0.09. The selection of a and b is based on the consultation of the SANDIA

Nati onal Labor at qafterbavidg inpud thet GRPY charact8ristids of the units under analysis.
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In the CPV adapted formula (23), DNI substitutes the plane of array irradiance. It is in fact assumed that, being
the only component of global radiation to be actually used by the cell to be converted in energy, it is also the
only component to overheat the cell itself [54]. DNI is also considered for the calculation of the modul e 6 s
temperature because no direct measurements of global irradiance are available. For these reasons, the
tracking efficiency is considered in equation (23). The heat transfer model presented defines the term within
{ } as an empirically determined conduction/convection heat transfer coefficient. Being empirically determined,
its precision it is not confirmed to be maximum. However, it represents the model mostly used in the literature
in absence of direct measurements [53], [54]. The term Y'Y® Eréresents the temperature difference between
the cell and the root of the heat sink on the back of the module. Y"Y® €isQet equal to 58°C. This value derives
from [55] which defines cell temperatures and temperature gradient of the heat sink at different concentration
and under several conditions. In particular, the study works over a 10mmx10mm GalnP/GaAs/Ge HCPV cell
equipped with a simple aluminium-made flat plate heat sink with a substrate of 5mm thickness. These
characteristics, coupled with a geometric concentrator of 800X, match the specifics of the passive cooling
method used in the Enercoutim C P V 8 s . Refelierice [55] examines the cell and the heat sink temperature
behaviour over different geometric concentration ratio and conditions. The study found that, under standard
conditions of DNI = 900 W/m2, optical efficiency of 85%, cell efficiency of 40% and air temperature of 20°C,
the cell reaches a temperature near to 75°C, while the heat sink presents a temperature of about 17°C.
Therefore, the Y'Y &v&le is calculated as the difference between these two temperature and results in the
value of +58°C. Although this value might seem extremely high, especially compared to the values commonly
used for PV, it is recognised that the thermal behaviour of CPV can vary greatly depending on their design
[22], [47]. In order to correct the values of the PR relating the impact of the atmospheric conditions over the
operating conditions of the module, the actual temperature of the cell needs to be compared with a reference
temperature. In the literature it is possible to find two different schools of thought in this regard: numerous
studies present PR correction using as corrective temperature the standard reference temperature Tstc (20 °C);
others consider more proper the calculation of a location-related reference temperature [38], [53]. Being the
monitoring analysis in this thesis also explorative about possible relations between atmospheric features and
CPV performance, both corrections are considered and compared.

For the correction using a location-related temperature reference, a third auxiliary temperature is calculated
as suggested by the literature: the irradiance-weighted average cell temperature [53]. Equation (24) presents

the computation of the cell operating temperature for the whole year "Y& ‘Q & & considering the hourly DNI
(O0 "O ) and cell operating temperature “Y 'Q & Yacomputed considering equations (22) and (23) over

hourly periods.
B OO0 OYOQa & (24)
BOO O

YOQ& & X

The corrected PR, as shown by equation (25) is therefore computed as the ratio between the actual energy

obtained from the module O ; and the estimated temperature-corrected energy O Py
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The temperature-corrected energy considering "YO'Q& & is estimated as shown by equation (26) while

equation (27) presents the formula for the estimation of the temperature-corrected energy using Tstc.

. - 5. 200 @O® D0 Ferm n T ey (26)
(0] FQAQ Ui 00w —————— 0 p T "™WQaa Yo Qaay'yY
Ou 0Oi 0w
. i w200 QO D0 A (27)
0] P QAQ Ui Q0w ——————— 0 p T Vi 00 YoQdudYY
Ouv Oi 0 w

Either in equation (26) and equation (27), T is the temperature coefficient of power equal to -0.16 [%/°C], ¥"Y[hr]
is the interval of each data record being 15 minutes = 0.25 h, and "Yo Qigt the operating cell temperature

resulting from the application of equations (22) and (23) over the period of 15 minutes.

The corrected PR should provide higher and more constant values than the non-corrected ones. More stable

PRvalues arethenusedtoas sess uni t s d.Agalysing and coraparmag8Y  throughout the year,
considering time intervals of 15 minutes and 24 hours allowst o0 i denti fy modul esd perfor
related variation sources. The analysis of performance variations is assessed considering the following
reasonable assumptions:

1 Consideration 1: Small0'Y _ decrease

Asmall0'Y  decrease, in a limited period of time, could be considered as an efficiency loss in the DC
energy conversion process. The change of 0'Y  values have to be further analysed to understand the
nature of the decrease. The following assumptions are to be considered for this case:

- Constant decrease: possible issue of mismatch or mistaken DC module rating;

- Variable decrease: if the decrease is recorded over a large period of time (i.e. yearly) the decrease
could be generated by a pr oglogg #thd dececasa gppeargtoloef t he
cyclical over short period of time (weekly/bi-weekly) the decrease could be originated by soiling
effect.

9  Consideration 2: Large 0'Y___ decrease

A large decrease in the values of 0'Y , in a limited time period, could be due to an availability issue

of the units possibly characterised in the following effects:

- Reversible decrease: if the highlighted decrease reverses its nature in a short period of time, the
performance decrease could be linked to shadowing effect;

- lrreversible decrease: a constant and important performance decrease could underlinear r ay és | ev

defects which trigger the need of immediate corrective maintenance.

To analytically examine increasing or decreasing 0'Y  trends (both based on 15 minutes and 24 hours
evaluations), a linearregressionand a subsequent oper astrdsdtnareandergonet Toe r egr
understand what is the mathematical expression that better fits the sequence of 0'Y  values over a specified
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time period, a linear regression is accomplished through a polynomial curve fitting of degree 1. The
computation is called by the MATLAB function polyfit in the following terms: ;1 € & a$R0. The algorithm
of polyfit returns the coefficients for a polynomial n(c) of degree ¢ that is a best fit (in a least-squares sense)
for y. The coefficients in 1y are in descending powers, and the length of 1y is £ +Z. The polynomial resulting from
the call of polyfit function as shown aboveis:fn @ R Qo E N . Forthe specific case
under analysis, the degree of the polynomial is chosen to be 1 (linear regression), as for the relation degree
existing between x and y. The variables of the regression are set respectively as:

00 001 S0 050 and ® wd0'Y

The demonstration of the first-degree relation is given as follow:

Being 0 'Y 2 ° . ifo 00 00 S0 050 , thend'Y —

Therefore, if o0 'Y, then® w—— ——

where, being 0 a constant, it is demonstrated that the polynomial degree is 1.

It follows that the resulting polynomial from the callof | 1) £ & wXuEpoO is going to be constituted by only two

polynomial coefficients and thus the resulting 1) @ is going to be in the form of o NH®» 1 .

| @ geometrically represents a straight line which fits the points in c The difference between a computed PR

point and the related 1| @ indicates a variation from the expected PR value. Considering the cumulative sum

of these variations, it is possible to extrapolate mathematically justified PR variation trends over which base

the evaluations described by the previ oubfagtthismathtodcd @ Cor
hereafter called as Acaemel hodoe sepr edendtid ftehegnhaat h e me
identification of the systembs behaviour change.

Shadowing analysis

Shadowing is the phenomenon for which a third object projects its shadow over solar collectors avoiding
sunlight to reach the solar cell s. Sé&nditeffedtis guppbskdtes r edu
be possibly quantified by lower PR values. To highlight possible shadowing effect due to close-by objects, the
performances of units located in different locations are compared. Specifically, utilizing the cumulative sum of
differences method, the 0'Y  trends of one unit close by objects which may create partial shadowing are

compared to the 0'Y  trends of units far from the subject hypothesized responsible of shadowing.
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Soiling analysis

Figure25: Wind Compass for
Wind Directions Degree

As mentioned in paragraph 2.2.4, soiling effect is strictly connected to
precipitations and particulates transported by winds. The identification of possible
soiling effect patterns is researched by analysing the daily cumulative variation of
oY in relation to rainfall events and winds blowing from southern directions.
To analyse a possible impact of different wind directions over the 0'Y , the
degree-base measurements of wind direction stored in the atmospheric dataset
are translated into cardinal directions using the main 8 compass directions as

indicated in Figure 25.
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4. Results and Discussion

This chapter presents the results obtained throughout the study following the research steps listed in the
Methodology chapter. In addition, a characterization of the solar platform location is initially provided to enrich
the understanding of the reader about the atmospheric conditions and solar resources of Enercoutim solar

plant.

4.1. Solar Platform Location Characterization

The solar platform managed by Enercoutim is located in the proximity of Martinlongo, a small village in the
south of PoBté@alN, (F AHBHA)5Gederally tharbcterised by warm and dry climate,
south of Portugal is one of the sunniest areas in Europe, providing for high value of solar irradiation, ideal for

solar energy production [56].

Municipio
Igreja Matriz/de

Solar Platfrom

Figure26: Enercoutim Solar Platform Locati@#] (due Northpolar Resource

Daily measured DNI, year 2015 The inner zone of northern Algarve is

12 —
characterised by scarce rainfall and high

values of solar irradiation [57]. During
2015, on-field measurements recorded a
total DNI of 1865.10 kWh/m?/year and a
daily average of 5.11 kWh/m?/day, in line
with the average values recorded in the
| i south-Mediterranean climate [58]. Figure

‘ ‘ 27 presents the daily cumulated DNI

Daily DNI [kWh/sqm/day]

recorded by the atmospheric dataset

throughout 2015. The black line indicates
the daily average of 5.11 kWh/m?/day. As

expected, most winter days remain below

Figure27: Daily Cumulated DNI, year 2015 the daily average value while summer

days reach extremely high daily values above 10 kWh/m?/day. The first graph of Figure 29 presents the range
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of values recorded in the atmospheric datasets for cumulated DNI energy over a period of 15 minutes. Instant
DNI values reach up to 1000 W/mz?, so the total irradiated energy cumulated over 0.25 hour ranges up to 250
Wh/m2,

4.1.1. Ambient Temperature

Figure 28 presents the distribution of air temperature values throughout 2015, while the second graph in Figure
29 shows the air temperature range recorded in the same year®. As it is possible to see from both figures, the
solar platform location experiences a large range of temperatures, recording a maximum temperature of 40 °C
in July and a minimum of 0.2 °C in January. As shown by Figure 29, most of the temperatures registered
(within the blue box) are below the standard atmospheric temperature of 20°C. This aspect is of special

i mportance for the analysis of the impact of air

Air Temperature Distribution, year 2015
T T T T T

T T T

T T T

_5 | | 1 L | 1 Il | | Il |
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure28: Air Temperature Distribution Over Year 2015

4.1.2. Wind Speed and Direction

The atmospheric dataset presents Martinlongo as a windy location. As shown by the third graph in Figure 297,

average wind speeds range from 2 m/s and 3 m/s. To be noted is the fact that the median wind speed is higher

than the standard wind speed of operating condition being 2 m/s. Higher values of wind speed are expected

to have a major i mpact of t h én hightightt thee Geasp feequéntd presence ke .

stronger winds, up to almost 10 m/s. However, none of the conditions recorded are enough extreme to

influence the pedestal tracking structures, which can sustain wind blowing up to 140 km/h (38.89 m/s).

6 Only daylight hours related measurements are shown.

" The box graphs in Figure 29 encompass between the lower and upper blue lines all the values in the data series from
the 25th to the 75th percentiles. The central red mark indicates the median while the whiskers extending to the most
extreme data points are data beyond the 75™ percentile but not outliers. The points considered by the algorithm as outliers
are plotted individually wusing the red symbol &6+50.
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DNI Range, year 2015 Air Temperature Range, year 2015 Wind speed Range, year 2015
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Figure29: Ranges of DINAIr Temperatureand Wind Speed/ear 2015

Particular attention is paid to wind directions and their relation to soiling effect. For this reason, Figure 30
presents an overview of the distribution of the wind directions recorded throughout the year. In 2015, winds
appear to blow mainly from northern directions (50% of the time). However, the occurrence of southern winds
blowing almost 25% of the time throughout 2015 is of main interest because of their possible relation with

soiling effects.

4.1.3. Rain Distribution

As it ds pos s iFigureel, precipitatiors result scarce during summer months while concentrated

in the month of October. More details about the possible interaction between daily precipitation and soiling is

provided in chapter 4.2.4.

Wind Directions Distribution, year 2015 Daily Rain Distribution, year 2015
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Figure30: Wind Direction Distribution Throughout Year 20 Figure31: DailyPrecipitation Distribution, year 2015
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4.2. Monitoring Data Analysis 1 Results

4.2.1. Data Quality Verification

As mentioned, low data quality can affect the performance assessment of solar power plants. Particularly,

uncertainties linked to any of the parameters used to calculate the performance indicators combine with each
o t h @ntodnsre uncertainties and further reduce the quality of the derived information.
The raw data quality verification applied to the raw datasets highlighted three main issues:

1) Timestamps issues
As already explained in chapter 3, the two raw datasets were not synchronised, and they required the
application a synchronization algorithm. The latter may have introduced data noise to the results of the analysis
proposed in this chapter. However, the algorithm applied was carefully selected to introduce minimum noise
while synchronise the timestamp of the two datasets.

2) Presence of uncorrelated DNI and power measurements
A curious recurring issue was found between energy and DNI measurements. Several timestamps recording
low DNI values were associated to corresponding unexpected high energy values. An example of this
mismeasurement is depicted in Figure 32, in which it is highlighted the unexpected energy value recorded at

measurement #1175, just when DNI is in a decreasing trend and presents a low value at measurement #1175.

Energy and DNI, 15min base - Unit x

3000
Energy
I A ¥ - DNI
x=1175
2500 1
2000 + " A
4
-— ¢
§ A ‘f.__
= 1500 N [ %
w e | N
r 13 Ui
1000 + | |
. \ 4
.‘
503( . 24 \ |
/
0
1150 1160 1170 1180 1180 1200

Measurements

Figure32: Example oMismeasurement in Energy Dataset of Ufiit

This issue is not connected to the synchronization algorithm. In fact, if the synchronization introduced the issue,
the disagreement between DNI and energy measurements (like the one shown in Figure 32) would appear
cyclically over the total number of measurements, but this is not the case. The fact that each of the selected
units reports a different percentage of this measurement issue over the common total number of
measurements sustains the hypothesis of singularities at each sensor level specifically. Because of the high

relevance of both energy and DNI values in the computation of PR, the measurements showing this kind of
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troubles are automatically flagged and excluded from the performance assessment®. Therefore, all the
atmospheric and energy features related to the flagged DNI and energy timestamps are flagged and excluded
from the analysis as well.

3) Missing data
Missing data issues happen frequently in solar plants related databases. The lack of measurements in
monitoring analysis can |l ead to the use of fArestricted
although attention should be paid in case missing data cover large period of time. In this case, seasonal
variation might be lost, and the lack of this data may significantly impact the performance assessment. To
substitute missing data, historical data could be used to extrapolate trustworthy substitutive data [42].
In the specific case of this study, missing data are recorded in the atmospher i ¢ dat as evaluealm i Na N¢
dat abase | anguage fiNaNo stands f or fi Nislasically hounfolmetioo . Whe
recorded at this timestamp. In the atmospheric dataset the 1.1% of the overall measurements presented a
ANaNO values for all t he f eat ur ergy.data®eh wae coinpleted, pogitive h r o n i
energy values were found at timestampsc or r espondi ng t o.HovweeeN ibis mdNpossibleatd u e s
understand whether the power produced at timestampswhere DNI = A NaNoO was Ilpmeasurad. or i
Since 2015 was the first year of operation of the units analysed, no previous data could be used to compare
the datasetsinuse. To avoid data misinterpretation, the timestamj
are flagged in both datasets and excluded from the analysis. The missing data is only the 1.1% of the overall
number of measurements, thus the issue is acknowledged by the author but considered non-critical.
The reason for the recurring measurement errors such as those of points 2) and 3) cannot be explained with
the data available nor can be solved by any sort of data manipulation. Therefore, the existence of these kinds
of mismeasurements it is simply acknowledged by the author and solved by the timestamp flagging action and
the exclusion of these data from the analysis. It is in fact considered more reasonable to not consider these
measurements in the consecutive calculations to avoid repercussions over the final results. The data filters

applied throughout the performance assessment are considered as the only necessary basic precautions.

Doubts about the validity of nominal values can be risen in case of evident mismatching information between
datasheet values and direct measurements. An example for this case might be provided by the nominal power
value of the units analysed. In fact, the datasheet reports a module nominal power of 9.504 kW but no
measurements of power of the selected units achieves more than 8.701 kW?. It was expected that in
correspondence of optimal tracking efficiency and favourable weather, nominal power production should have
been achieved. However, this does not happen. This fact reasonably questions the correct reporting of the
nominal power rating. Since the nominal power is used in the calculation of the PR, its change (from erroneous

to correct) would affect the performance assessment.

For what concerns the use of specific timestamps granularity for the different analysis levels, it has to be
specified that sections 4.2.2 i Tracking analysis and 4.2.3 i Inverter analysis do not need the use of

synchronised data, because they use the energy dataset features only. The SANDIA library utilised to compute

8The term fAfl aggi npbmankiegfae dsattao i tnhea @atritomcul ar way indicating
status.
9 Considering the valid measurements filtered and thus considered truthful.
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the solar angles adapts its calculation to the specific timestamp of the energy dataset, thus not needing
additional synchronization. Therefore, it is assumed that the outcomes of 4.2.2 and 4.2.3 do not suffer of data

noise introduced by synchronization.

4.2.2. Tracking System Performance Assessment

This first level of analysis reserves few surprising results. As explained in chapter 3.3.2, the availability of a
tracker is defined as the percentage of measurements in which each tracker results having an angle of
incidence lower than, or equal to its acceptance angle. Figure 33 shows the daily average availability of each
tracker, calculated over the whole year. The majority of the trackers result having a daily average availability
above 90%. Table 7 presents the six best and worst tracking systems and their daily average availability
performance.

g Trackers Daily Average Availability
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Figure33: Daily Average Tracker Availability

Table7: Best and Worst Tracking Systems' Performance

Best Performance
Unit # A B C D E F
Daily Average Tracking Availability | 98.22% | 93.79% | 93.58% | 93.39% | 93.38% | 93.36%
Worst Performance
Unit # G H I L M N
Daily Average Tracking Availability | 47.32% | 53.44% | 74.37% | 75.91% | 81.03% | 81.12%

Units A, B and C are chosen for the module level analysis because of their superior
performance. A closer look to the tracking performance of these three units is provided in Figure 34, in which
i t 0s leptmapmecifte the stable and superior tracking performance of unit A. Concurrently, units B and C
present similar but less constant values. Several days are found having common critical tracking issues among
the three selected units: October 4%, 10t and 17%; November 1st, December 14t and 28", All these days

present a daily tracking availability lower than 50%, meaning that for more than half day the tracking system
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recorded an incidence angle greater than the acceptance angle. A more detailed description of the weather
characteristics of these problematic days can be found in Annex 0. It is discovered that each of the common

days with tracking availability lower than 50% is a cloudy day. It is thus reasonable to think that the units might

have been kept stopped, thus not operating, during these days. In fact, althoughtheuni t sé tr acking
are completely computerised, it is reasonable to think that the tracking units might have been temporarily

stopped due to particularly bad weather and/or verylowDNl.Because of the similar val ue
tracking availability, the trackers might have stopped working simultaneously and remained inoperative for

analogous time periods. Safety positions are usually imposed to the trackers in presence of high winds which

may cause damage to the trackings t r uct ure. The maxi mum wind speed at wh
safe for operation is above 38 m/s (140 km/h). Comparable very high wind speeds are not reached in any day

of 2015 in Martinlongo. Yet, possible partial operation halt due to not favourable weather is considered
reasonable. Cleaning procedures are also contemplated as possible explanation. Tracking systems are

stopped in case of panels cleaning and their orientation can change depending on the cleaning procedure

utilised. However, no data regarding days and times of cleaning have been available to confirm this hypothesis.

-
NBOHRO

Daily Av [%]

Daily Av [%]

Daily Av [%]
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Figure34: Daily TrackingAvailability, Selected Units

An example of the graphic analysis!® made to gain better understanding of the tracking issues of the days
recording less than 50% daily tracking availability is provided by Figure 35 and Figure 36. The former shows
a depiction of the tracking problematics of October 4™, while Figure 36 proses the profile of the DNI measured
on the same day. Table 8 presents the characteristics of the tracking performance and the weather conditions
of October 4t

Table8: Weather and Tracking PerformanCharacteristics, Selected Units, October 4

October 4t
Unit A ‘ Unit B ‘ Unit C

Rain 0 mm
Mean Wind Speed 4.26 m/s

10 The results of the graphic analysis for the rest of the days found commonly having lower than 50% daily tracking
availability is available in the Annex 6.
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Daily DNI Available

759.44 Wh /m?/day

Daily Tracking Availability

14.29% ‘ 14.29% ‘ 11.61%

As suggested by the DNI profile and the values shown in Table 8, October 4t weather conditions are not

considered as of particular influence on the tracking system as, although being a cloudy day, no precipitations
or strong winds are recorded. Both units A and C faced a moment at the very beginning of the day in which

the tracker appears to stop in stow position (90° elevation angle and fixed azimuth). Consequently, all the three

arrays do not produce power. At the same time, unit B seems to configure itself at an elevation angle of 90°

but it also keeps tracking the apparent solar azimuth angle. However, as the incident angle is given by the

combination of both azimuth and elevation angles of the tracker and the sun, its power production stops too.
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Fgure35: Graphic Analysis of October 4th, Tracking Issues, Selected Units

DNI, October 4th

120

DNI [Wh/m2]
o~ (2] [+2] 5
(=] o o o

N
=}

o

20

50 60 70 80
Measurments

40
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To provide another example of a long-term tracking issue, Figure 37 present the tracking failure of another unit
(not among A, B or C) from June 6% to June 17t. In this highly problematic case, the tracking issue persists

throughout the whole 10 days until, most likely, a maintenance intervention solved the problems.
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Figure37: Example of Lonterm Tracking Issue

Being tracking critical for the optimal operation of HCPV, its monitoring is considered fundamental. This
anal ysis provided a gener al understanding of uni
weather conditions. The analysis also identified the units benefitting of the best tracking performances and
selected them for the further steps of the monitoring analysis.

The tracking analysis also allowed to calculate the global efficiency of the tracking system which resulted to
be of 99.10%, meaning that 0.9% of the available DNI throughout the year was not absorbed from the 116
units. The losses in the tracking systems lead to missed energy conversion and potential revenue loss. The
latter are estimated to account for 8066 U/year.

4.2.3. Inverters Performance Assessment

tsd t

100 Average Efficiency of Inverters, year base The analysis at t he u nhastheed particularyr t er s

90 | 1 challenging from a data-quality stand point. A revision of
80 1 the invertersd measur e methus

0 1 suggested. As shown by Figure 38, the average daily

80 efficiency of the inverters results mostly between 60% and

50

Efficiency [%)]

® evidently higher from the others in Figure38:u ni t s

Z06s r ec o rofd94.76% lande93.76% respectively.
Considering that the nominal efficiency of the inverters is
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" 98%, the average results shown by Figure 38 can be
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Units explained only by the presence of important issues either

Figure38: Daily Average Efficiency of Units' Invertel

consistently happening throughout the year or heavily
concentrating in a specific period. To better understand the nature of these results, the overall 116 invertersé
efficiency is averaged daily. The results of this analysis are shown by Figure 39, in which it is evident the
almostcompleteunavail ability of the monthsofMarcimApsiaridMayeThehighers
values of units Y and Z shown in Figure 38 are probably due to their better operation during March, April and

May. The daily average efficiency of the inverters of unit Y and Z is presented by Figure 40.
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In Figure 40 there are several high efficiency values, some blank values and a few very low efficiency values.

The blank values (such as highlighted by the green circle) are the results of measurements where AC power

was recorded higher than DC power, thus not considered in the calculations. The presence of these
mismeasurements does not impact on the result of the average inverter efficiency because their summation is

not considered in the calculation of the daily AC and DC energy converted. The very low efficiency values

found between March and June can also result from the contemporaneous high efficiency values reported

from some units and the low efficiency recorded from others. This phenomenon can be observed in Figure 40,

highlighted by the red circles: the contribution to the global daily efficiency of days in which unit Z records very

high efficiency are fAnullifiedd by the contemporaneous
Toexaminet he nature of the invertersod i nacompadgsondetweenddDE dur i n
and AC data is carried out. The previously selected units A, B and C are considered due to their similar (thus

comparable) daily averagei nv er t e r s.Gigueef4l depidtsethe oytcomes of the DC-AC comparative
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analysis of power measurements completed for the month of April** f o r s el

the three units
to see in these figures, DC power is positive while all the AC values are null. The measurements used in this
analysis are recorded every 6 minutes (raw energy dataset). The kind of data available do not make possible
to investigate further over the causes of this prolonged inefficiencies. It is reasonable to think that a corrective
ma i t he i

improvement around the beginning of June in Figure 39. | f

e C

ntenance action solved nvertersd pr obshapems f i x

so, correct.i ma i

overall inverter efficiency steadily until all the inverters achieved again their nominal efficiency values.
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Figure4l: Crossanalysis aDC and AC Levels (Power) for April, Selected Units

The inverter level analysis found un-impressive results, especially for the period between the months of March

and May. It is reasonable to label these three months of AC downtime as consequence of i nverter so
measurement system failure. Therefore, the very low values of daily global inverter efficiency in the months of

March, April and May could be explained in two ways: 1) technical issues impeded the inverters to measure

the transformation of DC power in AC power; 2) incorrect measurements (i.e. reporting AC null values as in

Figure 41) reduced the actual global inverters efficiency calculated.

4.2.4. Module Level Performance Analysis

The analysis at module level is conducted on the selected units A, B and C utilising the synchronised
measurements with temporal granularity of 15 minutes. A filter is applied over the DNI values in order to
consider only values above 400 W/m?2 (100 Wh/m?2). The filter is applied in order to maintain a robust data
quality. In fact, many energy mismeasurements!? were found among the timestamps corresponding to the first

and last minutes of each day when DNI values were just above 0. Figure 42 presents the values of the 15
minutes-based PR calculation.

11 DC-AC comparative analysis outcomes for current, voltage and power measurements during March, April and May are
available in Annex 7.

12 Mismeasurement calculated to be present for 4.79%, 6.88% and 8.78% of the overall number of measurements of
respectively unit A, B and C.
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Figure42: Selected Units PR, 15 min base, Filtered DNI and Measurements

The ticks labels of the x axis show how the combination of the preventive actions taken for data quality
validation and DNI filters resulted in a different number of measurements considered in each month. The
arrows in Figure 42 highlights some of the data points which are previous or consequent in time to flagged
data. The fact that they appear f#fdisconnect edimposed
to the synchronised datasets. Since the flagged data are not considered in the calculations, these points are
visualised through the graph as sort of outliers. They are though valid data and they are all taken into
considerations. The black dashed lines in each box of the figure indicate the average PR accounting
respectively at 82.84%, 84.85% and 86.53% for units A, B and C. All the selected units share a similar PR
variation throughout the year. Especially they all show sudden performance decrease in the month of August
and a subsequent increase in September. The numerous very low PR values shown by Figure 42 highlight
how poor performances often affect the selected units. Some of the reasons behind these low values might be
found in tracking issues (as shown in the previous section 4.2.2) or in the actual inefficiencies of the conversion

of DNI into energy.

Observation of Wdnldehce on Modudetsudbr ePsedr f or manc e

The effect of the atmospheric features of air temperature and wind speed over the PR values is researched
and the visualization of the relations found are presented by Figure 43 and Figure 44. The strict relation
between air temperature and PR is evident in Figure 43 where the reduction of the PR values corresponds to

the increase of air temperatures. This relation appears to be slightly different for each of the selected units.

om

t

h

However, it is not possible to understand the reasonsb e hi nd s p e c i f itocsimianair terapgraturesa ct i o n

mainly because atmospheric temperature is only one of the par amet er s af fecting.
Simultaneously, the relations between PR values and wind speeds are not straightforward. As shown by Figure

44, it is hard to distinguish a specific correlation linking PR and wind speed variations.
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Figure43: Relation between PR and Air Temperature, Selected Units
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Figure44: Relation between PR and Wind Speed, Selected Units

Estimation of Cell Temperatures
Following the computational steps described in chapter 3.3.4, cell temperatures are estimated. Figure 45

presents the ranges of temperature resulting from the calculations. As expected, cell temperatures result to be

basically equal among the selected units. In fact, in the thermal model used for the estimation, the feature
introducing differentiation among the three units is their respective tracking efficiency. However, the selected
units own the best tracking efficiencies and they do not critically differ from each otherd .dt is also interesting
to see how all the estimated temperatures are above the standard temperature Tstc (20°C). This fact will have
important effects over the PR correction based on Tstc. Simultaneously, the highest temperatures estimated

are above the suggested maximum operational temperature of 110 °C [59]. This can be become problematic

in case of prolonged overheating.
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Figure45: Estimated Cell Temperatures, Selected Units

As already mentioned, the cell temperature is of major importance for the correct operation of the CPV units

since cell overheating might negatively affect CPV performance. Figure 46 shows the relations found between

the estimated cell temperatures and the related PR values. Since the estimation of the cell temperature already

considers the effect of DNI, air temperature and wind speed, Figure 46 can be seen as comprehensive of what

shown by Figure 43 and Figure 44. In fact, Figure 46 shows even more clearly how high cell temperatures

negatively affect the PR, especially when above 100°C.
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Figure46: Relation between PR and Cell Temperature, Selected Units

The behaviour of the PR in relation to the cell temperature is a consequence of the impact that atmospheric

features have over the electric parameters of the cell, particularly voltage and current. The relations between

atmospheric features and electric parameters considered of most interest are reported below: the relations

between DC voltage and air temperature is shown in Figure 47, and between DNI and DC current in Figure

51.
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Air Temperature Impact Over DC Voltage

For what concern Figure 47, all the selected units, and each of their arrays, appear to behave similarly with
respect to air temperature and confirm literature findings (see chapter 2.2.2): in case of higher air temperature,
DC voltage decreases remarkably. It is interesting to see how array 1 of unit B functions at a constant lower
voltage than t he ot henightindicate aomvérdiod ssues in itha gebs .of thistarrag. The
many data points resulting outside the main trends in Figure 47 represent types of conversion issues probably
linked to the response of modul es 6 vabdutthasgssue ¢ambe foond
in annex 0.

Figure 48 and Figure 49 propose a closer look at the main two behaviours found in Figure 47. Specifically,
Figure 48 shows the literature-like shape of the relation between air temperature and DC voltage in the selected
units [38]. In this figure it is possible to see the clear negative slope of the quasi-linear relation between DC
voltage and air temperature. On the contrary, Figure 49 curiously shows a double behaviour of one array under
the same air temperatures. This double-line aspect is supposed to be the result of a maintenance action which
fixed an initial problem of the array allowing the same array to achieve higher voltage (upper line) for equal air
temperatures. In fact, in Figure 50 it is possible to see the recorded values of DC voltage of the three arrays
of unit A throughout the year. The blue circle shows the moment in which the voltage in array 1 reaches values
similar to the other arrays, I|likely, after a corr
the middle of the year also explains why the double-line in Figure 49 is spread through similar air temperature

values. Both timestamps, below and above the values of 100 V, are recorded during the coldest and the hottest

months.
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Figure47: Relations between Array Voltaged AirTemperature, Selected Units
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Figure50: Unit A DC Voltage Throughout Year 2015

DNI Influence on DC Current

Figure 51 presents the correlations found between DNI'® and DC current. From this figure it is possible to
conceive three considerations: 1) the clear relation between DNI and current proves that it is this specific
relation to be mostly responsible for the consequently linear relation between DNI and power!4; 2) Several
points have null values even at high DNI values. These points might indicate timestamps at which the array
was not functioning, thus not producing power; 3) notwithstanding the filters and the quality check of the data,
the arrows in Figure 51 indicate a common mismeasurement or very unusual behaviour present in each of the

arrays of all the units.

13 The DNI in the graph refers to the DNI values measured from the weather station and multiplied by the optical efficiency
(85%) and the tracking efficiency. All the values refer to the synchronized datasets at 15 minutes granularity.
14 Comparing to the relations found between DNI and DC Voltage. See Annex 8.
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Figure51: Relation between DNI and DC Current, Selected Units

Application of PR Corrections

In order to decouple the influence of the atmospheric features of DNI, air temperature and wind speed, two PR
corrections are computed: a) PR correction considering the typical operating cell temperature, b) PR correction
considering standard temperature Tstc. In both cases, the corrections are applied measurement by
measurement to all the selected units. The typical operating cell temperatures resulted to be: 65.38°C, 65.35°C
and 65.36°C respectively for unit A, B and C. For visual clarity sake, Figure 52 presents a window of the overall
comparison among the un-corrected PR and corrected PRs at corresponding timestamps; the right y axis
shows the corresponding cell temperatures. The results shown by Figure 52, which are a depiction of the
overall measurementso6 tr end the kmewmedge ef the estimtateddvalued af Tcélla c t d
and the correction formula (see pg. 29), it was expected to have a strong correction with the use of Tstc and a
smother, weaker, correction with the use of the typical operating cell temperature Tcell-typ. The robustness of
the PR correction is given by the difference between the temperature used as correction term and the
estimated cell temperature: for any cell temperature higher than 20°C, the difference between Tstc and Tcell
is greater than the difference between the Tcell-typ and Tcell, and so it is the correction applied to the
corresponding PR. The higher values of the blue dots with respect to the red crosses in Figure 52 are therefore
explained. The black dashed line in Figure 52 indicates the change of date. The decrease of PR values during
the last hours of the day is a common phenomenon throughout the year. Yet, an increase of PR values during
the first minutes of production would be expected too. However, due to the DNI filter, the expected gradual
performance increase, linked to the gradual increase of DNI values after t he sunrise, is fAcut
that, in the early morning, DNI values seem to increase more rapidly and steadily above 400 W/m?2 then how

much they decrease at sunset.
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Figure52: Uncorrected and Corrected PR compareaah Cell Temperature, Selected Units

Both Tstcand Tcell-lt yp corrected PR seem to respond well to
influence. In fact, as shown by the first two graphs in Figure 53, Figure 54 and Figure 55, the correlation
bet ween corrected PR values and cell temperatures
a performance decrease in relation to higher cell temperatures. On the contrary, it is easy to identify the
negative correlation between cell temperature and uncorrected PR values. This change of correlation between
performance values and cell temperatures was the result researched through the PR correction. It is important
to underline how even if only uncorrected PR lower than 100% have been considered for the correction,
corrected PR values reach values slightly above 100%. These high values are a consequence of the
mathematical operations imposed by the correction. Due to the statistically non-representative quantity of PR
values below 100%, the Tstc corrected PR data series is not taken into consideration for the following

shadowing analysis.

120 PR Corr Tstc and Tcell, Unit A 120 PR Corr Tcell Typ, Unit A 120 PR Uncorrected and Tcell, Unit A

80

PR [%]
3
PR [%]

af.

204+

LTI VSR X "R V|

[T PPN S S — ) [T PRI A- RO M

40 60 80 100 120 40 60 80 100 120 40 60 80 100 120
Teell [°C) Teell ['C) Teell [°’C)

Figure53: Comparison Relation Between PRs and Cell Temperatures, Unit
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Figure55: Comparison Relation Between RIRd Cell TemperaturesnitC

Figure 53, Figure 54 and Figure 55 present in the first graph the relations found between the Tstc corrected
PR and the estimated cell temperatures; in the second graph, the relations found between the Tcell_typ
corrected PR and the estimated cell temperatures; in the last graph, the relations found between the

uncorrected PR values and the cell temperatures estimated.

Shadowing Analysis
As seen, corrected PR allows to assess the performance of the units internalising the impact

of atmospheric features. At the same time, it is also possible to observe corrected PR trends

over a specific time period to identify possible isolated or recurring issues. This is the case

Figurese. of the proposed shadowing analysis. The application of the cumulative sum of difference
Loczt?cl,iugf uni Method is used in the following pages to identify possible shading effect with the only use of

Wand the Tre empjrical evaluations. The shadowing analysis focuses over the signs of possible partial
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shading effect due to the presence of a tree in the proximity of unit W. Figure 56 shows the relative location of

unit W and the tree suspected of partial shading. To compare the performance of unit W totheot her uni t s
ones, all the monitoring analysis steps have been repeated over unit W too. The analysis outcomes show

similar operation behaviour of unit W to the pre-selected units'®, thus allowing performance comparison.

Due to the <cyclical ¢ h aandgtre pasifion of gt Wsmthnréspect ¢ol the wreet it i n
hypothesized that the partial shading occurs only during sunset hours of winter months. The shadowing

analysis compares the performance of unit W to the performance of units A, B and C with the application of

the cumulative sum of differences method. The time-period chosen to apply the method is a single day of

operation and the data points considered are the Tcell-typ corrected PR values of the mentioned units. The

comparison of several consecutives days during winter and summer months it is believed to highlight the

consistency of the hypothesis made (partial shading occurring only during winter months).
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Figure57: Daily Shadowing Analysis, Januaty21d
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Figure58: Daly Shadowing Analysis, January -3t

15 Unit W is considered comparable with the pre-selected units because of the similar characteristics shared with units A,
B and C. Annex 0 presents the results of the quick monitoring analysis and performance assessment done over unit W,
demonstrating the similar operation behaviour of unit W to the other selected units.
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Consider Figure 57 and Figure 5826: these figures show the decrease of the Tcell-typ corrected PR of unit W
happening earlier than the other units every day (January 15t-4%) with respect to the other units. The early
performance reduction is visible, as hypnotised, in correspondence of the last measurements of the day
(around measurement #25). The decreasing trend of the corrected PR is confirmed by the graph of the
cumulative sum of differences. The evident decreasing trend of unit W follows a very different path than those
of units A, B and C. The specific timestamp at which unit W changes its trend prematurely is highlighted by the
green circles in both figures; the red circles highlight the smoother and common behaviour trend change of the
other units. The same phenomena can be seen in Figure 59, showing the partial shading also during the first

days of February. During February 5" and 6™, the performance decrease over the last couple of hours of

operation seems assuming a fiplateaudo shape. The | atter
changing path of the treeds s h bhedhmwemantokthe tracking systemi(thué s mo d
to the increasing elevation of the sun from January). The different pace at which the performance of unit W

decreases in comparison to the other wunits is coxnfirme

with respect to the ones shown in January.
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Figure59: Daily Shadowing Analysis, February-6th

Unfortunately, this specific ki nd o f anal ysi s perfdfagrsmsct, twles ¢clbuald are i ng i

frequent it is difficult to distinguish partial shading effect caused by the tree or by the clouds, especially if the
variations of the DNI due to the clouds passage coincides with sunset hours. For these reasons, the first two
days (after Feb 6") possible to be chosen for a careful detection of the shading effect are February 19t and

March 5%, Figure 60 shows differences between these two days. February 19t still shows a small trace of

partial shading, even i f the Apl at e au oFigards Daring Macchk s

5th, even theashhorf ouimpl| ahrseemetb e disappgaretl. In addition, the cumulative sum
of differences computed over March 5" performance shows a behaviour change for all the units (unit W too)
happening at the same time as highlighted by the green circle in Figure 60. No behaviour similar to the partial

shading shown from the previous figures is found until the month of November. Figure 61 shows the

BAsit 6s possi blFmgurd53d to Bigue 64 thediller over DNI values lower than 100 Wh/m2 has not been applied
for this specific monitoring analysis. The reason lies in the necessity to consider the first and last moments of daily
production when, especially during winter months, DNI is not above 100 Wh/m?. The application of the filter would have
made impossible to appreciate possible partial shading effects.

53

red



comparison of a sunny day in July and a sunny day in November. In November 5%, the early decrease of

performance experienced by unit W is very similar to the one found in February (Figure 59). On the other hand,

t he

fi p-likagertommarice decrease of November 5" seems to evolve during the month into a rapid straight

performance decrease as shown in Figure 62. Observing the outcomes of the analysis of November 29t and

December 15t it is possible to see the same decreasing trend of unit W as the ones found during the first days

of January (Figure 57 and Figure 58).
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Figure61: Daily Shadowing Analysis, July 10th and Noveniber 5
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Figure62: Daily Shadowing Analysispvember 29th and Decemberti5

The outcomes of the proposed analysis demonstrate the existence of cyclical partial shading over unit W
caused by the close-by tree. The lack of measurements for the computation of the |-V curves provided the
punctual chance for the experimentation of a new method for the shadowing analysis. Although the use of |-V
curves might have provided more detailed results, the analysis presented showed encouraging results for

further perfecting applications of this novel method.

It is hypothesized that different phenomena could be analysed experimenting the use of the cumulative sum
of difference method over a larger than 15 minutes timestamps granularity. For this reason, the following pages
focus on the attempt of using daily corrected PR values to identify the presence of soiling effect without the
use of ad-hoc soiling sensors. The application of the cumulative sum of differences over these values will strive

to highlight possible correlations between southern winds, precipitations and performance trends.

Daily PR Calculation

The first step of this analysis is the computation of the uncorrected PR with the application of equation (18)
(see pg. 26) over the total number of hours of operation for each day of 2015. The results are shown by Figure
63. Daily PRs appear rather constant throughout the central months of the year while more scattered during
winter months, especially in January, February and October. It is interesting to see how for all the units,
although not characterised by constant behaviour, PR values in winter months are higher than during summer.
This might be the result of lower air temperature and thus, lower influence of air temperature over cell
temperatures. The dashed black lines represent the average daily PR for each of the units and account to
76.18%, 78.38% and 80.45% respectively for unit A, B and C. Reflections over the higher average value of
unit C lead to the following thought: although unit C shows appreciable lower daily tracking availability than
unit A, its daily module performance result higher. This occurrence is considered due to lower converting
efficiency of unit A with respect to unit C.

Figure 64 proposes a close-up of Figure 63 for the period between late May and the beginning of August. As
visible, Unit A performs always considerably worse than the other selected units until July 5th. From July 5,
the enhancementof unitAb s modul e performance is consequent t

response of array 1 (as previously shown and analysed by Figure 47 at pg. 47). The conversion issues affecting
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