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Abstract—The use of computer numerical control routers (CNC) has become extremely popular due to the high-quality results that can be achieved. CNC machines are very versatile and can use different types of tools, making them able to perform a large variety of tasks, such as cutting, engraving and drilling materials like wood, plastic or even hard metals like steel. To control the positioning of the CNC machine, G-code instructions are used. These instructions specify where and how fast the machine should move and are usually sent by an external computer application through a serial interface, such as USB. This project focuses on the development of a computer application to control a laser CNC and generate the necessary G-code to design a generic engraved pattern, based on an image of the layout.
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I. INTRODUCTION

Computer numerical controlled machines, or CNC machines, are incredibly versatile and allow the production of a variety of different types of products and materials. From milling to 3D printing and pick and place’s and from hard metal work to soft wood and plastics, the CNC machines dominate the industry of mass production because of their automation, precision and reliability. CNC’s utilize stepper and/or servo motors to control their positioning. These are in turn controlled by a micro-controller, which determines the amount and frequency of the steps that each motor should do, or voltage level for the servo motors, to move the tool to a certain position.

Although a CNC machine is an amazing piece of technology it will not do anything unless it receives instructions. These instructions, commonly G-codes, are usually stored in a flash memory or sent by an external computer and tell the CNC to where and how it should move and operate. The files that contain the instructions are generated from computer-aided design (CAD) software, which convert object models into G-code instructions.

This project focus on the development of an application to control and generate G-code instructions from normal image files, like Bitmap (BMP) or Portable Network Graphics (PNG), and more complex vector files, like Scalable Vector Graphics (SVG). for a CNC with a Laser, to cut and engrave drawings in soft materials like wood and plastic.

II. COMPUTER NUMERICAL CONTROL

A computer numerical control, or CNC, is a system that controls the functions of a machine, using coded instructions. Because its operation is fully automated, it is widely used in mass production industries, as it provides greater accuracy and precision than manual processes [1]. Most common CNC machines allow a three-axes movement control through either stepper or servo motors and, depending on the application, are used with a vast range of tools, such as drills, lasers or extruders.

The control of the CNC machine is done by the NCK (Numerical Control Kernel), which can be implemented by a FPGA (Field-Programmable Gate Array) or, most commonly, by a MCU (Microcontroller Unit). The NCK translates instructions into physical actions, such as interpolation of the motor movements or the tool activations. These instructions can be manually written or generated by a computer-aided manufacturing software, or CAM, and sent to the NCK or stored in a memory for later use.

III. G-CODE

G-code is the most widely used CNC programming language, available in a variety, and largely proprietary, implementations. The instructions of G-code can indicate movement paths, either straight lines or curves, the speed of the movements, also known as feed rate, activate tool specific options and change the configurations of a machine. However, note that not all G-code instructions work for every CNC machine, as most automated machines have specific functions, and cannot perform every task.

There are two types of functions. Preparatory functions, which starts with the letter ‘G’, and miscellaneous functions, which starts with the letter ‘M’. Each function is identified by the corresponding letter and an integer number. The number of functions available depends on the CNC machine firmware. Note that some functions are specific to certain CNC machines, and other codes may be used for different functions, in different machines. The functions available are usually stated by the manufacture of the CNC firmware. However, most CNC implementations support the generic movement functions, like linear and circular movements.
IV. TOOL PATHING METHODS

Tool pathing is the process of generating CAM instructions from an image representation, from either a CAD image format or just a regular raster image. This process is entirely dependent on the type of machine in use, either being for milling or cutting, and its tool, for example drill or laser. Because of this, tool pathing can be implemented to follow the edge of a figure or to create a path to pass through the inside, or outside, of the entire figure, depending on the application. It also depends on the source image format, raster or vector. In the industry, a vector representation is normally used, such as the Gerber format, as it contains information relative to physical dimensions.

Tool paths generated from raster images often have less quality, with staircase-like edges, depending on the image pixel density. However, they can be used to generate filling paths (or roughing paths), which are used to path large image segments, because they are easier to map solid figures. On the other hand, vector images are easier to path the edges, or finishing paths, as the vectors/paths are already defined. However, they are slightly more complicated when it comes to pathing the inside part of a figure, and can generate overlaps in the paths, which can cause problems in a laser CNC. A solution to this is to rasterize the vector image and use the raster version to fill the figures. A similar process can be applied to the tool pathing of raster images, using vectorization processes to generate the finish path. The filling paths can be generated in several different ways. The two most common are the zig-zag method and the counter-parallel, or spiral method.

In the zig-zag method the tool moves back and forth, parallel to the vector of direction. It is designed to optimize the amount of straight line motion of the tool and is mostly used for roughing. The milling can be bidirectional or unidirectional, in which the tool is only activated in one of the directions and as soon as it finishes the tool is rapidly repositioned on a new parallel line [2]. There are also other variants of this strategy that include the use of arcs, or even the shape of the boundary of a part as references for the zig-zag path. The zig-zag tool path has the disadvantage of creating many stop and turn points, which may increase the time it takes to machine something.

In the counter-parallel strategy the tool moves in a series of closed paths and uses extra cutter path segments to link each closed path. Most common implementations use offset curves of the boundaries of the objects as the closed paths. This method involves more intense computations than the zig-zag method and, in most cases, is only more efficient with simple shapes. Because of this, some tool pathing algorithms first simulate the paths by the two methods and then choose the most efficient to actually machine the job [3].

V. APPLICATION

The GUI Event Manager is the main class of the application and it is responsible for initializing all the GUI components (buttons, panels, etc.), as well as all its event handlers. To prevent any GUI lag or freeze, all the time-consuming tasks are executed in background threads, leaving the GUI event manager free to process any new events. The CNC Control Manager (CNC-CM) handles every interaction between the CNC machine and the application. It allows the control of the CNC movement, the laser power and the set/change of some properties like the distance units or home position. All these properties are synchronized with the Configurations Manager, allowing the application to display the current settings. The configurations are also saved in a file, so that the application loads the previous session settings on start up. The CNC-CM also handles the printing and simulation of a G-Code file. The file is automatically simulated after loading, or after any related configuration is changed, for example if the home position changes. Finally, the Tool Pathing Manager (TPM) handles every process related with image operations, including all the pre-tool pathing operations like image filters and SVG image file format conversions.

A. CNC Control Manager (CNC-CM)

The GUI offers the basic controls for moving and calibrating the CNC, such as positioning control, speed, laser power, move and/or set of custom home position. It also provides information relative to the tool location via both numeric displays, for each axis, and a panel with the 2D representation of the CNC print area. This panel also displays the result of the simulation of a G-Code file. There is also a serial console that can be used for both reading and sending G-Code commands and reading warning and error messages. Figure 4 shows the application after loading a G-Code file.
The CNC-CM operates in a background worker thread, which is active whenever a new command or file are sent, or a new G-Code file is simulated. Receiving commands from the CNC are handled in two ways: if printing a file or sending commands the received messages are handled by the background worker; if the worker is idle (not sending anything) the received messages are handled as asynchronous events. The messages that are usually handled asynchronously are the start, stop and hardware fault warnings, which may force a state change or the sending of a command sequence. For example, when a start message is received, a sequence of initialization and calibration commands are sent. The hardware fault forces the disconnection of the application, freeing all the COM port resources.

The background worker, for printing files, method uses a queue to store or wait for new messages, in a producer-consumer like communication. This allows the application to wait for the acknowledge of commands in a sleep-mode state, without actively checking the input buffer for new messages. This operation can be both paused or canceled through external signals from the GUI Event Manager and its progress is updated on every new acknowledge received ("ok" in G-Code), allowing the application to display the current position and configurations.

The CNC-CM also has a G-Code simulator, which is used to preview a G-code file before printing. The simulation validates the syntax of every command and checks if a G-Code instruction might send the CNC tool to a position out of the boundaries of the CNC, which might be corrected by setting the home position in a different location. It also takes into consideration the configurations, such as units and relative/absolute movement, set when the simulation starts and possible changes that may occur during the printing operation. Every valid movement, both lines and arcs, instruction is drawn in an image which is displayed at the end of the simulation. This includes the arc movements, which in order to be drawn, using the default system functions (System.Drawing Library) require the calculation of the starting angle, relative to the X axis, and the sweeping angle, relative to the starting point. It is also required to determine the center point in the case of the arc functions defined with the radius.

B. Tool Pathing – Raster Images

The application offers the possibility of tool pathing the entire image or just the edges around the figures, using edge detecting filters, and provides some other quality improving filters, such as sharp and blur. These filters are chosen and applied before the tool path process and the result is displayed on a picture panel.

Image Filters

The filters implemented were the color to black and white, color inversion, sharp, blur and four different edge detection filters: SXOR, Robert’s cross, Sobel and Prewitt operators. Because the image size can be considerably big (high definition images can have up to 2 million pixels), all the filters are implemented in multi-thread, processing each horizontal line of pixels in parallel, speeding up the process up to eight times, depending on the central processing unit (CPU) number of processors.

The color to BW filter is the most used because the tool pathing can’t be performed in colored images. To convert it to a BW version it is necessary to convert it to a gray scale version first. A simple red, green and blue (RGB) image uses 24 bits per pixel to store the color information, 8 bits per color. The gray scale image compresses the color information to 8 bits total by applying the following expression, to each pixel [4]:

\[ \text{Gray} = 0.3 \times \text{Red} + 0.59 \times \text{Green} + 0.11 \times \text{Blue} \] (1)

The resulting Gray Color value is compared with a threshold value, between 0 and 255 (the higher the value the lighter the gray color), resulting in an image with a single bit per pixel, where the value 0 is a black pixel and a value of 1 is a white pixel. Nine different versions of BW versions are stored at the same time, with depth values between 10% (threshold of 25) and 90% (threshold of 230), to allow a faster GUI update. Every time a new filter (other than the color to black and white) is applied, the nine BW versions are replaced with new ones.

The color inversion filter, or negative filter, changes the color of each pixel to the respective inverse. In a BW image, it swaps all pixels with 1 to 0 and vice-versa. In a RGB image, it applies the following expression to the three color components:

\[ \text{Inverse Color} = 255 - \text{Original Color} \] (2)

The sharp and blur filters are used to increase or decrease the image details, respectively. These use kernel convolution. The convolution is performed by sliding the kernel over the image, generally starting at the top left corner, so as to move the kernel through all the positions where the kernel fits entirely within the boundaries of the image. Each kernel position corresponds to a single output pixel, the value of which is calculated by multiplying together the kernel value and the underlying image pixel value for each of the cells in the kernel, and then adding all these numbers together [5]. The
The filters are only applied if the user chooses to, through the user interface, and they are only applied to the color image version, or original version, and afterwards nine new black and white images are determined. The blur filter is a low-pass filter and is useful to remove noise from the image, especially prior to the application of an edge detection filter. The sharp filter is a high-pass filter and can be used to enhance minute details in the image.

Edge detection filters were also implemented, so if the desired result are just the edges of the figures, image filters can be applied to the image, before tool-pathing, to leave just the edge pixels. The implemented edge detection filters are the SXOR, Robert’s cross, Sobel and Prewitt operators.

The SXOR, or simple XOR, based image edge detection algorithm, introduced by Adrian Diaconu and Ion Sima [6], is a simple and very effective solution for edge detection in BW or grayscale images. As the name suggests, this algorithm is based on the bitwise XOR logical operation and its structure, for a BW image represented by a matrix $I_0$ of the pixel values of size $m \times n$, is as follows [6]:

a) Detection of horizontal edges:
For $i = 1: m$,
$$l_{he}(i,:) = I_0(i,:) \oplus I_0(i+1,:)
$$

b) Detection of vertical edges:
For $j = 1: n$,
$$l_{ve}((:,j)) = I_0(:,j) \oplus I_0(:,j+1)
$$

c) Image edge computation:
For $i = 1: m$ and for $j = 1: n$,
$$l_{ve}(i,j) = l_{he}(i,j) \lor l_{ve}(i,j)
$$

The symbol $\oplus$ represents the bitwise XOR logical operation and the symbol $\lor$ the bitwise OR logical operation.

The Robert’s cross, Sobel and Prewitt operators use kernel convolutions, illustrated in figures 6, 7 and 8, just like the sharp and blur filters.

Each filter uses two kernels, one that detects horizontal edges and another for the vertical edges. Each kernel is convolved separately with the original image pixel matrix, originating two measurements of the gradient component, called $G_x$ and $G_y$. The combination of the two forms the absolute magnitude of the gradient at each point, as equation (6) illustrates [7].

$$|G| = \sqrt{G_x^2 + G_y^2} \approx |G_x| + |G_y|
$$

These algorithms tend to produce better, less noisy results in grayscale and colored images, but require more processing. The Sobel operator is more sensitive to the diagonal edge and the Prewitt operator is more sensitive to horizontal and vertical edges [8].

**Tool-Pathing**

The image tool pathing is executed in a background thread, just like the CNC communication and the G-Code simulation. It is divided in five steps: Pixel density adjustment; Image segmentation; Segment pathing; Segment Connection and last, but defiantly not least, the G-Code file generation.

To better fit the tool paths within the image pixels, without overlapping, the image pixel density (pixels per inch) can be scaled so that each pixel has the same width (and height) of the tool diameter. This can introduce a small deviation in the image total size, as the tool diameter is not always as multiple of the image original size. However, this deviation is usually negligible because the laser diameter is very small (under 0.2mm).

The image pixel density scaling consists in the resampling of the pixels, using one of the following interpolations (available in the System.Drawing.Drawing2D .NET library): nearest neighbor and bicubic interpolation. The nearest neighbor is the simplest interpolation method and it preserves the image pixel arrangement, as the new pixels color are equal to the nearest original pixel. It is only used in very small images, for example 100 by 100 pixel image, to enable the printing of pixel-art images. If used in bigger images it will enlarge the pixel staircase effect in diagonal lines. The bicubic interpolation offers a much more smoother scaling due to the cubic spline used to calculate the color of the new pixels, as it takes into consideration the color of the pixels surrounding the original pixel (bicubic interpolation considers 16 pixels, 4 by 4) [9]. Using this interpolation on an 8-bit BW image, where the value 0 is the black color and 255 white, requires a BW conversion after interpolation. The bicubic interpolation is also used when the image pixel density needs to be reduced (laser size bigger then original pixel), although in this situation the resulting image has a much bigger deviation from the original, and in extreme cases the image can be completely distorted.
After the pixel density adjustment, the BW bitmap image is also converted to a two-dimensional bit array, using the BitArray2D class (based on the Java2s implementation [10]), in order to utilize less memory in the tool-pathing processes that follow. This reduces the image size by eight times, which is extremely important for larger images. The BitArray2D bits do not contain information about the color, but instead which pixels are to be pathed, marked or removed by the tool. A value of 1 means it is to be removed.

To improve the time it takes to generate the tool path, a multi-thread approach is taken, where the image is divided into several segments, to be processed in parallel. The way that the image is divided is different for each of the two implemented tool pathing algorithms. With the Zig-Zag tool pathing, each line of pixels (rows if the number of rows is less than the number of columns, columns otherwise) is processed in parallel. With the contour-parallel tool pathing, or spiral, the image is split into isolated pixel ‘islands’, or segments. The division of the image into segments, when using the spiral tool pathing, is done in two parts, one to find new segments and one to find all the pixels in each segment. A second set of a BitArray2D is used to keep track of all the processed pixels. Every time a new pixel that has not been processed and is marked to be path is found, a new list of all the pixels contained in that segment of pixels is created.

To find all the pixels of a segment, a search algorithm based on Dijkstra’s shortest-path algorithm is used [11]. Once a new pixel to remove is found it is added to a linked list. All its neighbor pixels (above, below, left and right pixels) are then checked and all that are marked to be removed are also added to the list. This cycle is repeated every time a new pixel is added to the list, or in other words until every pixel contained in the segment is marked as processed. When the list is completed it is then converted to a structure containing a new BitArray2D, with just the necessary dimensions to store the segment. If, for example, the segment was a square composed of four pixels, the width and height of the BitArray2D representation would have a value of two. The structure also contains a reference point, with the offset values of the segment with respect to the bottom left corner of the total image. After processing a segment, the search for new segments resumes, skipping all the already processed pixels, until all pixels have been marked has processed.

The pathing of the segments, generated in the previous step, consists in finding and listing all the necessary lines to cover all the segment pixels. The initial unpathed segments are stored in a list which is processed in parallel, in both spiral and zig-zag methods, and the result is stored in a new list, which contains a sub-list of lines (ToolLine) per segment. The ToolLine class is used to store the information relative to each line path, including the starting and ending points and whether or not the tool should be active.

On the spiral method, the path lines are drawn between two corners of the outer edge of the image. Once the outer edge is completed, the path moves inward until either every pixel is pathed, or a dead end is reached. If a dead end is reached, the remaining pixels became a new segment, and the process is repeated until every pixel is pathed. The corner search implementation is as follows:

a) Search the segment for the starting corner, starting in the bottom row. The current searching direction is set to Top.

![Fig. 10. Starting point of the segment pathing.](image)

b) Check the neighboring points. If the searching direction is Top, the left neighbor will be verified first and if it isn’t a valid point the top neighbor is verified and if it isn’t a valid point as well the right is verified. If the first valid point is to the left or to the right, a new corner is set, a new line (defined with the ToolLine class) is stored in a path list and the searching direction changes to Left or Right, depending on which valid point was detected. If the first valid point is to the top, then the search continues in the same direction. If there are no valid points, then a dead end was reached. In this situation the current point is set as a corner and the final line is added to the list. This list is stored in a second list containing all the segment paths. A similar logic is applied for the other three searching directions, Left, Right and Bottom to ensure a clockwise spiral path. Before moving to the next pixel, the current is set as invalid, to make certain that the same point isn’t pathed more than once.

![Fig. 11. Segment pathing dead end.](image)

c) After reaching a dead end, a final search is performed, to check if there are still any valid points. If there are the process is repeated and the following lines stored in a new segment.

![Fig. 12. Segment pathing completed, with two new sub segments.](image)

On the zig-zag method, the segments are rows or columns of pixels and so the pathing consists simply in defining the lines where the pixels are marked to be pathed. If multiple lines are defined within the same line of pixels, they get separated into new segments. This is done to optimize the connection of the segments, making the connection to the nearest path instead of the next in the same line of pixels. It also as the benefit of reusing the same implementation for both zig-zag and the spiral implementations.

After all segments are pathed, they need to be sorted and connected. The list of segments (list of lists of ToolLines) is converted to a single, sorted, list of ToolLines and additional ToolLines are added between each segment, marked with the tool deactivated. The segments are inserted in the new list in order, the first being the closest to the bottom left corner, the second being the closest to the first and so on, till every segment has been inserted. When a new segment is inserted
into the new list, it is also removed from the original, to simplify the search.

This is a very simple way to sort the path segments, focusing on the efficiency of the cutting/engraving operation instead of the processing time, as the total number of sorting iterations is:

$$\sum_{k=1}^{n} (n-k) = \frac{n^2 - n}{2} \quad (7)$$

If, for example, the total number of segments is one thousand, the total number of iterations will be around five hundred thousand, which can take a very substantial time to process.

As mentioned before, in the Zigzag algorithm, the separation of the lines in the same pixel line into segments results in a reduction of distance traveled while the tool isn’t active.

The G-Code file generated in the tool pathing from a raster image has two sections, a header and the body. All the initializations are described in the header, including the unit system, distance type (absolute or relative) and the home position. All these settings are chosen in the configurations menu of the application. The body contains all the ToolLines, converted to G-Code, with the pixel values converted to millimeters, or inches, and with the feedrate (‘F’ parameter) and laser (‘E’ parameter) power specified in the configurations. All the lines which have the laser active use the linear G-Code function ‘G01’ and the ones who don’t use the rapid movement function ‘G00’.

To improve the performance of the application, instead of concatenating all the strings with the commands, they are instead appended in a list, which is in the end converted to a single string. The concatenation of strings involves allocating a new place in memory with the size of the two strings, that instead appended in a list, which is in the end converted to a string. The concatenation of strings involves allocating a new place in memory with the size of the two strings, that instead appended in a list, which is in the end converted to a string.

C. Tool Pathing – Vector Images

As with the raster images, the application offers the possibility of tool pathing just the edges or the entire image, using the rasterized image for the filling path and the SVG vectors for finish contour path, to smoothen the edges around the figures of the image.

The SVG image file consists on a list of vectors, written in a XML format. The SVG library, developed by vvvv.org [12], was used to parse the file and convert it to a list of C# structs containing the information of each SVG element, such as their points, formats, transformations (for example rotation or skew), etc... These structs are later converted into simpler elements, lines and circular arcs, because these are the ones that the G-code can describe. The SVG library is also used to create a raster version of the image, to be used for the filling path.

The application converts the SVG elements into simpler elements right after loading the image, keeping the list of elements stored until the image is closed. These elements are stored in a SVG_Path class, which contains the starting and ending points and the center point or radius if it is a circular arc. All paths are grouped into their respective SVG_Object. All paths inside an object undergo the same transformations, which are applied at the end of the path conversions. The list of SVG_Objects is stored in the class SVG_Image, which also keeps all the information regarding the image, like width and height. Image scaling can later be applied to better rasterize the image and to fit the tool diameter size.

The tool pathing of the image, with both fill and contour paths, uses the same methodology of the raster images, using the rasterized version of the SVG image to create the fill ToolLines. After creating the G-code string of instructions of the filling path, all paths in the SVG_Image are converted to G-code and appended to the rest of the string.

SVG Element Conversions

The ellipse element in the SVG image is defined by the following parameters: x-coordinate of the center point; y-coordinate of the center point; x-axis radius; y-axis radius; transformation matrix. Note that the x and y radii represent the smallest and biggest radius value, ignoring any possible figure transformation.

An approximation of an ellipse can be described in G-Code, by using several circular arcs to represent parts of the ellipse. The more arcs used, the better representation of the ellipse will be. The implementation of this operation follows the approximation of an ellipse by circular arcs, proposed by David Eberly [13] and it is divided into two parts: selection of the ellipse points that are going to be used to generate the arcs and the calculation of the center points of each arc. The approximation is performed in the first quadrant, top right quarter of the ellipse and reflected for the other three quadrants.

To approximate the ellipse, the points where the radius is the smallest and the biggest need to be aligned with the X and Y axes, so that the ellipse can be represented by the following expression:

$$\frac{x^2}{R_x^2} + \frac{y^2}{R_y^2} = 1 \quad (8)$$

The $R_x$ and $R_y$ are the two axis-align radii and x and y are the coordinates of any point in the ellipse edge.

Considering the selected ellipse points as $P_i = (x_i,y_i)$, where $0 \leq i \leq n$, $n$ being the number of points per quadrant, and a normalization of the location of the ellipse, where the center is in the origin $C \rightarrow (0,0)$, the first and last points are always $P_0 \rightarrow (R_{x0},0)$ and $P_n \rightarrow (0,R_{y0})$. The minimum number of arcs per quadrant is two, which means the minimum number of selected points is three.

The selection of the intermediate points, $P_1$ and $P_2$ in the example above, is based on the weighted averages of the curvatures [13]. Given the parameterized functions of the ellipse in both axes:

$$x(t) = R_x \cos(t), \quad y(t) = R_y \sin(t), \quad 0 \leq t \leq 2\pi \quad (9)$$

The curvature $K(x, y)$ is given by:

$$K(x, y) = \frac{R_x R_y}{\left( (R_y^2 R_x^2 + (R_x^2 R_y^2))^2 \right)^{3/2}} \quad (10)$$
Given a specified curvature, the corresponding point \((x, y)\) can be calculated using both (26) and (27) equations, obtaining the two following expressions:

\[
x = R \sqrt{\frac{\lambda - R_x^2}{R_y^2 - R_x^2}}, \quad y = R \sqrt{\frac{\lambda - R_y^2}{R_x^2 - R_y^2}}
\]

where \(\lambda\) is given by:

\[
\lambda = \left(\frac{R_x R_y}{K}\right)^2
\]

By knowing the curvature of the points \(P_0, K_0 = K(R_x, 0) = R_x / R_y\), and \(P_n, K_n = K(0, R_y) = R_x / R_y\), the weighted averages of the curvatures of the intermediate points are given by [12]:

\[
K_i = (1 - \frac{i}{n}) K_0 + (\frac{i}{n}) K_n \quad i = 0, ..., n
\]

Finally, each point intermediate point \(P_i\) is calculated from (30) and (31) using the curvature in (32).

A center of a circular arc can be determined given 3 of its points. For each center \(C_i\), the corresponding three points are \(P_{i-1}, P_i\), and \(P_{i+1}\). The points \(P_i\) and \(P_{i+1}\) are the starting and ending point respectively, for the intermediate arc. As for the arcs with the centers \(C_0\) and \(C_n\) the starting and ending points are \(P_{i-1}\) and \(P_{i+1}\). All arcs have a counter-clockwise direction. The center point of the arc that passes through three given points \(P_1, P_2\), and \(P_3\), can be obtained from the intersection of the two lines that cross the middle of the \(P_1P_2\) and \(P_2P_3\) line segments, orthogonally, as illustrated in the figure 13.

![Fig. 13. Center point of the arc that passes through all three points.](image)

Considering the two equations of the orthogonal lines \(\overline{OE_{12}}(x) = ax + b\) and \(\overline{OE_{23}}(x) = cx + d\), the intersection point \(C(C_x, C_y)\) is given as:

\[
C_x = \frac{d - b}{c - a}, \quad C_y = a C_x + b
\]

Where the values of \(a, b, c, d\) and \(d\) are:

\[
\begin{align*}
    a &= -\frac{P_{3x} - P_{1x}}{P_{3y} - P_{1y}} \\
    b &= \frac{P_{3x} + P_{1y}}{2} - \frac{P_{3x} + P_{1y}}{2} x a \\
    c &= -\frac{P_{3x} - P_{1x}}{P_{3y} - P_{1y}} \\
    d &= \frac{P_{2x} + P_{3y}}{2} - \frac{P_{2x} + P_{3y}}{2} x c
\end{align*}
\]

Equations (8) through (13), take only into consideration the first quadrant of an ellipse centered on the origin point, \(C_{\text{ellipse}} \rightarrow (0, 0)\). To determine the remaining arcs, both ellipse and center points are mirrored, by inverting the sign of their \(x\) and/or \(y\) components, accordingly to the respective quadrant. The starting and ending points of the arcs of the second and fourth quadrant are also swapped, to keep the counter-clockwise direction. Finally, the value of the center of the ellipse is added to all the arc points and centers. Using three arcs per quadrant, and applying all the procedures mentioned above, the resulting approximation is illustrated in the figure 15.

The quality of the approximation depends on the number of arcs used and on the ratio between the biggest and the smallest radius of the ellipse. The bigger the difference the more arcs are needed to better approximate the ellipse. The number of arcs per quadrant chosen is equal to eight times the relation between the biggest and the smallest radius, rounded to the nearest integer. This allows a smoother transition between the arcs, for ellipses with a greater radius ratio, while also reducing the number of unnecessary arcs for ellipses with a lesser radius ratio.

There are two types of Bezier curves defined in an SVG image: quadratic and cubic. They are defined with a starting and ending point and one control point, for the quadratic curve, or two control points for the cubic curve. The parameterized functions of both curves are [30]:

\[
\begin{align*}
    B_0(t) &= (1 - t)^2 S + 2t(1 - t) C + t^2 E, \quad 0 \leq t \leq 1 \\
    B_C(t) &= (1 - t)^2 S + 3t(1 - t) C_1 + 3t^2(1 - t) C_2 + t^3 E, \quad 0 \leq t \leq 1
\end{align*}
\]

Where \(S\) represents the starting point, \(E\) the ending point and \(C, C_1\) and \(C_2\) the control points. To generalize the conversion of the two types of Bezier curves, all quadratic curves are converted to cubic curves with two new control points, using the following conversion [14]:

\[
\begin{align*}
    C_1 &= \frac{1}{3} (2C + S), \quad C_2 = \frac{1}{3} (2C + E)
\end{align*}
\]

To convert the Bezier curve into a set of lines, the algorithm of De Casteljau is used. This algorithm is used to divide the curve into two new curves, both with lesser curvature than the original, which means that both are closer to a line than the original. This process can be repeated several times to reduce even further the curvature, or the error of the approximation.

Considering the original curve as \(B_0\), with \(S_0, C_{01}, C_{02}\) and \(E_P\) points and the two derivative curves as \(B_P\), with \(S_P, C_{F1}, C_{F2}\) and \(E_F\), for the first curve and \(B_S\), with \(S_S, C_{S1}, C_{S2}\) and \(E_S\), for the second curve, the De Casteljau algorithm defines the points of the new curves as follows [15]:

\[
\begin{align*}
    B_P &\rightarrow (S_P = S_0), \left(C_{F1} = \frac{S_0 + C_{01}}{2}, \right. \\
    &\left. C_{F2} = \frac{C_{F1} + C_{02}}{2}, E_F = \frac{C_{F2} + C_{S3}}{2}\right)
\end{align*}
\]
Figure 16 illustrates the points of the new curves, while using the De Casteljau algorithm.

\[ B_2 \rightarrow \begin{pmatrix} S_y = \frac{c_1y + c_2y}{2} \\ c_1y = \frac{c_1y + c_2y}{4} \end{pmatrix}, c_2y = \frac{c_2y + E_y}{2}, (E_2 = E_2) \]  

(18)

VI. FINAL RESULTS

A. Tool Pathing Performance

The tool pathing performance was characterized in terms of the application performance, that is, the time it takes the application to process an image into a G-code file and in terms of efficiency, or the time it takes each resulting G-code file to complete the cutting/engraving operation. The computer used in these tests add an Intel i5-7200 duo core (capable of running 4 simultaneous threads) with a 2.5GHz clock frequency and 8GB of ram, the following two images were used, both with 7 different resample factors (same image but with more or less pixels):

a) An image (Image A) with a very compressed distribution of pixels to remove (black pixels):

![Image A](image1.png)

Fig. 16. Image with a compact distribution of pixels to remove.

b) An image (Image B) with more diffused distribution of pixels to remove (black pixels):

![Image B](image2.png)

Fig. 17. Image with a more diffused distribution of pixels to remove.

With these images the following results were obtained:

<table>
<thead>
<tr>
<th>Tab. 1. G-code file generation time, for image A with a compact distribution of pixels to remove.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>0.12</td>
</tr>
<tr>
<td>0.15</td>
</tr>
<tr>
<td>0.2</td>
</tr>
<tr>
<td>0.25</td>
</tr>
<tr>
<td>0.3</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

<p>| Tab. 2. Number of segments and Toollines generated, for image A with a compact distribution of pixels to remove. |
|---|---|---|---|---|---|</p>
<table>
<thead>
<tr>
<th>Image</th>
<th>Segmentation</th>
<th>Pathing</th>
<th>Connections</th>
<th>G-code instructions</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>210</td>
<td>170</td>
<td>125</td>
<td>210</td>
<td>525</td>
</tr>
<tr>
<td>2</td>
<td>420</td>
<td>340</td>
<td>250</td>
<td>420</td>
<td>910</td>
</tr>
<tr>
<td>3</td>
<td>630</td>
<td>510</td>
<td>375</td>
<td>630</td>
<td>1515</td>
</tr>
<tr>
<td>4</td>
<td>840</td>
<td>680</td>
<td>525</td>
<td>840</td>
<td>2045</td>
</tr>
<tr>
<td>5</td>
<td>1050</td>
<td>855</td>
<td>675</td>
<td>1050</td>
<td>2580</td>
</tr>
<tr>
<td>6</td>
<td>1260</td>
<td>1050</td>
<td>825</td>
<td>1260</td>
<td>3105</td>
</tr>
<tr>
<td>7</td>
<td>1470</td>
<td>1275</td>
<td>1005</td>
<td>1470</td>
<td>3750</td>
</tr>
</tbody>
</table>

As seen in tables 1 and 2, in general the Zigzag algorithm generates more segments and so it also spends more time connecting them. Note that the zigzag segments consist of only one straight line, while the spiral groups do the pathing with pixels from the same “island” and as such its segments cover, on average a bigger area of the image. However, because it also generates more lines and not only spends more time pathing, but also calculating/converting the physical positions in the generation of the G-code instructions. Generating more G-code instructions can possibly cause longer cutting/engraving operation times.
Also note that the number of segments pre-pathing in the zigzag is equal to the height (in pixels) of the image, this being the biggest size of it, and the number of segments pre-pathing in the spiral is one, because of the very compressed distribution of pixels to remove.

Tab. 3. G-code file generation time, for image B with a diffused distribution of pixels to remove.

---

The obvious big difference between the two algorithms is the distance that the CNC tool has to travel, while not cutting/engraving. Assuming that the CNC tool moves at a constant speed, ignoring the accelerations and decelerations while turning direction, and considering the characteristics of the CNC used, with a maximum feedrate of 1300 millimeters per minute, the estimated time of completion for the worst situations (8x resample factors) would be approximately 31.49 hours for the zigzag and 34.39 hours for the spiral, a 9% increase in time. In this situation, the zigzag was also the fastest to produce the G-code file, taking only 9 seconds against the 35, approximately, for the spiral.

VII. CONCLUSIONS

The objective of this project was to develop a computer application capable of controlling a CNC machine and tool path the most commonly used types of image files. The CNC was controlled with G-code instructions that describe what type of movement and how far the CNC tool should move. In order to abstract the user from the instructions and ease on the operations, like calibrating, printing and also tool pathing, a

---

Compared with the previous tables, in a more diffused distribution of pixels to remove, the Zigzag algorithm generates even more segments, as the groups of pixels to remove, in the same line, are larger and so it creates more segments per each image column/row. An obvious Achilles heel is the segment connection. Because the number of iterations of the sorting cycle scales quadratically with the number of segments, as shown in equation (7), it degrades the application performance for large image files.

One possible way to solve this issue is to do a less intensive search, looking for just a few groups of segments that are at a similar distance from the origin point (bottom left corner). This would lead, however, to an increase in the cut/engraving operation time. The difference between the total number of lines between the two algorithms is smaller than the previous image set, however the spiral still generates more instructions.

As for the efficiency of each algorithm the following distances (CNC travelling) were obtained, using a resolution of one pixel per millimeter:

---

From table 6 it is seen that, again, the difference on the distance while the tool is not cutting/engraving is still substantial. Assuming the same feedrate as before, the estimated time of completion for the worst situations (8x resample factors) would be approximately 22.75 hours for the zigzag and 28.45 hours for the spiral, a 25% increase in time. This means that, despite taking 14 minutes tool pathing, the zigzag algorithm produced a G-Code file that is approximately 6 hours faster than the spiral, which only took a minute to toolpath.

This shows that not always is the fastest algorithm the most efficient overall. Despite of this, there is still a lot of room for improvement.

---

VII. CONCLUSIONS

The objective of this project was to develop a computer application capable of controlling a CNC machine and tool path the most commonly used types of image files. The CNC was controlled with G-code instructions that describe what type of movement and how far the CNC tool should move. In order to abstract the user from the instructions and ease on the operations, like calibrating, printing and also tool pathing, a
graphical user interface was design for the application, using the windows forms. It also includes a G-code simulator, which parses a given file for the compatible G-code instructions and draws its result, allowing the user to preview the file and position the CNC and or the material, before printing.

As for the tool pathing of images, this project focused on the pathing of raster images, implementing two of the most used methods, the zig-zag and the parallel-contour (spiral), while also including a pathing option for vector images, specifically the SVG format, with a counter path to smooth the edges of the filling path.

For the testes performed, the zig-zag method is the most efficient, in both time and quality of the cutting/engraving operation, despite taking longer to generate the file, in some circumstances. While both try to minimize the distance travelled with the laser turned off, the spiral method also tries to create longer paths with the laser turned on, which leads to fewer number of path segments, with the start and end points more far apart. The sorting algorithm, used to connect the segments, only tries to minimize the distance to the next path, while sorting, and not the total distance of connection, which can get unnecessarily long, especially in the spiral method, because of this. To solve this issue, the sorting algorithm would have to take into consideration multiple path combinations, which could drastically affect the time it takes to generate the tool path file. Using the GPU to process the tool pathing could not only help solving this problem, but also improve the overall processing time.

Regarding the SVG images, the conversion of Bezier and ellipses, to simple lines and circular arcs, was achieved, there were some problems with the alignment of the contour with the filling path. This was more evident on images with transformations, like rotation or skew, which made the rendered version of the image, used for the filling path, slightly offset from the contour path.

The project was far more complex than was expected, however it also allowed for a better understanding of the subject of image processing and the control of CNC machines.

**Future Work**

As mentioned before, the sorting algorithm for the connection paths could be improve, to consider multiple path combinations, to improve the spiral tool pathing method. The use of graphical tools, like OpenGL, to achieve more parallel processing would also improve the application performance. CAD files, like the Gerber file, could also be added to increase the image format compatibility.

The G-Code Generated by the tool pathing can be used for a laser and or a drill, by choosing the respective option. Regarding the laser, a dynamic diameter could also be implemented, by adjusting both the power, feed-rate and height, although it would heavily dependent on the type and color of the material. A similar strategy could be used for the drill, with pauses add to the path to change the drill, however it would be less practical.

One of the biggest limitations of the SVG pathing was its filling path, which was generated from a rasterized version of the image. This was done to reuse the functionality of the raster image tool pathing implementation, as the main objective was the smoothen jagged the edges around the image. However, a filling path directly generated from the SVG image would increase the quality of the cut/engrave.
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