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Resumo

Veiculos aéreos de baixa altitude, tém sido, recentemente, alvo de intenso desenvolvimento para aplicacdes
como o transporte de carga, ou mesmo de pessoas. E de extrema importincia manter o veiculo a salvo de
colisOes, principalmente quando se considera o transporte de seres humanos.

Neste trabalho, é feita uma simulacdo de um sistema de radar para identificacdo de alvos ao seu redor, com
enfase no projecto da antena utilizada. E feito o projeto de uma antena impressa quadrada (dimensionada em
termos da frequéncia de ressonincia), de um agregado de antenas planares com capacidade de direcionamento
do lobo principal (versatil em termos de largura do feixe do lobo principal), e de um método de simulac3o de
radar (versatil em termos de sensibilidade de identificagdo de alvos).

Os modelos da linha de transmissdo e da cavidade resonante foram utilizados para calcular as dimensdes
iniciais de uma antena impressa quadrada. A antena utilizada ao longo deste trabalho foi projetada a 35 GHz,
sendo alimentada para radiar ondas com polarizac3o linear dupla (vertical e horizontal), de forma a minimizar
a probabilidade de perda de alvos devido a desadaptacdo de polarizacGes.

O elemento impresso quadrado otimizado é usado num agregado planar de Dolph-Chebyshev, também
quadrado, de 8x8 elementos. Este tipo de agregado garante o menor nivel de lobos secundarios, para a largura
de feixe definida, de acordo com as exigéncias das aplicacdes em radar. O lobo principal pode ser apontado
até um desvio maximo de 45°, em relacdo a direcao perpendicular ao plano do agregado.

Os conceitos foram validados por meio de simulacdo, sendo esta baseada em imagens obtidas de um
ambiente virtual 3D, com o objetivo de identificar a posicdo dos alvos em relacdo ao sistema. S3o testados

cendrios de curto e de longo alcance.

Palavras-chave: AAV, UAV, antenas impressas, antena impressa com dupla polarizac3o linear, agregados
de Dolph-Chebyshev, agregados planares, direcionamento do lobo principal, radar de ondas milimétricas,

simulacdo de sinal de radar






Abstract

Low altitude air flying vehicles, have emerged recently for cargo or even human transportation. It is of
utmost importance to maintain the vehicle safe from collisions, specially when transportation of humans is
considered.

In this work, a simulation of a radar system to identify targets in its surroundings is done, with emphasis
in the design of the sensing component of the system (the antenna). The design of a square microstrip patch
antenna (being versatile in terms of resonant frequency), of a planar antenna array with main lobe steering
capability (being versatile in terms of main lobe beam width), and of a target detection method for the radar
(being versatile in terms of target identification sensibility) are done.

The transmission line and cavity models are used to compute the dimensions of the square microstrip
patch antenna. The antenna used throughout this work was designed at 35 GHz, being fed to radiate dual
linear polarized waves, to minimise the probability of missing targets due to polarization mismatch.

The optimized square microstrip patch element is used on a Dolph-Chebyshev planar array, also square,
with 8x8 elements. This type of array provides the lowest side lobe level, for the defined beam width, as
required in radar applications. The main lobe can be scanned up to 45° from broadside.

The concepts are validated using a simulation method, based on images taken from a 3D environment,
with the purpose of identifying the targets positions relative to the system. A long range and a short range

scenarios are tested.

Keywords: AAV, UAV, microstrip patch antennas, dual linearly polarized patch antenna, Dolph-Chebyshev

arrays, planar arrays, beam steering, mm-wave radar, radar signal simulation
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Sp(+) Beat signal of the radar system [V]
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Sto() Linear modulated chirp signal [V]
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Sti;(+) Signal to transmit through the antenna (i,j) of the radar system [V]
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Troise Receiver noise temperature [K]
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Chapter 1

Introduction

In this chapter, an overview of the developed theme is presented, along with the motivation to study this

topic, the objectives, main results, and a brief summary of the thesis structure.

1.1 Overview

The term Radar stands for "Radio Detection and Ranging”. A Radar system works by transmitting
electromagnetic waves that propagate in free-space and reflect in objects along their path. An antenna is
one of the main components of a Radar system, being used to convert the energy from a guided wave to
the free-space wave, and vice-versa. When transmitting, the antenna transfers the electromagnetic signal at
carrier frequency to the free-space, and when receiving it collects the reflected signal from the target. A Radar
system can have a wide area of applications depending on its type, that is defined based on the antenna
characteristics. In this work, a narrow beam low side lobe level Radar system is designed, with the purpose of
mapping the objects located in an environment.

In a Radar system, by receiving the echo signal, besides claiming or not the detection of a target, it is also
possible to calculate its distance, by analysing the time delay between the transmitted and received signal,
and relative radial velocity, by analysing the frequency shift of the reflected wave caused by the Doppler effect
[1]. A Radar cannot resolve as much detail as other type of sensors available nowadays, and it is costlier
to manufacture, but has the advantage of being capable of providing reliable information under adverse
environmental conditions, in which the others cannot [1], thus being essential for a more reliable safety system
of air vehicles.

In this work, the Radar data will be simulated using Blender software to define a 3D environment, with
a post-processing phase in Python using the camera rendered image to simulate the radar signal of a system,
using the previously designed array. The data obtained from the Radar can be stored and mapped to a 3D
construction model, according to the system position and orientation related to a local coordinate system.
Simultaneous Location and Mapping (SLAM) algorithms allow to monitor the position and orientation of the
system, and to receive data from sensing components to be processed, placed and updated within the system

local referential [2].

1.2 Motivation

The use of quad-rotors and other types of Unmanned Air Vehicles (UAVs) is growing over time not only for

military applications but also for high risk activities, cargo transportation, among many other civil applications



[3]. Radar imaging is an efficient and viable solution that allows the coverage of a wide and/or not easily
accessible region, and provides a high operative flexibility [4].

Due to the inherent nature of the low altitude flying vehicle, obstacle awareness is a fundamental require-
ment to avoid the collision against stationary and/or moving obstacles along the flight path, either for manned
or unmanned air vehicles [5]. With the knowledge about what surrounds the vehicle it is possible to keep the
flight safe from collisions, what is of utmost importance for these type of vehicles in order to be accepted and
used by human operators. Regulatory requirements reflect that to operate in civilian airspace an Autonomous
Air Vehicle (AAV) must have Sense and Avoid capabilities that meet or exceed the level of performance of a
human pilot, without cooperative communication with other aircrafts or prior knowledge of their flight plans
[6].

There are several sensors commonly used to sense the environment, namely Lidar, Sonar, Radar, visual
cameras and infrared sensors [5]. However, Radar is mostly used only to determine the velocity of a detected
target, since it has a high manufacture cost comparing to the other sensors [6]. Since Radar systems are reliable
under bad weather conditions, they could be used as the short to long range sensor that firstly identifies the
presence of a target [7]. Then, by complementing it in a computational algorithm with data from the other
sensors, it is possible to get detailed information about each detected object, and to build a detailed map of
the surroundings. However, if the Radar system’s angular resolution is fine enough to identify targets with
some detail, it could be sufficient to provide a safe flight even in moments where all the other sensors were
unable to provide reliable data [7].

Microstrip Patch Antennas are widely used in the Airspace Industry. These are low profile, light weight, with
a low production cost and simple design methods, that are very versatile regarding their resonant frequency,
polarization, impedance and radiation pattern. Patches can have different shapes, each with a specific design
method associated [8]. There are also four easily adaptable common feeding methods for a patch antenna,
making these antennas versatile in terms of physical design. Each patch antenna propagates the energy to the
free-space through its borders according to its radiation pattern, that is possible to modify either by the design
of the single antenna element, or by the design of an array using a large number of elements. Furthermore,
the physical size of each patch antenna is inversely proportional to its resonant frequency, thus, by increasing
the frequency to the mm wave range (30-300 GHz) it is possible to design an array with size suitable for air
vehicles applications [9].

The desired radiation pattern requires a narrow main-beam and a low side lobe level. A single antenna
won't be able to provide such characteristics, despite its operating frequency, and thus the need of designing
an array arises [8]. The design of the array in terms of the number of elements, their position and input current
amplitude allow to precisely control the directivity and side lobe level of the radiation pattern of the array,
and increses the sensing range. Furthermore, by controlling the phase-shift between consecutive antennas it
is possible to steer the main beam towards a desired direction. This flexibility make planar microstrip patch
arrays very suitable to be used in high resolution RADAR applications [1].

An array with a sufficient narrow main-beam, low side lobe level, and with the ability to be steered can
provide detailed data about the existence and location of a target for each scanned angular direction. Since the
production of the array in this frequency range is expensive due to the high frequency electrical components, a
simulation was the chosen solution to obtain the Radar data. Blender is a graphic simulation and ray tracer
open source software, that allows to build a 3D environment and freely navigate a camera within, enabling to
obtain rendered images from the ray tracer at each camera position. Blender simulations have been previously
used to simulate Radars with accurate results [10].

SLAM algorithms are used to solve the problem where a moving object identifies objects to build a map of

an unknown environment, while updating its position within that map according to data from accelerometers



and gyroscopes. The SLAM is to be performed based on the simulated Radar data obtained as the result of
the detection analysis within an environment. The versatility of these algorithms also allow to complement
data from multiple sensors. Air vehicles would be able to face unknown environments and reckoning it while
travelling, allowing to perform path planning tasks, prevent trajectories that lead to collisions, and display an

intuitive map for human operators [11].

1.3 Objectives

The main objective of this thesis is to simulate a radar system navigating in an airspace environment, to
identify targets and position them in a common referential, using a system with size and characteristics that
are sufficient to be used in air vehicles as a safety feature.

Great emphasis is to be given to the design of a single patch antenna at the desired frequency of operation,
to the design of a highly directive and low side lobe planar phased array, to the design and simulation of the mm-
Wave Radar system in a known 3D environment, and to the fundamentals of the SLAM algorithm application
to the simulated data.

The single patch antenna element design is made in Matlab and it is modelled and optimised in CST
Studio Suite, which is the chosen electromagnetic field simulation software. Three models that resonate at the
same frequency were made using three different substrate heights, with the objective of analysing the effect
of the substrate height on the radiation pattern and antenna size. Some tests with different line feeds are
also made using coaxial and microstrip line feeds, with the purpose of identifying the effect of feed type in
the single element. Furthermore, since a radar with a linear polarization can miss targets due to polarization
changes of the eletromagnetic waves when reflecting from an object [12], a dual linear polarization patch
antenna is desired to minimize this effect. The goal is to obtain an optimised antenna that radiate at the
desired frequency in both the horizontal and vertical polarization to decrease the probability of missing a target
due to changes in the polarization of the propagated wave.

An array consisting of N elements of the optimised patches, is to be designed and fed with a non-uniform
excitation to achieve high directivity and low side lobe level. Furthermore, to control the direction of the main
lobe, a phase shift in the feed current must be applied between consecutive antennas. The goal of this design is
to achieve characteristics that allow to steer the main lobe both vertically and horizontally while maintaining
a low side lobe level and a high directivity of the main lobe for both vertical and horizontal polarizations,
allowing to identify targets with accuracy and some detail.

The fundamentals of a mm-Wave Radar using a phased array antenna are presented, and a Frequency
Modulated Continuous Wave (FMCW) Radar model described. Unfortunately, the whole array won't be
fabricated, and a simulation of a Radar system with the characteristics of the designed array will be performed.
A 3D scene is to be created in Blender software and a camera is to be used to acquire the image seen from
the camera position, along with data of the distance to each visible target, for each pixel, obtained during the
render process. The rendering results are to be post-processed based on the characteristics of the designed
array, with the objective of acquiring data that mimics the real Radar system on the simulated environment.
The goal is to simulate the radar signal for each scanned direction, based on the rendering results and on the
radiation patterns of the designed array, to use the simulated signal to process target detection algorithms,
and position the detected objects in a map, according to the position of the camera during the render.

Furthermore, SLAM algorithms can be used to create a map of the environment, based on the results of

the radar simulations.



1.4 Main Results of the Thesis

The present work is divided into the design of a single antenna element, the design of an antenna array

and the simulation of a radar system, being the objectives achieved throughout it given as follows.
= The patch antenna is successfully designed, being the design versatile in terms of resonant frequency.

= The antenna array is successfully designed, using narrow-beam low side lobe design with steering capa-
bilities.
= The radar system is simulated in a known environment, identifying objects according to its position.

The implementation of the SLAM algorithm using the simulated data wasn't accomplished.

1.5 Thesis Structure

The first chapter describes the motivation and the objectives of this work. It also summarises the main
results obtained and the structure of the thesis report.

In Chapter 2, a bibliographic review of the most relevant aspects to develop throughout this work is done,
being divided into the general purpose of the thesis, the design of a microstrip antenna and of an antenna
array, and the radar system fundamentals and simulation.

In Chapter 3, the theoretical foundations for the design and optimisation of a microstrip patch antenna are
presented, along with the development of a model of a single antenna, and simulation results of the developed
model.

In Chapter 4, the theoretical foundations for the design of a generic antenna array are presented, as well as
for a non-uniform excitation of the antenna array elements, and for the steering of the main lobe of the array.
An array is modelled using a number of the elements obtained in Chapter 3, and the results of the simulation
of the array are presented. Due to the different steering angles, several results were obtained, being depicted
in Appendix A.

In Chapter 5, the working principle of a mm-Wave radar is presented, along with the theoretical foundations
needed to perform the radar simulation, using the array designed in Chapter 4. The simulation concepts and
methods are also detailed in this chapter, along with the radar simulation results.

Since the concepts developed in chapters 3, 4 and 5 are quite distinct, each chapter contains its own

discussion and possible future work. However, in Chapter 6, the conclusions of the overall work are presented.



Chapter 2

State of the art

In this chapter, a Literature Review related to the general concept of this work is done, followed by a
review of the state of the art of the necessary specific fields divided into two categories: Antenna and Array
Design and mm-Wave FMCW Radar Fundamentals and Simulation.

Some On-board Terrain Mapping Systems (OTMS) to identify targets are being developed and used
nowadays for automotive applications. This systems are subdivided into an object detecting module and a
mapping module, in which a Radar have been successfully tested as part of the detecting module [13] [14].

G. Ludeno et Al. [15] made an experiment using a single radar in a hexacopter. A Ultra Wide Band
(UWB) radar was used, with an operating frequency between 3.1 GHz and 4.8 GHz. The experiment was
made in an open space with 4 reflecting obstacles. It transmits a chirp signal from 3.4 GHz to 4.6 GHz, and
a radar image was collected where it was possible to identify the objects.

Alistar Moses et Al. [16] develop a miniature radar system, working at 10.5 GHz, to be used in aircrafts
with less than 25kg. The radar sensor used allow range and velocity detection of the target. The system
consists of a RF front end module, an ADC, and a PC to process information, then noise is eliminated through
a Finite Impulse Response filter. Tests were made in a controlled environment, in which a quad-rotor wants
to identify a miniature helicopter, at approximately 7 m of distance. After calibration, the target was correctly
identified.

Malcom Mielle et Al. [7] made 3 experiments with a Lidar and a Radar indoors, with and without smoke,
to compare the reliability of both sensors in adverse atmospheric conditions. The sensor’s data were used to
perform SLAM algorithms and create a map of the environment. The RADAR system used were a Mechanically
Pivoting Radar (MPR), with a rotation speed of 2.5 Hz (200 measurements per 360°, once every 1.82), with
3.75 cm of accuracy up to 19 m of range. Although the low resolution of the MPR, it was able to accurately
perform the SLAM and build a map of the environment under both circumstances (including corners and small
walls).

Young K Kwag et Al. [17] used a radar with an antenna array operating at a frequency of 35 GHz, having
2.5° of mainbeam beamwidth, with a 5 kHz Pulse Repetition Frequency (PRF), scanning at 150°/s. The
goal was to implement it on UAVs with a low flying nature to avoid the collision against obstacles. The UAV
considered had a maximum speed of 500 km/h. The article objectives were based on the Equivalent Level
of Safety (ELOS) for see & avoid, which had the following minimum requirements: A search volume of +/-
602 in Azimuth and +/- 10° in Elevation and a minimum time to collision of 21 seconds for a detection of
an object. The objective is to have a system that provides range, azimuth, elevation and velocity of obstacles
through the Radar sensor, and the Obstacle Collision Avoidance System hold the collision criteria and sends a

command to the digital Air Data Computer based on the time to collision (which varies with relative velocity



between obstacles and range).

Intensive work is being done lately regarding environment identification with different types of sensors due
to the recent Advanced Driver Assistance System (ADAS) technology. However, in order to achieve a higher
level of reliability, the AAV systems must use a combination of Radars, Lidars and Cameras sensors. Jorge
Vargas et al. [18] stated that with state of the art technology, the safest and most reliable way to position an
object within an environment is to first position the object using Global Navigation Satellite System (GNSS)
technology and then update its position with data measured from Inertial Measurement Unit (IMU), Lidar,
Radar and Camera sensors. There is also a summary of the weather effects on the different types of AAVs
sensors, and the conclusion was that Radar was the state of the art sensor to reliably operate under adverse
weather conditions for these purpose. However, Radars were still criticised by their need of an auxiliary sensor

for object perception assistance. [19]

2.1 Antenna and Array Design

Patch antennas consist of a radiating element supported by a dielectric substrate above a ground plane and
are easily produced with Printed Circuit Technology. It is one of the most revolutionary antenna technologies
ever [20]. Patch antennas usually have a small bandwidth, and the limiting factors for operating frequency are
usually its physical dimensions, being those limited by the precision and accuracy of the production machine.
At high frequencies, electrical losses become noticeable and must be taken into account in the design procedure
[21].

The resonant frequency of an antenna is affected by, and have effect in many factors. Stéphane Kemkemian
et Al. [22] carried out an operating frequency analysis in 3 different frequencies. The pros and cons of a radar
operating at 3 GHz (S-Band), at 10 GHz (X-band - classical airborne radar band) and at 35 GHz (Ka-
band, millimetre waveband) are developed, without taking frequencies regulations into account. It defines a
cylindrical area around the aircraft that is the safety area in which no obstacles can exist. To the radar system
it is required at minimum a revisit time of 2 seconds and a minimum of 20 seconds advance when an obstacle is
identified inside the safety area. The 3 GHz radar has as advantage the possibility of creating a non ambiguous
waveform both in range and velocity, but has very low angular resolution due to the limited size, which allow
the use of less antennas. The 10 GHz radar has as advantages the possibility to form narrower beams than the
3 GHz, but needs a larger number of antennas and therefore more physical space when comparing to the same
beamwidth with 35 GHz antennas. The 35 GHz radar was studied using a mechanically pivoting transmissor
and with a fully static solution. The fully static with mechanical pivoting was the chosen solution for this
work, due to its advantages such as good angular accuracy, high gain, but turned out to need a higher power
to identify targets for a determined range than the previous solutions.

Regarding design methods, there are uncountable methods to design a resonant patch. Siakavara in
[23] describes many orthodox design methods, adaptable to different requirements, proving once again the
versatility of patch antennas. To design simple shaped patches, one of the most common used method is
the Transmission Line Model, in which the patch is assumed to be a part of a transmission line. Despite
existing more accurate design methods, with the state of the art electromagnetic wave propagation simulators
available, this method is accurate enough to provide an initial estimation and then the dimensions are adjusted
in the simulator in order to obtain an optimised antenna. Another design method often considered to be used
is the Cavity Model, in which the patch is modelled as a cavity bounded by an electric conductor ceiling and
floor, and surrounded by magnetic walls [20]. This method is very useful to determine the radiation pattern
of each resonant mode of the patch. The Transmission Line Model and the Cavity Model design methods are
often used together [24].



To transfer power to the Microstrip patch antenna, a feeding point is needed. Many feeding techniques

exist, but the most common are [8] [24]:

= Microstrip Line - Thin printed line above the dielectric substrate that connects to the coaxial cable and
to the patch.

= Coaxial Probe - Coaxial cable that goes through the ground plane and the dielectric substrate and

connects directly to the desired feed point on the patch.

= Proximity Coupled Feed - Model with two substrates, in which a microstrip line is placed in between
the two substrates, the patch is on the upper substrate and the ground is under the lower substrate.

The coaxial cable connects to the microstrip line doesn't connect directly to the patch.

= Aperture Coupled Feed - Model with two substrates, in which the ground plane is in the middle of
the substrates, the patch is on the upper substrate and the microstrip line is placed under the lower
substrate. The ground plane has an aperture (slot) through which the patch is energised. There is no

direct contact between the microstrip line and the patch.

However, when feeding a patch, one has to make sure that the impedance of the transmission line and the
point where the energy is transfered to the patch are compatible. This is done by impedance matching, there
are also many ways to match impedance as explained in [25]. Coaxial Probe feeding is the simplest to match
for low frequency patches, since the coaxial cable is inserted directly to the point on the patch with the desired
impedance. Microstrip Lines have well known impedance matching techniques such as a transformer, a tuning
stub or a matching network, which are applicable to every feeding type that involves microstrip lines, being
possible to obtain near perfect matches.

A system intended to identify targets should take into account that when an eletromagnetic wave reflects
on a target at certain incident angles, a portion of the reflected signal polarization become the orthogonal of
the incident wave polarization, which can lead to the loss of a target due to polarization mismatch [26]. The
polarization of the signal radiated from a patch antenna depends on the feeding point position, for coaxial
proble feeding, or orientation of the feed line, for microstrip line feeding. Shah in [27] with the purpose of
developing Multiple Input Multiple Output (MIMO) wireless communications systems, designed a dual linear
polarized patch antenna array. The Transmission Line Model was used to design a squared patch fed with inset
feed to resonate at 2.4 GHz. The patches were positioned at an angle of £45° and were coupled in a 1x2 array
in order to achieve different polarizations in each array. A 1x2 array and 2x2 array with patches aligned at
+45° and at—45° were also tested, and a radiation pattern with dual linear polarization, low cross polarization
and relative high gain was obtained in both cases. Note that despite the great results, the designed array is
not supposed to be used in a highly directive Radar system, and does not take into consideration the side lobe
level, which is affected by using a 2x2 array as a single element in a bigger sized array.

Christopher Smith in [28] designed a single dual linear polarized patch to ressonate in the X-band (8 to 12
GHz) with the purpose of providing a verified design method to obtain dual linear polarized patch antennas
for mobile phones or satellite communications. The Transmission Line Model is once more used to design
the squared patch, and an aperture coupled feed was used connected to two coaxial cables, one responsible
for each polarization. The result was an antenna that resonate at 9,30 GHz with a simillar radiation pattern
for both polarizations, low cross polarization between ports, and a good impedance matching between the
aperture coupled feed and the patch.

Microstrip antennas can be used in many array configurations, in planar or spherical surfaces [29]. There
are 3 types of feeding each element in an array: independent feed, series feed or parallel feed. Independent

feed is the case in which each element is fed by an independent coaxial cable, and its phase and current



amplitude can be well controlled [30]. If consecutive antennas of an array are fed in series, each antenna will
have a phase shift on the received signal, and therefore the main lobe of the radiation pattern will be steered.
If the antennas of an array are all fed by a parallel feed in which the length of the transmission line is the same
from the power source to each antenna, all antennas are fed with the same phase, and the radiation pattern
has its main lobe centered [24].

Series and parallel array feed configurations are tested in [31], using patch antennas that resonate at 2.5
GHz, being noticeable the difference in gain, return loss and other performance characteristics between each
feeding method. Midasala in [32] simulated a 3x3 patch array at Ku-band (12 to 18 GHz) fed with independent
coaxial cables, in order to obtain a phased array system. Since each antenna is fed by a current that can be
adjusted in terms of amplitude and phase, it is possible to steer the main lobe of the radiation pattern of
the array by inserting different phase shifts between consecutive antennas, without the need for a mechanical
structure to rotate the array [33].

Current amplitude of each element of an array can also be controlled, which gives the ability to impose
desired characteristic on the radiation pattern of the array regarding directivity and/or side lobe levels [34].
In this work, a narrow beam low side lobe radiation pattern is desired. The four commonly used designs
are: Uniform, Dolph—Chebyshev, Taylor—Kaiser and Binomial. The difference between these designs is the
different trade-off between main-beam beam width and side lobe level. Uniform design outputs the narrowest
main-beam width but the highest side lobe levels, Dolph-Chebyshev design outputs the narrowest main-beam
achievable for a given side lobe level, Taylow Kaiser design outputs a slightly larger main-beam than the
Dolph-Chebyshev design, however the side lobes furthest from the main lobe have a much better behaviour,
and binomial design outputs no side lobes at all, but has the widest main-beam width [30].

Dolph-Chebyshev arrays have been used for a long time [35], and is a very well mathematically formulated
design. In [36] a Dolph-Chebyshev array with periodic spacing between elements is synthesized, with the
objective to control the array radiation pattern. The paper also proposes a method to implement the array
using a Field Programmable Gate Array (FPGA) that is supposed to control each attenuator and phase shifter
to deliver the desired current amplitude and phase to each element in the array.

Patch antennas are commonly used in phased arrays with single element phase controlled excitation in
order to steer its main lobe towards a desired direction. In [29] different consecutive phase shifts are applied
to a 5x5 patch array with successful steering achieved, relating the desired scanning angle with the antennas
phase shift. However, when steering an array to angles closer to the array plane, a deformation of the main
lobe appears due to wave interactions between array elements. The phenomena that lead to this behaviour
are discussed in [37], and it is also shown that when steering the main lobe to angles close to the array plane,
undesired modes are propagated from the antennas and the reflection coefficient is affected, sometimes leading
to very weak propagated signals.

In [9] Jin Song et al. designed a 77 GHz rectangular patch antenna array with microstrip line feed. Each
single antenna has sides with lengths less than 1.4 mm, making it suitable for building an array with many
antennas to acquire higher directivities while keeping the array with a size applicable to many situations. The
result were a high gain and directive array, that resonate at 77 GHz with low bandwidth and a side lobe level
of —24.5 dB, using non-uniform Dolph-Chebyshev feeding excitation distribution, with 64 antennas occupying
33 mm x 22 mm width and length, respectively.

2.2 mm-Wave FMCW Radar Fundamentals and Simulation

The mm-Wave frequency, or Extremely High Frequency (EHF) band, is defined between 30 GHz and 300

GHz and is a special class of Radar technology due to the shorter wavelength of the transmitted signals. The



transmitted waves have different propagation characteristics to take into consideration when comparing to the
regularly used Ultra High Frequency (UHF) band (from 600 MHz to 3 GHz), such as a higher atmospheric
absorption, rain attenuation and path losses. Due to the short wavelength, distance measurement cannot
be achieved with a single frequency, and a frequency modulated signal (chirp) must be considered to use.
There are also many advantages of mm-Wave Radars, such as the enhanced capabilities achieved with digital
beamforming in phased arrays, due to the possibility to deploy a higher number of elements in the same spatial
dimentions as UHF arrays, leading to a better control of the radiation pattern characteristics [38]. Another
advantage of working with a short wavelength signal is the high accuracy, being able to detect movements that
consist of fraction of milimeters [39]. Despite higher attenuations, mm-Wave Radars are still able to provide
reliable data under conditions in which optical sensors would not [40].

Frequency Modulated Continuous Wave (FMCW) Radars are almost as old as the Radar itself, and
usually operate by transmitting pulses of a certain frequency modulated signal (e.g. a linearly modulated
Chirp signal). The operational principle behind FMCW Radars is explained in [41]. FMCW Radars have a
simple and compact architecture, consisting of a signal generator, an antenna to transmit and to receive the
signal, a mixer to extract the instantaneous frequency difference between transmitted and received signal,
which is nearly constant over each chirp and proportional to the target range, followed by ADCs and by a
processing module. Another advantage of FMCW Radars is the ability to take advantage of the Doppler effect
to obtain the target velocity, by comparing the phase shift between a consecutive sequence of chirp signals
sent to a single direction [39]. Furthermore, phased arrays are commonly fed with FMCW modulated signals
in low-powered antennas, such as patch antennas [42].

mm-Wave FMCW Radars are already being used to identify objects position and motion to avoid collisions
in industrial environments [43]. One key aspect for a system to make a real-time decision regarding changing its
position safely is to have knowledge of what surrounds it. This kind of Radars are also used in the automotive
industry to avoid collision between moving vehicles [44]. Note that these are active sensors, that operate
independently of the surroundings.

The signal generator component of a phased array FMCW Radar is usually implemented with a FPGA in
order to obtain a real time electronically steered array. A mm-Wave transmitter based on FPGA is designed
in [45], containing an intermediate frequency module composed by the FPGA and some digital to analog
converters (DAC), that outputs the desired IF signal to transmit, a local oscilator module that provides the
carrier wave signal and a mixer module to modulate the IF signal. In [46] a review of full duplex mm-Wave
systems is done. Despite a good isolation in full duplex phased array still being challenging to achieve, using a
Silicon on insulator Complementary metal-oxide—semiconductor (SOI-CMOQOS) is proven to output good results
[47].

To implement a phased array, one must apply a phase shift between each element. Phase shifting is often
obtained by two methods, either by inserting a programmable phase shifter between the output from the FPGA
and the mixer for each antenna (in this case, the FPGA only outputs one signal and the phase shifters need to
be controlled), or by time-delaying the output signal directly on the FPGA, in which the FPGA has one output
signal for each antenna [48]. Note that both configurations would need one gain amplifier per antenna, to
implement the weights to be fed to each antenna according to the used feeding technique of the array [49].

A mm-Wave Radar receiver with digital beamforming using a highly directive phased array impose the
transmission and processing of a big amount of data. Thus, the desired is to have a high signal aquisition
rate on the ADCs and DACs, and a high transfer rate and processing speed on the system. A realization of a
digital beamforming receiver system is presented in [50], in which the signal from the ADCs that is received
on the FPGA is sent over Ethernet to a PC in which all the processing is done.

Simulation is a reliable and cheap way to solve a certain real-world problem, and is widely used when



designing Radio Frequency (RF) components. There are several open source Radar signal simulation software,
e.g. gprMaz, and toolboxes, e.g. Radar System Design from MathWorks. However, they focus on the
electromagnetic propagation of the Radar signals, and do not allow the creation of a 3D environment to freely
navigate. Ray tracers have previously been used to perform Radar simulations, with the objective of simplifying
the model and computational burden [51].

Blender has also been used to perform Radar simulations within a defined environment, mostly due to its
3D creation and ray tracing capabilities and to the incorporated Python API. A concept of Radar simulation
using Blender is done in [52], using the software to create a simple environment and using the ray tracer in
real-time to emulate the electromagnetic signal, allowing to perceive reflected, refracted and diffracted signals.
The electromagnetic wave source is a light source, and the arrival point is a camera, which are set to be on
the same position, being analogous to an antenna transmitting or receiving in the real-world. A real-world
Radar was simulated, and the obtained simulation results were in agreement with the real working behaviour
of the Radar. This method was further enhanced and detailed in [53], in which Doppler frequency analysis,
materials configuration and signal reconstruction were added, with the purpose of providing a general Radar
simulation tool for Synthethic Aperture Radar Imaging or cross-section measurement, requiring knowledge of
ray tracing algorithms.

A simpler tool for Radar simulation in Blender is presented in [51], in which the Radar signal is created
outside of Blender, interacting with the scene data with the Blender PythonAPI. The ray tracer is not
used directly in this paper, instead, the rendered images output by it are used. This method is simpler since
it does not require any specific knowledge on ray tracers to perform the simulation. However, it does not
account for refracted nor multiple-reflected signals. The group light source 4+ camera can be moved around
the scene, and by rendering each step it is possible to acquire the necessary rendered images to be further
processed. The simulations are done assuming that the scene is stationary and the radar is moving and that
the objects lie in the far-field of the Radar. The FMCW Radar model used is described in [54]. It only takes
into consideration the gain and half-power beam-width angles of the radiation pattern of the array, and the
position of each antenna. A chirp signal is used. The range data is obtained from the the phase shift between
one transmitted and received chirp, and the velocity data is obtained from the frequency shift of detected
targets between a sequence of chirps. This is explained in detail in [55]. The data is processed pixel by pixel
to obtain the simulated raw signal, which is the coherent sum of the signals for each pixel. The Rendered
images were exported as Open-EXR format [56] due to its high dynamic range format, in order to obtain a
more accurate simulation. As limitations, the paper describes the model lacking gain specification for each
direction, and multi-path propagation/penetration of signals, which is a consequence of avoiding the direct
use of the ray tracer.

An image is obtained as the rendered output by Blender. Thus, in order to process the desired radiation
patterns in the image, the projection between the radiation patterns and the rendered images must match, in
order for the processing to be done pixel by pixel. Many image projections and a comparison between them
are presented in [57].

SLAM algorithms require knowledge of the position and attitude of the system in each time instance,
along with the data obtained from the system sensors, in order to create a 3D map of the environment. In
real systems, one of the most challenging aspects in SLAM algorithms is the odometry (position estimation
from motion sensors) drift correction. Usually, an IMU is used to provide accurate odometry data to these
algorithms [58]. With the system position and attitude computed, the following challenge is to convert a
position relative to a local referential to an universal referential, in which the targets identified at the different

positions are combined. 3D transformations allow to convert the point from one referential to another [59].
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Chapter 3

Microstrip Patch Antenna Design

In this chapter, the transmission line and cavity models are studied to design a squared patch antenna
with dual linear polarization, along with the implementation of a quarter wavelength transformer to optimise
impedance matching between the transmission lines and the load. The model is validated by performing

simulations using the electromagnetic field simulation software C'ST Studio Suite.

3.1 Theoretical Background

3.1.1 Microstrip Patch Antennas Simple Design Models

The antenna is to be designed in terms of shape, substrate dielectric constant (e,.), substrate height (h),
patch length (L), patch width (W), inset feed length (L1), transmission line width (Wy) and patch resonant
frequency (f,.). The transmission line model and the cavity model provide well-known formulas to obtain initial

estimations for these variables, used to perform the pre-designing of the single element.

- ‘! - |

% 2
L & £ i f
Ground Plane {

Figure 3.2: Side view of a generic square patch

(extracted from [8])

/ Radiating Radiating
/ slot #1 slot #2

[ £, Substrate

Ground plane

Figure 3.1: Orthogonal view of a generic square Figure 3.3: Eletric field path with fringing (ex-

patch with reference axis (extracted from [8]) tracted from [8])

Transmission Line Model

Figures 3.2 and 3.3 illustrate the electric field lines of a microstrip that undergo fringing. Fringing is a well
known effect that happens due to the nature of patch antennas, that creates a non-homogeneous electrical
path between two dielectrics (the air and the substrate). Due to fringing, electrically the patch looks larger

than its physical dimensions, phenomena that affects the resonant frequency of the patch. As the height of
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the substrate increases, fringing also increases [8].

To account for fringing, it is assumed that the patch is embedded into a homogeneous substrate with
an effective dielectric constant €,.yy. This way, the electrical fields that undergo fringing are analysed as
propagating in the same material with one propagation constant, avoiding the analysis of the non-homogeneous
field path between air and substrate, as illustrated in figure 3.3. The wavelength propagating in the free-space
Ao is only dependent on the resonant frequency, being the relation specified in equation 3.1. However the
wavelength propagating in the embedded substrate ), is also affected by the substrate characteristics [8],

being obtained using equation 3.2.

Ao = 7 (31)
Ay = Ao (3.2)

Vereff
Despite the effective dielectric constant being influenced by the frequency of the antenna, an estimation
can be obtained by one of the following equation:
€r €r— —1/2
(L4 B Wz
Ereff = (3.3)
eetl p el (14 20)=1/2 4 0041+ Y¥)2], W<h

The frequency of operation of the antenna influences the way eletric field lines behave. As the frequency
increases, the more the eletric field is concentrated in the substrate and the effective dieletric constant ap-
proaches the value of the dieletric constant of the substrate [8]. A graphical representation of this effect is
presented in figure 3.4. Note that, since the model is to be optimised using the electromagnetic field simulation
software (CST Studio Suite), there is no need to take this effect into consideration when pre-designing the

element.

' : 1.2 W n125 ] m
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Figure 3.4: €rcrs vs frequency of operation (extracted from [8])

To account for fringing, an extension along the length of the element for each side is considered. The

effective length of the patch L.y is given by

Leff = L—|—2AL, (34)
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where L is its physical length. The extension along the length of the antenna AL is a function of €,.f; and
of the ratio W/h, given by:
(€refs + 0.3) (¥ +0.264)

AL = 0.412h
(ereps — 0.258) (% 4 0.8)

(35)

Analysing a patch antenna using the Transmission Line Model leads to the representation of the patch
as an array of two radiating slots along its width W , separated by a transmission line of length L, with
a low impedance Z. (thus high admittance Y.). Each radiating slot is represented by a parallel equivalent

admittance Y, with susceptance B and conductance G,., as illustrated in figure 3.5.

(a) Rectangular paich (b) Transmission model equivalent

Figure 3.5: Equivalent radiating slots of a patch antenna (extracted from [8])

The conductance G, and the susceptance B represent, respectively, the radiation losses and the edge

effects on each radiating border of the patch [8], and for patches with h < 0.1 are expressed by:

2
G W[ (kD)
120X 24 (36)
B = foon. [ = 0636In(koh)]

Based on the equivalent model in figure 3.5, the input admittance of the patch Y;, is given by

(Gr +jB) +jYCtan(kgLeff)

( iB) “Ye + (G + jB)tan(kgLey )

being ky = ko./€refr the wavenumber within the embedded substrate, and ko the wavenumber in the free-

space given by equation 3.7.

27
=
Considering Yo > G, B, leads to kyL.r¢ ~ m. The resonant condition of the patch is then expressed

by:

ko (3.7)

Im(Yi,) =0<Y;, =2G, (3.8)

Thus, the resistance at resonance at the radiating edges of the patch Ry is:

11
Yin — 2G.

Ry = (3.9)

However, it is possible to control the input resistance by connecting the transmission line to a recessed
inset feed, at a distance L, towards the center of the patch, as illustrated in figure 3.1. The resulting input
resistance is

2
Rin =Ry - cos2()\—7rL1) (3.10)
9
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A microstrip transmission line is to be used to connect the coaxial cable to the inset feed point. The

characteristic impedance of a microstrip transmission line, is calculated by one of the following equations [8]:

20m [0 41393+ 0.667In (Y +1.444)] ", W > h

Z (3.11)

,/efigff ln <8Wh + %) ? W < h

Cavity Model

This model analyses the patch as a cavity with perfectly conducting electric borders on top and bottom
and perfectly conducting magnetic lateral walls, with the same dimensions as the patch to analyse. It shows
that the cavity radiate through 4 slots along the perimeter of the patch, in which the radiation vectors from
the slots along its length cancels in the principal planes. Considering the patch represented in figure 3.1, the
principal planes are the yz-plane or E-plane, and the xz-plane or H-plane.

The cavity is assumed to only radiate through the slots along its width, as represented using the trans-
mission line model (figure 3.5).

The field configuration mode T'M,,,,,, within the cavity affects the resonant frequency of the patch. The
mode can be found by relating the eletric and magnetic fields within the cavity to a potential vector A, that

must satisfy the homogeneous wave equation
V2A, +k*A, =0 (3.12)

As described in detail in section 14.2.2 of [8], by applying boundary conditions given by the cavity properties,

the final form of the potential vector is:
Ay = Apnpeos(kzx)cos(kyy)cos(k. z), (3.13)

which is only valid while z,y, z are inside the cavity. Ay, represents the amplitude coefficient of each mnp

mode. The wavenumbers along x,y and z are related to the field mode as follows:

ky =12 m=0,1,2,..
ky=2" n=0,1,2,... (3.14)
k.=ZEr p=0,1,2

where m, n, p represent the number of half-cycle field variations (zeros) along the z, y, z directions, respectively.

The resonant frequency for each mode is then given by:

I SN e swracawme
U = e () 4 ()7 + (8" (315)

Note that fringing is also accounted for in equation 3.15. The dimensions of the patch are used to determine

which mode is dominant. A couple examples of common design configurations are listed below:
= W > L > h - Dominant mode is T' M.
= L >W > h - Dominant mode is T'Myg.

Since the patch is to be design as a square patch, W = L, and the resonant frequency of mode T' Mg

and T'My19 become approximately the same:

(fr)100 = (fr)or0 = (3.16)

Vs
27W [€ref f/Ho€0
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This allows for a patch to resonate at the same frequency when fed by two independent transmission lines,
one at each border, one for vertical polarization and the other for horizontal polarization. However, when
modelling a patch with two polarizations, there’s a need to adjust the resonant frequency of each polarization
individually, which is possible due to the fact that each mode will be controlled by each polarization.

This model also sketches the fields radiated by the microstrip patch. This is described in [8] as well,
however the analysis of the radiation pattern of the patch will be done using the software CST Studio Suite.
The directivity of the single element is limited due to the nature of patch antennas, thus its value depends on
how optimized the element is. The assymptotically values for the directivity of a patch antenna are given by
[8]:

6.6 =8.2dB, W < Ag

Dy (3.17)

3w
S W > Ao

3.1.2 Optimizing Impedance Matching

Impedance matching is used to maximise the power transferred from a generator to a load. Considering an
incident power on the load P;,, some power will be reflected P,.; and some will be transmitted F;,, being the
relation given by P, = P;;, — Prcr. The reflection coefficient represents the percentage of the incident power
that gets reflected by the load. The following figure illustrates a circuit that connects a generator with voltage
Vi and internal impedance Zg to a load with impedance Z, through a transmission line with characteristic

impedance Zj and length d [60].

Z, I, Z, I'y
—;.—F- ; ||I|r
+: 0 +i '
Zy Vi | Vi
== =
e d o
— | ——f

Figure 3.6: Terminated transmission line (extracted from [60])

Since the patch is to be used in an array for radar applications, it will work as a transmitting and receiving
antenna. As a transmitting antenna, the transmitter is the generator and the patch the load, however, as
a receiving antenna, the patch is the generator and the receiver the load. The load impedance can have a
resistive and a reactive part, being represented by Z; = Ry + jX. The reflection coefficient at the load is

given by:
Zp—Zy
 Zr+ 2

The reflection coefficient is usually a complex expression which has a constant absolute value, only varying its

r, (3.18)

phase, and can generically be written as I' = ~ve’¢. Thus, if Z; = Z; the transmission line is matched and
'y, = 0, however, if Z;, # Zy, T varies periodically along the transmission line. At an arbitrary distance [

from the load towards the generator, the reflection factor can be calculated using the following equation:

r(l) = FLe—jQWl/)\ — ,ye—j(27fl/>\—4) (3.19)
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The input impedance, however, varies its absolute value and phase with the distance [, and is given by:

1+T() Z1, + jZotan(2wl/\)
Zin(l) = Z =7 3.20
() =Zo7= r(l)  “°Zy+ jZtan(2nl/)) (3.20)
Defining now a normalized impedanze z;,(l) = Z%O(l) = r + jx, the reflection factor can be stated as:
gy = Zn =1 _1+I0 (3.21)

& zin(l) =
a1 72 =T
This allows a mapping between the normalized z-plane and the reflection coefficient I'-plane, as depicted in

figure 3.7:

Z-plane = I-plane

unit-circle

Imz4
I=r+4+jx
X
reactance
circles

resislance
circles

Figure 3.7: Mapping between z-plane and I'-plane (extracted from [61])

The Smith Chart is a graphical representation of the I'-plane. The points with constant resistance and
constant reactance in the z-plane form the resistance and reactance circles in the I'-plane, respectively. The
center point of the Smith chart corresponds to a well matched impedance, with a null reflection coefficient.
Note that for each working frequency there is a point in the Smith chart that corresponds to the reflection
coefficient for that frequency. Thus, a sweep over different frequencies will produce a line in the Smith chart.

Once the position of the reflection coefficient at the load T'y, is marked on a Smith chart for a lossless
line, it is possible to predict the position of T'(l) by rotating the initial point around the origin of the chart.
A full rotation to the initial point happens when [ = A\/2. At | = \/4 from the load a special behaviour
happens, and it allows the use of quarter wavelength transformers to match transmission lines with different

characteristic impedance.

RTINS S
i 1/4‘1? i

Figure 3.8: Quarter wavelength transformer

A quarter wavelength transformer is depicted in figure 3.8. A transformer with impedance Z5 is used to

convert the impedance Z3 to an arbitrary impedance Z;. The length of the transformer is %Ag, which only has
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the desired behaviour for the designed frequency. The perfect match occurs when equation 3.23 is satisfied
[60].

Zo = /7175 (3.22)

Combining equations 3.20 and 3.22, with Z; = Z3 the following relation is obtained:

Z3
L
Note that by considering Z3 the load, and Z; the main transmission line, equation 3.23 becomes z;,,(\/4) =
ZUZZL _
L

The Scattering Parameters (S-Parameters) also allow an analysis of the reflection and transmission co-
efficients of a transmission line. Considering the two-port network in figure 3.9, the S-Parameter relates the

outgoing waves by and by to the incoming waves a; and as.

/| I+
o ——
a + two-port ;
I ! ; network ; =0
by - "1 ¢ 2 .,
o— —a

Figure 3.9: Two port network, with ingoing and outgoing waves on each port (extracted from [61])

The outgoing and incoming waves are related by the Scattering Matrix:

b S S a
1| _ [P P12 1 (3.24)
ba So1 S22 |a2
The elements S1; and So represent the reflection coefficients for each port and are very helpful to determine
the resonant frequency of an antenna with precision. Then, the Smith chart can be used to minimize the

reflection coefficient for the desired frequency. The elements S15 and So; represent the transmission coefficients

between port 1 and port 2, being useful to verify if a good isolation between ports exists.

3.2 Single Element Pre-Design

In this section the pre-design of a squared patch fed by a microstrip line is done. The desired frequency
was to be set within the mm-Wave frequency (EHF band), which have a few propagation characteristics to
take into account when designing a highly directive radar, such as higher path loss and atmospheric absorption
[38]. The free-space path loss decays with the square of the transmitted frequency, and it's the principal
source of power loss in mm-Wave Radars. The atmospheric attenuation is the second major source of power
loss in mm-Wave Radars, and to minimize it, the frequency was set to 35 GHz, which has nearly the minimum
attenuation for the frequency band f € [30,60] GHz [62].

An initial estimation for the patch width is given by:

o [ 2
W=oVer1 (3.25)

The effective dielectric constant is calculated using equation (3.3). The effective length of the antenna

Ao
AVESTI

is given by Lesr = % =

and using equations (3.4) and (3.5) it is possible to calculate the physical
length of the patch.

17



Reiterating this process from equation (3.3) with W = L allows both dimensions to converge to a value,
making the patch squared.

Since the patch dimensions are in the mm range, a direct feed from the coaxial cables to the patch is a
very rigorous task, and is prone to error. Even if higher impedance coaxial cables, which are thinner, were to
be used, since the patch would need two independent coaxial cables to achieve dual linear polarization, the
cables would be extremely close in distance. Thus, a coaxial cable will be connected to a microstrip line to
feed the border of the patch. The microstrip can either connect directly to the border or to a recessed inset
feed.

The inset feed length can be estimated based on equation (3.10) that leads to

Ly = ;—;J_arccos ( %g) (3.26)

However, since the goal is to have dual-linear polarization, two transmission lines are to be connected to

the patch, and the resonant frequency and the radiated fields for each polarization would be affected by the
inset feed of the transmission line responsible for the other polarization. Thus, the transmission lines will be
matched to the impedance of the border of the patch to minimise the differences between each polarization.

Assuming that the vertical polarization happens when the patch is fed at a border along its width (x-axis),
the dominant mode will be the T'My19, and mode T' Mg will be dominant for the horizontal polarization,
which happens when the patch is fed at the border along its length (y-axis), as depicted in figure 3.14. The
resonant frequency for each polarization have an inversely proportional relationship with the width and length

of the patch, and can be tweaked according to the following equations:

™
(fr)vertzcal = ol Erer /A0
Verediy (3.27)
r)horizontal =
(/) ’ 27 W\ f€reff/H0€0

The impedance of the transmission lines that connect to the patch must be matched to the impedance of
the border of the patch at resonance, Ry (equation 3.10). The available coaxial cables are the EZ-47, with
50 €2, thus a quarter wavelength transformer will be used to transform 50 ) to Ry to feed the patches.

The impedance of the quarter wavelength transformer is calculated using equation 3.22. Then, to calculate
the width and length of the transformer, software AW RT'xz — Line [63] is used. The user inputs the dielectric
constant, loss tangent and height, the plate thickness, the impedance of the line, the frequency of operation,

and the desired electrical length (90° being a quarter wavelength).

3.3 Single Element Modelling and Simulation Results and Discussion

The chosen substrate is RT /duroid 5880 with a dielectric constant of 2.20 £+ 0.015 with a loss tangent
@ 10 GHz of 0.0009. The antennas and transmission lines will be made of copper with 0.035 mm of plate
thickness. The substrate height is usually in the range of 0.003\g < h < 0.05\g. The desired patch resonant
frequency is 35 GHz, thus the substrate height must be in the range [0.0257,0.4286] mm. The patch will be
modelled with substrates of height 0.508 mm, 0.381 mm and 0.254 mm to evaluate its effect on the antenna
properties.

A Matlab code was developed according to the previous reasoning. One must specify the desired resonant
frequency, the substrate dielectric constant and height, and the impedance of the coaxial cable and the code

outputs the width W, length L and impedance R; of the border of the patch, as well as the impedance
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of the quarter wavelength transformer to connect the coaxial cable to the border of the patch Z,,:. Then,
Tx — Line2003 outputs the width Wy, and length L, of the transformer. The results are depicted for
each substrate height in table 3.1. Note that there is an increase in the patch size, and in the length of the

transformer, and a decrease in the width of the transformer as the substrate gets thinner.

h (mm) 0.508 | 0.381 | 0.254
W =L (mm)| 2.60 | 2.63 | 2.67
Ro (Q) | 198.9 | 195.7 | 192.9
Zowt () | 99.7 | 98.9 | 98.2
Lgwt (mm) 159 | 1.61 | 1.63
Wy (mm) | 046 | 0.33 | 0.20

Table 3.1: Antenna simulation results for different substrate height

Three simple models were made and optimised on C'ST Studio Suite to evaluate the radiation pattern
for each substrate height. The substrate was modelled as 5 times bigger than the patch width and length,
and the patches were fed using a 100 €2 coaxial cable that was modelled.

The principal planes of the radiation patterns for h = 0.381 mm and h = 0.254 mm are represented in
pictures 3.10, 3.11, 3.12 and 3.13:

Phi= 0 30 30 Phi=180 Phi= 0 30 30 Phi=180

Frequency = 35 GHz K 4 Frequercy = 35 GHz

Wair bbe magntude = 7.94 d3i N T Mair ke megatude = 7.74 dBi
60 Mair bbe dredtion = 25.0 deg. 60 R ’, ~ 60 Main Ioke dection = 23.0 deg
Arquier widt (3 dE) = 65.1 deg. N . e VN Angulr width (3 98) = 93.4 deg.
Side obe level = -3.4 dB “ v/ Sce obelevel = 18708

60

120

180 180

Theta / Degree vs. dBi Theta / Degree vs. dBi

Figure 3.10: E-Plane radiation pattern Figure 3.11: E-Plane radiation pattern
for h = 0.381 mm for h = 0.254 mm

The simulations lead to the following conclusions about the influence of the substrate height on the
radiation pattern of the single element.

1. The substrate height highly influences the width of the transformer, and it is possible to verify its
influence on the E-plane of the radiation pattern (figures 3.10 and 3.11).

Without the influence of the transmission line, the directivity increases and the 3dB angular width
decreases as the substrate gets thinner (figures 3.12 and 3.13).

The optimised patch width and length, in order to obtain the minimum of |S11| and |Sa2] at the desired

frequency (35 GHz), was 2.665 mm. Note the proximity of this value to the one obtained in table 3.1 for
h =0.254 mm.
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Figure 3.12: H-Plane radiation pattern Figure 3.13: H-Plane radiation pattern
for h = 0.381 mm for h = 0.254 mm

\\

Figure 3.14: Dual linear polarized patch antenna

To minimise the effects of the transmission lines and to achieve a higher directivity the substrate with
h = 0.254 mm was used for the final single element model, represented in figure 3.14. The antenna consists
of the patch, two microstrip lines and two coaxial cables to control both polarizations. Both transmission lines
are transforming the 50 €2 from each coaxial to Ry in order to avoid using inset feeds to keep the similarity
of the radiation pattern between polarizations. Coaxial cables 1 and 2 are stimulated independently to obtain
vertical and horizontal polarization, respectively. The xz-Plane corresponds to the H-plane of the vertical
polarization and to the E-plane of the horizontal polarization, and the yz-Plane corresponds to the E-plane of
the vertical polarization and to the H-plane of the horizontal polarization.

The simulation results regarding vertical polarization are shown in figures 3.15, 3.16, 3.17 and 3.18. The
impedance matching between the transmission line and the antenna is verified by the magnitude of the S-
Parameter and by the Smith Chart at the frequency of operation, depicted in figures 3.15 and 3.16. Thus,
it is possible to conclude that the transmission line successfully transforms the 50 €2 from the load to the
impedance of the border of the patch. In figures 3.17 and 3.18 it is seen the main lobe slightly steered, due
to the influence of the transmission lines, that also radiate power. Note that the model was optimised by
replacing inset feeds with an appropriate transformer to minimise the influence of the transmission lines on
the radiation pattern, as seen when comparing the radiation patterns in figures 3.17 and 3.11.

The results regarding horizontal polarization are shown in figures 3.19, 3.20, 3.21 and 3.22. A good
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Figure 3.15: Vertical polarization |St1]
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Figure 3.17: Vertical polarization E-Plane Figure 3.18: Vertical polarization H-Plane
radiation pattern radiation pattern

impedance match between the transmission line and the antenna is also verified for this polarization. As
noticed in the vertical polarization, figures 3.21 and 3.22 show the main lobe slightly deviated from broadside.
Note that for both polarizations and/or designs, this steered angle will become unnoticeable after designing
the array.

The antenna has a narrow bandwidth for both polarizations, which is an already known limitation of patch
antennas [9][21]. The bandwidth of the array will be slightly larger than the bandwidth of the single element
antenna. Considering that the bandwidth is the frequency range where |S11]| is below -10 dB, the antenna
bandwidth is approximately 1 GHz.

The mutual coupling between ports can be evaluated by analysing |S12| and |S21| parameters (equation
3.24), and are represented in figure 3.23. Any interference lower than -15 dB would be acceptable. The feeds

are well isolated, evidencing that the two polarizations could be stimulated independently.

3.4 Discussion and Future Work

Due to the high versatility of patch antennas, the design procedure has slight changes according to the
desired shape of the patch. In this chapter, an efficient way to design squared patch antennas was presented,
allowing to obtain its physical dimensions, according to the desired final characteristics of the element.

The design of a single patch antenna element was successfully done using the transmission line and cavity
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Figure 3.23: Mutual coupling between vertical and horizontal polarization ports

models. By using this models, initial estimations for the physical dimensions of the patch were obtained,
according to the desired resonant frequency and taking into consideration the substrate and feed types used.
The patch antenna dimensions were further optimised using the software C ST Studio Suite, to achieve

the desired characteristics for the single element. To optimise the antenna radiating properties, impedance
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matching was performed between the feed line and the patch antenna, to minimise the reflected power and
therefore maximise the transmitted power.

Some models were also made to analyse the substrate height influence on the single element radiating
properties, allowing to conclude that the thinner the substrate height, the higher the magnitude of the radiation
pattern gain.

Finally, a dual linear polarized patch antenna was designed, achieving, for both polarizations, approximately
the same resonant frequency, similar radiation pattern characteristics, and a good impedance match between
the feed line and the antenna. Due to the dual linear polarization and high frequency of operation, direct
feed with a coaxial cable to the patch, or a transmission line with a recessed inset feed on the patch were not
suitable to be used, and a quarter wavelength transformer was used to connect each coaxial cable directly to
each border of the patch.

Future work in this section could be to increase the resonant frequency of the single element to the
band used by the state of the art long range automotive radars, between 76 GHz and 77 GHz [64]. Either
proximity coupled or aperture coupled feed should be taken into consideration, to minimise the effects of the
feed microstrip lines in the radiation pattern of the single element. Furthermore, the production of antennas
with small physical dimensions require a manufacture procedure with high accuracy and precision, and a study
of the maximum dimensional error allowed shall also be done, relative to the dimensions of the element to

produce.
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Chapter 4
Array Design

In this chapter, the a study of an antenna array is done, considering a Dolph-Chebyshev array, with non
uniform excitation and main lobe steering.

The first approach to have dual-linear polarization for the final array was to design an array of sub-arrays,
with each sub-array having 4 elements and a set of transmission lines that allow each antenna to be fed for
vertical or horizontal polarization, as developed in [27]. However, it wasn't possible to achieve a side-lobe level

that suits radar applications with this approach.

4.1 Theoretical Background

4.1.1 Antenna Arrays

The single element alone is limited in terms of main lobe directivity and direction control [8], thus, arrays
of antennas are used to achieve higher directivities by controlling the number of elements, its position and the
current amplitudes of each antenna. Arrays also allow to steer the main lobe towards a desired direction, by
controlling the relative current phase-shift between elements.

The displacement between each element in an array defines how the radiation vectors of each antenna
interact with the others nearby. The radiation vectors of each antenna shall add constructively in the desired

scanning direction, and destructively in other directions [33].

<k

Figure 4.1: Antenna translation by a vector d

As depicted in figure 4.1, consider two identical antennas, being one translated by a vector d, whose

direction is given by the longitude 6 and latitude ¢. Considering that the current density of the antenna at the
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origin is J(r), the radiation vector F(k) of that antenna is defined as the three-dimensional Fourier transform

of the current density:

F(k):/VJ(r)ejk"dBr,

in which k is the propagation vector in the direction of the field vector [65]. The radiation vector of the

translated antenna F (k) is then given by
Fa(k) = aqF(k)e’*9,
being J4(r) the current density of the translated antenna
Ja(r) = aqgd(r-d),

with a4 being the relative feed coefficient.

Combinining the radiation vectors of all the antennas in an array yields the radiation pattern of the array.
The radiation pattern of an array is also the result of the product between the radiation pattern of the single
element and the array factor of the array [33].

The array factor A(6, ¢) of an N-element array is a function of the weights a,, (which define the type of
excitation) and position of each element, being defined in equation 4.1. An uniform array has equal weights

ay, for all antennas, meaning that each antenna radiates an equal amount of power.

N
A(0,¢) =D ane/*d (4.1)
n=1

Furthermore, the gain of the array Gyoiai(6, @) is related to the gain of the single element G(6,¢) by the
power gain of the array |A(f, ¢)|, being given by equation 4.2.

Grotar(0,0) = |A(0, )G (0, 0) (4.2)

Considering a one dimensional array along a certain axis, the propagation constants k;, k, and k.,

corresponding to the x, ¥, and z axis are given by:

k. = kosin(0)cos(¢)
ky = kosin(0)sin(¢) (4.3)
k. = kocos(0)
The angular dependence of the array factor comes through the propagation constant k,, k, or k, [33].
Simplifying the design by setting the same inter-element spacing d leads to define an auxiliary variable in the

wavenumber space :

Y =k-d, (4.4)

and the array factor from equation 4.1 can be written in terms of ¢ as follows:

N
AW) = ane™? (4.5)
n=0

The array factor A(v) is periodic in ¥ with period 2w, however, the true range of 1 that affects the
physical behaviour of the array is named the visible region, and is defined as the interval ¢ € [—kd, kd]. In
case the visible region is bigger than the period of A(¢), the values of the array factor repeat in the visible

region, and secondary main lobes (grating lobes) arise at different directions than the desired one [33].
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The size of the visible region also affects the directivity of the array. An array with N elements will have
N — 1 zeros that will correspond to nulls in the radiation pattern. In order to achieve the maximum directivity
and avoid grating lobes, the visible region should reach the last null before the main lobe of the following
period in ¢ [30].

Usually, equally spaced arrays are defined as symmetrical with respect to the origin of the array axis.
However, this leads to an uneven analysis when the number of elements in the array is even or odd, and a
redefinition has to be made for each case [30].

The parity of the number of elements in an array dictates the type of analysis. Considering the case of an
equally spaced array with an odd number of antennas such that NV = 2M + 1, the location of each antenna
is given by d,,, = md, with m = 0,+1,£2,...,+M, and the array factor A(¢)) (equation 4.1) is rewritten as
the following Discrete-Space Fourier Transform (DFT):

M
AW) =ao+ Y (ame™ +a_me ™), (4.6)
m=1
whose inverse DFT is given by:
1 4 .
m = o (V)e ™ dip,  m=0,£1,42,...,£M (4.7)
U —T

On the other hand, if the array has an even number of elements N = 2M, each antenna will be located

at d,, = £(m — %)d with m = 1,2, ..., M, and the array factor is written as:

M

A(1/)) = Z (amej(m71/2)w + a—meij(mil/z)w)a (48)
m=1
whose inverse DFT is given by:
1 (7 .
Apm = g/ A)eFI M=V gy gy =1,2,..., M (4.9)

Assuming one wants to design an array with an infinitely narrow beam towards some desired direction ¢q
(relation with g in equation 4.11), the array factor in the wavenumber space and the corresponding inverse
DFT are given by:

A@W) = 2m - 8( =) "= a(m) = eIV

This leads to an infinite number of weights a,, with m €] — co, oo[. An array with a finite number of N
elements can be obtained by windowing the solution with an appropriate spatial window w(m), in a way that

for the case of odd and even number of elements the solutions are respectively given by:

a(m) =e 7Y™ w(m), m=0,%1,+£2,.. £ M
a(£m) = eFI M=%y, (m) m=0,1,2,..., M

Thus, the array factor from equations 4.6 and 4.8 can be rewritten as:
A(Y) = W (¥ — tho),

being W () the inverse DFT of the window function w(m), defined in equation 4.10 for an odd and even N
and assuming a symmetric window such that w(m) = w(—m) [30]. The window function w(m) dictates the
relation between the main lobe width and the side lobe level of the array, and is defined by the chosen design

method.
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M
W () = w(0) + 2 Z w(m)cos(myp), (N odd)
. (4.10)
W) =2 w(m)cos((m —1/2)¢)), (N even)

m=1

As a further simplification to describe the steering capabilities of an array, consider the array symmetrical
along the x-axis (where § = 90), such that the array factor is measured along ¢ (on the xy-Plane of figure
4.1). Its maximum is A(0), which corresponds to ¢ = kod cos(¢) = 0 or ¢ = 90. By applying a phase shift
between consecutive antennas, the maximum of the array factor will be steered towards a certain angle ¢g.

The corresponding steering phase 1 to be applied between consecutive elements is given by

Yo = kod cos(¢o) (4.11)

Figure 4.2 illustrates the difference on the array factor for a beam steered towards ¢ = 902 or towards

another arbitrary angle.

F 3 ls;l:‘d)-:l
LA ()

beam pattern in
beam pattern in angle-space
wavenumber-space

¢, =90"

' - U X
=TT —db—
| 1A |
1

L 'I-Jlr_]} H[";bll

translated pattern rotated pattern
TATAYAVAYAY I .
t . — X
-TT 1] Wy m

Figure 4.2: Non-steered vs steered patterns (extracted from [33])

The translated digital wavenumber is defined as ¢’ = 1) — 1)y and the steered array factor is given by:
A'(Y) = A(Y — o) (4.12)
The weights coefficients for each antenna of the steered array are defined as
al, = ape IVon (4.13)

being 1y the phase shift between consecutive elements and a,, the weight of the non-steered array.
For the steered array, the visible region shifts accordingly to the angle ¢. The visible region is defined in

the wavenumber-space as the phase shift ¢ in the interval

Yo € [—kd(1 + cos(¢o)), kd(1 — cos(¢o))] (4.14)

28



and to ensure that no grating lobes exist, the maximum spacing between elements d must be:

A
dmaz =
1+ |COS((¢0)mam)|

being (¢o)maz, the maximum desired steering angle. Once d is established, the visible region in 4.14 can be

(4.15)

represented in the angle-space as the angle ¢g in the interval

¢o € [arccos(% —1), 180 — arccos(g —1)] (4.16)

Regarding the conversion between the pattern in the wavenumber-space and in the angle-space, the

beamwidth relation is given by

m&/& if 0<¢o< 180
0= (4.17)

2 % if ¢o=0,180

which is normally measured at the 3-dB width or at the width between nulls of the main lobe.

The side lobe level of the radiation pattern of an array is another parameter that must be took into
consideration for radar applications. It relates the magnitude of the main lobe to the magnitude of the biggest
side lobe. Its absolute value is defined as:

A(i)
A(tho)

In order to use an antenna in a radar system, the side lobe level must be low enough to avoid false

,i=1,.,N—1 (4.18)

Rgps = max

detections. An uniform linear array with high number of elements has the limited capability to achieve a
maximum side lobe level of —13 dB [33]. Thus, to achieve lower side lobe levels, a non-uniform excitation

must be considered.

4.1.2 Dolph-Chebyshev Non-Uniform Excitation

The Dolph-Chebyshev excitation provides a definition of the window w(m) (to be used in equation 4.10)
such that the main lobe directivity is optimized for a given side lobe attenuation. The window W () for the
Dolph-Chebyshev array is related to the Chebyshev polynomials of first kind T _1(x), defined in equation
4.19, with zy being the scale factor.

W) =Ty a2), o= aocos( %)

The Dolph-Chebyshev window W (1)) is defined such that the main lobe corresponds to a portion of the

(4.19)

Chebyshev polynomial in the region where x > 1 and the side lobes correspond to a portion of the polynomial

in the region where || < 1. The Chebyshev polynomials of the first kind are defined in equation 4.20.

cos(m - arccos(z)), if x| <=1
P @). il 420)
cosh(m - arccosh(z)),  if || >1
These polynomials have some well defined properties [66] [30], being a few concepts listed below:

= By setting x = cos() < 6 = arccos(x) it is possible to define the first two Chebyshev polynomials as:

Tl(x)

x
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= The Chebyshev polynomials have a recursive relation expressed by:
Tht1(z) = 22T (x) — Th—1(x)

= For || < 1 the polynomials have ripples with the same amplitude, whereas if |z| > 1 it increases like

xm

= The polynomial T}, (z) is even if z is even, or odd if = is odd.

The interval [Z,in, To] can be split into two subintervals, [, 1] and [1, ], corresponding to the side
lobe and main lobe interval of the array factor, respectively. For an angle ¢ € [0°, 180°], the wavenumber
¥ = kdcos(¢) will range over the visible region. The quantity  will start at the value of x,,;,, and after it
reaches the value of xy, which corresponds to having ¢ = 90°, = will move back until it reaches the value of
Tmin again, making the zeros of the Chebyshev polynomial the zeros of the array factor at each side of the
main lobe, as depicted in Figure 4.3.

The value of W(v) at & = x( correspond to the relative side lobe attenuation level in absolute units [30].

The scale factor xg is always greater than 1, and thus, the window W, 4. at ¥ = 90° or © = xg is defined as:
Winain = cosh((N — 1) - arccosh(zg)) (4.21)

b Wiy 4 1wigh)l

\ | . S — T T T —— -
T w7 i I WL ’ o o™ 1&0°

Figure 4.3: Chebyshev polynomials to array factor in wavenumber-space (extracted from [30])

Based on equation 4.18, the side lobe level of the array is given by:

Wmuin
R, = 4.22
“ Wside ( )
with W;4. = 1, being R,y the relative side lobe atenuation in absolute units, converted to dB using equation
4.23.

Raps = 20log;(Ra) (4.23)

Combining equations 4.20, 4.19 and 4.22, result in the following relation that allow to design the array by
defining the desired side lobe level atenuation:

arccosh(R,)

R, = cosh((N — 1)arccosh(z)) < xo = cosh( N1

) (4.24)

The Dolph-Chebyshev window function w(m) is obtained by computing the z-transform of the computing
the inverse z-transform of the z-transform of the array factor, constructed from its zeros. In the region of the
N — 1 zeros, the window W (1)) is defined as:

W (1)) = cos((IN — 1) - arccos(z)) (4.25)
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The the N — 1 zeros x; of W (%)) are found to be:

(i—1/2)ym, .
g ~ =1,2,... —1 .
x; = cos( 1 ), i=1,2,..,N (4.26)
Solving for each wavenumber using x; = xgcos(1;/2), the pattern zeros v; are obtained:
T
1; = 2arccos(—) (4.27)

g
Being each pattern zero represented in the z-space as z; = e/¥:. The symmetric z-transform of the window
W (z) is constructed with equation 4.28.

N-1
W(z) =2~ (N-1/2 H (z — %) (4.28)
i=1
The inverse z-transform of 4.28 gives the window coefficients normalised to unity, that differ from the
(N-1)
ones in equation 4.10 by the scale factor Zo 5

4.2 Dolph-Chebyshev Squared Array Modelling and Results

In this section, the design and model of a squared array using the previously designed patch antennas
with Dolph-Chebyshev non-uniform excitation is done. The Matlab "Electromagnetic Waves & Antennas”
toolbox from [67] was used to create a script that simulates the theoretical radiation pattern and outputs the
Dolph-Chebyshev weights for a linear array, given the desired number of elements IV, inter-element spacing d,
side lobe attenuation level Ra, and main lobe direction ¢. The script was done according to the reasoning
of section 4.1.2.

The maximum spacing between elements can be calculated using equation 4.15. For a steering angle
@0 € [30°,150°], the maximum distance between elements is d;q; = 0.5359\. For the final array, d was
set to d = 0.5)\g. The distance between elements affects the visible region of the array, which have a direct
effect on the array directivity. Using 0.5)\g as inter-element spacing is a very common practice, and usually
outputs balanced results [9]. The desired side lobe attenuation level was set to R, = 25 dB to be suitable
for Radar applications. The main lobe direction was set to ¢y = 90°, being orthogonal to the array plane.
Several number of elements N were tested, the principal plane of the radiation patterns for N =8, N = 16

and N = 32 are depicted in figure 4.4, and the relevant results represented in table 4.1.

90° .
120° 120°_— 7T\ ——_60° 120" —
//. /,x \\\ ’/,"
150° / 150° / T N\30° | 150%/
N . . . ..‘. Q:I]
180°" 180°; --“_';’g =10 0° | 180°]
1500\ /0| 500 0% a50° Y
L S - 2 ‘ - o
-120° AL -60° q20° —L— -60 q20° ——L—" -60
90° -90° -90°

Figure 4.4: Theoretical radiation patterns for N = 8, 16, 32, respectively
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N 8 16 32
Array size (mm) 42.80 | 77.04 | 145.52
Half-power Beam-width (°) | 15.36 | 7.40 | 3.61

Table 4.1: Theoretical results for arrays with different number of elements for f =35 GH~z

Note that the Half-power Beam-width results from table 4.1 are considering an isotropic antenna. When
simulating the array with the previously designed antennas, the directivity of the single element will slightly
increase the directivity of the whole array.

A linear array with N = 8 was designed in CST Studio Suite using the microstrip patch from section 3.3

as an array element, the model is depicted in figure 4.5.

Figure 4.5: Linear array with 8 elements

The simulation was done using the Dolph-Chebyshev coefficients for the vertical polarization feed of the
antennas, and the results are represented in figures 4.6, 4.7 and 4.8. The Dolph-Chebyshev coefficients for an
array with 8 elements and R, = 25 dB were computed using the reasoning in section 4.1.2, and are represented
in table 4.2.

ai a2 as Q4 as a6 a7 as
1.00 | 155|223 | 265|265 |223|155|1.00

Table 4.2: Dolph-Chebyshev coefficients for a linear array with N = 8 and R, = 25dB

The Half-power Beam-width of the simulated array is 13.3° instead of 15.36° predicted in table 4.1, which
is expected since the directivity of the single element is higher than the directivity of an isotropic antenna. The
side lobe level obtained was —24.4 dB, being the back-lobe the side lobe with higher magnitude, behaviour
that could be caused by a short modelled coaxial cable feeding each antenna in the simulator. The impedance
matching between each port and respective antenna is verified by the magnitude of the reflection coefficients
Si; at operating frequency 35 GHz, depicted for the vertical and horizontal polarization ports in figures 4.7 and
4.8, respectively. Only the first four elements are analysed, since the reflection coefficient would be identical
for the last four elements due to the symmetry of the array. The mutual coupling from the first element to
every other element is shown in figure 4.9, proving that the antennas are well isolated around the operating
frequency.

A squared array with 8x8 elements was modelled, and is depicted in figure 4.10. A squared array is a

linear array of linear arrays, and the side lobe levels have to be controlled for both axis of the array. Thus,
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Figure 4.6: Simulated array pattern of a linear array with 8 elements
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Figure 4.9: Mutual coupling from the first antenna to the following ones

the weights for each element should be influenced by the element position according to each axis, in order to

have higher weights at the centre of the array and lower ones as closer the element gets to one of the 4 corner

elements, which have unitary weights. This effect is represented conceptually along with the whole array in

figure 4.10.
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Figure 4.10: Squared array with 8x8 elements and conceptual feed weights technique

Considering the numbering from 1 to 8 of the elements from left to right in the x-axis, and top to bottom
in the y-axis, the weight of each element can be referred as a;;, with 4, j € [1,8]. The weights for each element

of the 8x8 array are related to the weights of the linear array in table 4.2 by equation 4.29.
Qijj = a; X aj, Z,j S [1,8] (429)

The coefficients for an 8x8 array with R, = 25 dB are exhibited in table 4.3, and the simulation results
for the squared array are hereby presented. Due to the symmetry of the squared array, to evaluate impedance
matching, the reflection coefficients are analysed for the elements with weights a11, a12, a13, @14, ao2, ass,
as24, a33, azq4 and agy, with respect to table 4.3 and to figure 4.10. The reflection coefficients are represented
in figure 4.11 for the vertical polarization and in figure 4.12 for the horizontal polarization. The magnitude of
the reflection coefficient at the operating frequency is suitable for the desired purpose, and the array achieved
a bandwidth of approximately 1.5 GHz, from 34.3 to 35.8 GHz for the vertical polarization and from 34.2 to
35.7 GHz for the horizontal polarization. A maximum reflection coefficient of —10 dB were considered for the

bandwidth of the array.
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Figure 4.11: |:5y;] of elements with vertical Figure 4.12: |S;;| of elements with horizontal polar-

polarization with symmetry in the 8x8 array ization with symmetry in the 8x8 array

Figure 4.13 shows the 3D radiation pattern of the array, figures 4.14 and 4.15 the principal planes of the

radiation pattern for the vertical polarization and figures 4.16 and 4.17 the principal planes of the radiation
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Qij | Qi1 | G2 | @3 | Q4 | Gis | Qi | QiT | Q48
ap; | 1.00 | 1.55 | 2.23 | 2.65 | 2.65 | 2.23 | 1.55 | 1.00
azj | 1.55 1240 | 3.46 | 4.11 | 411 | 3.46 | 2.40 | 1.55
asj | 2.23 | 3.46 | 497 | 591 | 591 | 497 | 3.46 | 2.23
ag; | 2.65 | 411 | 591 | 7.02 | 7.02 | 591 | 411 | 2.65
as; | 2.65 | 411 | 591 | 7.02 | 7.02 | 591 | 411 | 2.65
ag; | 2.23 | 3.46 | 497 | 591 | 591 | 497 | 3.46 | 2.23
a7;j | 1.55 1240 | 346 | 411 | 411 | 3.46 | 240 | 1.55
ag; | 1.00 | 1.55 | 2.23 | 2.65 | 2.65 | 2.23 | 1.55 | 1.00

Table 4.3: Dolph-Chebyshev coefficients for a squared array with 8x8 elements and R, = 25 dB

¥

[

Figure 4.13: Orthogonal view of the 3D radiation pattern simulated for the 8x8 squared array

pattern for the horizontal polarization. The radiation pattern for vertical polarization and for the horizontal
polarization of the squared array are nearly identical, as expected from the results obtained in section 3.3. The
desired minimum side lobe levels are achieved for both polarizations. For the vertical polarization, the side
lobe levels are —25.9 dB for the E-plane and —25.7 dB for the H-plane, along with a main lobe magnitude of
22.9 dBi for both planes and a Half-power Beam-width of 15.1° for the E-plane and 15.0° for the H-plane,
being very close to the Half-power Beam-width shown in table 4.1. Regarding horizontal polarization, the
side lobes level are —25.5 dB for the E-plane and —25.8 dB for the H-plane, with a main lobe magnitude of
22.2 dB for both planes and a Half-power Beam-width of 15.0° for the E-plane and 15.1° for the H-plane.
Note how the radiation patterns and characteristics of the E-plane of the vertical polarization are similar to
the characteristics of the H-plane of the horizontal polarization, and the other way around. The array was

successfully stimulated with two different independent polarizations.

4.3 Steering the Dolph-Chebyshev Squared Array Model

Once the planar array is designed and simulated with the main lobe orthogonal to the array plane, it's time
to analyse its steering capabilities. Since the vertical and horizontal polarization are proved to be very similar

(figures 4.14, 4.15, 4.16 and 4.17), the results shown in this section are only regarding vertical polarization.
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Figure 4.14: Squared 8x8 array radiation

pattern E-Plane - vertical polarization
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Figure 4.16: Squared 8x8 array radiation

pattern E-Plane - horizontal polarization
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Figure 4.15: Squared 8x8 array radiation

pattern H-Plane - vertical polarization
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Figure 4.17: Squared 8x8 array radiation

pattern H-Plane - horizontal polarization




Along this section, the phase shift for each desired scanning angle are calculated, an analysis of the array
maximum steering angle without significantly deforming the main lobe is done, and the simulation results of
some steered radiation patterns are shown.

The desired steering angle step is 15°, corresponding to the Half-power Beam-width angle obtained in
section 4.2. Since the distance between array elements was set to d = 0.5\, from condition 4.16, to avoid
grating lobes the steering angles must be defined in the region ¢ € [0°,180°]. However, as the results of the
simulations show, patch arrays have scan angle limitations due to the phenomena described in [37].

Once established a desired steering angle, the phase shift needed to apply to each element is calculated
using equation 4.11. The phase shifts for each steering angle are represented in table 4.4, in which ¢y = 90° is
considered the direction orthogonal to the array plane. The axis considered throughout the design is presented
in figures 4.10 and 4.13, where the direction orthogonal to the array plane is defined as the z-axis, and the
result figures show cuts in the zz-plane. Considering the array steered angle 6 relative to the positive z-axis
rotated by ¢ = 180°, the relation between 6 from figure 4.13 and ¢y from figure 4.2 is also represented in
table 4.4.

do[°] |90 | 75 60 45 30
6] | 0 15 30 45 60
Yo [rad] | 0 | 0.8131 | 1.5708 | 2.2214 | 2.7207
Yo [?] | O | 46.59 90 | 127.28 | 155.88

Table 4.4: Consecutive antenna phase shifts for each steering angle

To steer a planar array N° towards a direction in the x-axis, the same phase must be applied to every
antenna in each row (y-axis direction), being the phase shift applied to consecutive antennas in each line
(x-axis direction). The principal plane of the radiation pattern from the simulation results of this method

using the phase shifts for # from table 4.4 are presented in figures 4.18, 4.19, 4.20 and 4.21.

Phi=180 Phi= 0
Frequency = 35 GHz

Main lobe magniude = 22.4 dBi

Main lobe drection = 15.0 deg.

60 Angular width (3 dB) = 15.2 deg 60
Side lobe level = -24.9 dB

Phi=180

Frequency = 35 GHz
Main lobe magnitude = 21.8 dBi
Mai lobe direction = 29.0 deg.

60 Angular width (3 dB) = 16.9 deg.
"\, Side lobe level = -22.8 dB

180 180

Theta / Dearee vs. dBi Theta / Dearee vs. dBi

Figure 4.18: Steered radiation Figure 4.19: Steered radiation
pattern principal plane (§ = 15°) pattern principal plane (6 = 30°)

It is possible to verify that the steering was accomplished, however, the Half-power Beam-width, side lobe
levels and main lobe magnitude values were more affected as the steering angle increases. These values for
the non steered pattern and for the steered patterns are represented in table 4.5

As the steering angle increases it is possible to verify a decrease in the main lobe magnitude and an increse

in the half-power beam-width and in the side lobe levels. For § = 45°, a main lobe deformation is starting
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Phi=180 Phi= 0

Frequency = 35 GHz

Man lobe magniude = 21 dBi
Main o n= 43.0 deg

\ 80 Anguiar vidth (3 dB) = 20.0 deg

: Side lobe level = -20.9 dB

= 54.0deg
60 Anguiar width (3 dB) = 22.1 deg
Side lobe level = -13.4 dB

180 180

Theta / Degree vs. dBi Theta / Degree vs. dBi

Figure 4.20: Steered radiation Figure 4.21: Steered radiation
pattern principal plane (6 = 45°) pattern principal plane (0 = 60°)

Desired main lobe direction [°] 0 15 30 45 60
Obtained main lobe direction [°] 0 15 29 43 54
Main lobe magnitude [dBi] 229 | 224 | 218 | 21 | 203
Half-power Beam-width [°] 15 | 152 | 169 | 20 | 221
Side lobe level [dB] -25.7 | -24.9 | -22.8 | -20.9 | -13.4

Table 4.5: Comparison between different steered radiation pattern characteristics

to become noticeable in figure 4.20, and no side lobes exists to the right of the main lobe, which indicates
that grating lobes might start to appear for steering angles closer to the array plane. However, the half-power
beam-width and side lobe levels for 8 = 45° are still suitable for the purpose of this work. When analysing
the results for § = 60° in figure 4.21, it is clear that a grating lobe is starting to appear, confirmed by the
rise in the side lobe levels to —13.4 dB. This behaviour is not desired, since is conductive to wrong target
identifications when using the antenna as a Radar. The limit of the scanning angle for € is then set to 45°.
The purpose of this design is to steer the main lobe throughout the space where z > 0, (figure 4.13).
To do so, a phase shift must also be applied between consecutive antennas in each row, making the phase of
each element 1;; a function of its position within the array (figure 4.10), of the phase shift between elements

in each line 1o, and in each row 1)y, defined by equation 4.30.
wtj lewm +.] Xwaa Za.]:17aN (430)

The simulations will only be done for steering angles in the quadrant with ¢ € [90°,180°] (figure 4.13).
For each combination of the phase shifts 1y, and v, extracted from table 4.4, the principal plane of the
radiation pattern is dictated by the orientation in ¢ of the maximum of the main lobe. For each combination
of phase shifts, the orientation of the main lobe in ¢ can be predicted according to figure 4.22, using equation
4.31.

¢predicted = arctan( djgy ) (431)

Thus, since the desired steering angles are in the interval ¢ € [90°,180°], the principal plane orientation
of the simulated radiation patterns will be ¢[°] = 180 — ¢preaicteal’]. The orientation ¢[°] of the principal

plane for each combination of phase shifts in table 4.4 (except for § = 60°) are represented in table 4.6.
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Figure 4.22: Conceptual relation between phase shifts and orientation of the main lobe in ¢

oz[°] | 0.00 | 46.59 | 90.00 | 127.28
bl - | - | - | - -
0.00 - 180 | 180 180 180
46.59 - 90 135 153 160
90.00 - 90 117 135 145
127.28 - 90 110 125 135

Table 4.6: Orientation of the principal plane of the radiation pattern for each combination of phase
shifts

The results of all simulated radiation patterns are presented in Appendix A. The phase shift for each
element in the squared array is calculated using equation 4.30, for all the combinations presented in table
4.6. The simulations were done using the weights from table 4.3. It is possible to verify that the steering
throughout the desired quadrant is accomplished, maintaining a minimum side lobe level of —20 dB for every
steered radiation pattern. The main lobe HPBW increases as the steering angle in 6 increase, which is a
known limitation of phased arrays [68]. The phase shift combination 1, = 127° and %)y, = 127° outputs
the radiation pattern with characteristics that are affected by steering the most (figure A.15). The obtained
HPBW is 27.2°, the main lobe magnitude 19.4 dB and a side lobe level of —20.6 dB.

4.4 Discussion and Future Work

In this chapter, the design of a generic antenna array with steering capabilities was made, and the elements
in the array were fed with a Dolph-Chebyshev non-uniform excitation, to achieve a narrow beam with low side
lobe level. The Dolph-Chebyshev weights were calculated based on the desired inter-element spacing, side
lobe level, and number of elements. The antenna obtained in section 3.3 was used as the single element of
the array.

By fixing the inter-element spacing and side lobe level, the number of elements in the array become
arbitrary. A theoretical model was used to estimate the radiation pattern half-power beam-width depending
on the number of elements. A linear array with 8 elements was simulated in the electromagnetic field simulation
software C'ST Studio Suite, and it was possible to verify a close relationship between the theoretical model
and the simulation results.

A planar array with 8x8 elements was then modelled, being the feed coefficients of each element calculated
as if the model was a linear array of linear arrays. The array had dual linear polarization (due to the single

element having dual-linear polarization), and the results, for both polarizations, were satisfactory for the array
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to be used in a radar system. The desired side lobe level was maintained, but the half-power beam-width was
slightly worse due to mutual coupling between elements. The reflection coefficient of each element were also
affected by the mutual coupling, but acceptable magnitudes were still obtained.

Finally, the main lobe of the planar array was steered, being the maximum steering angle identified by a
sharp increase on the side lobe level of the radiation pattern. It was concluded that the more the steering
angle increases, the more effect on the radiation pattern main lobe magnitude, half-power beam-width and
side lobe level is seen. The steering was successfully achieved on the planar array, obtained by using a feed
phase shift for each element, computed by considering the model as a linear array of linear arrays.

The array designed is capable of scanning +45° in azimuth, being lower than the necessary azimuth of
+60° to be covered, defined in the ELOS for see and avoid [17]. The maximum steering angle can be increased
by increasing the number of elements in the array, resulting in an array with a narrower main beam, allowing
for a wider scanning angle before the appearance of grating lobes.

As future work, an array with more elements shall be considered, to obtain a better angular resolution.
This should be complemented by an increase of the resonant frequency of each single element, as suggested
in section 3.4, since it would result in smaller elements, and thus, in a smaller final array physical dimensions.
As the scan range in elevation is (£10°) is much smaller than the azimuth range (+60°), a cylindrical array
could also be considered, to evaluate the steering angles achievable, and the effect on the width of the main
beam. If a good balance were found between the steering angles, and the angular resolution, it would improve
the area that the array could scan.

Fabrication and test of a prototype is also an important task to materialize in future work. By doing so,

experimental validation of the proposed configurations could be accomplished.
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Chapter 5

mm-Wave FMCW Radar Simulation

In this chapter, a mm-wave FMCW radar is studied, along with a radar simulation tool based on Blender.

5.1 Theoretical Background

The signal throughout the mm-wave radar block diagram is analysed, along with the study of power

propagation in space, and of the digital processing techniques to perform a target detection analysis.

5.1.1 mm-Wave Radar Working Principle

Ampltude
Antznna
Duplexer Gain _ Phaga Shifter

— S Tx signal
Wi € R signal ——

Signal Synthesizer

*I.j?__aiij o
Low Pass » ( : ) Sb! :3\:‘ ) Signal
Fifer ADC Processing

AP
Mixer Signal
L - A Comiiner

For sach antanna elemant

Figure 5.1: mm-Wave FMCW Radar Block Diagram

A complete mm-Wave Radar system includes many RF, analog and digital components, depending on the
number of elements of the phased-array. A simplified mm-Wave FMCW Radar block diagram is depicted in
figure 5.1. The transmitter part consists of a Signal Synthesizer, that outputs a frequency linear modulated
signal, followed by a phase shifter and an amplitude gain amplifier, both specifics for each antenna element and
adjusted according to the reasoning of chapter 4. This is followed by a duplexer that isolates and routes the
transmitted signals to the antenna and then the antenna propagates the signal into free-space. The receiver
part consists of the antenna that receives the reflected signal, that is routed by the duplexer to the mixer, to
perform a frequency mixing of the transmitted and received signals, followed by a low pass filter to eliminate
the high frequency comoponent of the signal. Note that one of each component is necessary per antenna in

the array. Subsequently the following are used: a signal combiner to merge the signals from all the antenna
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elements; a Low Noise Amplifier (LNA) to adjust the sensitivity of the radar; and an ADC to sample the signal
into a post-processing phase. To clarify each process, the remaining of this section expounds each step.

The implementation of signal synthesizers with accurate frequency for mm-Wave FMCW Radar, is a
challenge that has recently been tackled by Silicon Germanium (SiGe) technologies. A programmable signal
synthesizer based on this technology, with high frequency accuracy output is presented in [47]. The desired
output signal from the signal synthesizer, the signal Sy (%), is a linear-frequency modulated chirp, with instan-
taneous frequency given by equation 5.1, being the signal represented in equation 5.2. In 5.1, f:n is the

chirp minimum frequency, By is the chirp Bandwidth and T, the chirp duration.

B.

f(t) = fmin + Jtv te [O,Tch] (51)
Tch

Su(t) = /™It e [0,T.] (5.2)

The signal Si(t) undergoes a phase shift and an amplitude gain, according to which antenna element
that is being fed, and as specified in sections 4.3 and 4.2. The signal St;;(t) to transmit through each
antenna in the array is given by equation 5.3. Note that the power of the signal transmitted by each antenna

is Pri; = a;; P40, being the total power transmitted by the array P;, given by equation 5.4.

Stij(t) = (v/2aij Po)e! BI04

_ , t €0, Teh] (5.3)
= (4 /QPTij)eJ(QW‘f(t)*%j)
P =" Pr (5.4)
,J

The duplexer routes the signal to the antenna, that transmits it into free space where it propagates.
If the transmitted signal hits an obstacle, a part of it is reflected back towards the antenna. The received
signal Sgi;(t) is a version of the transmitted signal that suffered an attenuation Ay, in power (related to the
quantity of power reflected on the target and to path losses), and a time delay ¢(R) = %, that is directly
proportional to the target distance R, as depicted in figure 5.2 [39]. The power received by each antenna is
Prij = PrijAy,,;, being the received signal represented by each antenna in equation 5.5, in conjunction with

white Gaussian wideband noise w(t) [69].

Srij (t) = \/W}%ijej@ﬂf(t)*wij*¢(R)) +w(t) (5.5)

The received signal is routed by the duplexer to the frequency Mixer, and both the transmitted and received
signals are mixed. A frequency mixer device receives as input two signals and outputs a new one. The output
signal frequency components correspond to the instantaneous sum and difference of the frequency components
of the two input signals. The instantaneous difference in frequency of the two signals, for the antenna element

with index ij, is called a beat frequency fp,; which is graphically represented in figure 5.2 [70], and is given

by

2R1 2R2 'Bch
fij = — * - tan(a) = cilj“ﬁ

Despite being very close, each antenna element is spaced from one another, and thus, the reflected signal

(5.6)

arrives at each antenna element at different time instances, as depicted in figure 5.3. To combine the received

signals, the mm-Wave radar receiver should compensate this delay for each antenna element individually, and
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Figure 5.3: Delay of receiving signals in multiple antenna elements (extracted from [71])

according to the incidence angle of the receiver [71] [39]. The compensation is done accordingly to the position
of each element in the array.
Considering that the mentioned delay is compensated, the beat frequency can be considered the same for

each antenna element, i.e,

2RB.j
CTch

fBij = fo =

(5.7)

A frequency mixer that receives as inputs the signals from equations 5.3 and 5.5, outputs a signal S;r;;(t)
given by equation 5.8. Note that e77/** is the low frequency component that contains relevant information,

and 7T f(O)=1vt) js the irrelevant high frequency component of S;p.

SIFij (t) — \/Wme—ﬂﬂfbtej@”(zﬂf(t)—fbt) + w(t) (58)

The high frequency component is then eliminated by the low pass filter. The signals from each antenna
are combined, as depicted in figure 5.3, to create the Beat signal. This signal carries information about target

detection and distance. The beat signal is represented in equation 5.9, being the sum of the received signal
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for all antennas. Note that the sum of the power received by each antenna is the total power received by the

whole array, i.e, Z” Prij = P;.

Sp(t) = /2 ZPRije_ﬂ”f”t +w(t) = /2P 72t 1ap(t) (5.9)
\

The LNA is usually tuned to adjust the desired sensitivity of the Radar, since the detection of target in
the post-processing phase is decided based on the amplitude of the sampled signal. The signal to be sampled
by the ADC is given by equation 5.10.

Sapc(t) =/ 2PTGLNA€7j2ﬂfbt + w(t) (5.10)

The signal is sampled at N points acquired with a sampling interval T, being the digital data given by

S(n) = Sapc()d(t —nTs), n=0,1,..., N —1 (5.11)
The delta function 6(¢) is defined by
1, t=t
0, t+to

Due to the high rate of signal acquisition, the post-processing in phased arrays mm-Wave Radars is usually

5(t —to) = (5.12)

done by sampling the signals onto an FPGA, and subsequently sending them through a network to a processing
device (such as a computer), to avoid having a lack of processing power in the FPGA [50]. Note that power

signals are considered throughout this chapter.

5.1.2 Power propagation in space

The received power P,, in equation 5.9, can be calculated by analysing the power propagation in space.
The power density Pp of an antenna, radiating P;y power , to a point located at distance R and angular
direction (6, ¢), is defined as the amount of power transferred per unit of area to the surface area of a sphere
at that distance [72]. For an antenna with gain G the power density is given by:

P,G(0
Po(0,6,8) = 00 2)

If a target is found at that location, the reflected power P,;, given by equation 5.14, is the density of the power

(5.13)

received, affected by the radar cross section of the target in the considered direction o, and also affected the

reflection coefficient of the object T'.

P.(o, )= Pp(0,6,R)-0-T (5.14)
The reflected signal is not affected by any gain, thus, the power density of the signal reflected by the target
Ppy, received back at the antenna, is given by:
P(0,T)  PG(,¢)ol
4TR?2  (47)2R4

The power captured by the receiving array is given by equation 5.16, being proportional to the effective area

Ppi(R) = (5.15)

2
of the antenna A, = % [72]. Note that the final equation is similar to the Radar equation [73], also
considering losses due to the reflection coefficient of the target. Note that perfect polarization matching has

been assumed to calculate the received power.

P.G(0, $)2\20T

Po=Pp- A, =
bt (47)3 R*

(5.16)
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5.1.3 Radar Detection and Distance Measurement

The post processing phase starts with the sampling of the signal in equation 5.10, as represented in equation
5.11. According to the Nyquist Theorem, the maximum frequency that can be accurately represented by a
sampled signal is half of the sampling frequency fs. Thus, the sampling frequency fs of the ADC must be
set, taking into consideration the maximum frequency that would be detected, according to the reasoning of

section 5.1.1. The Nyquist frequency is then given by equation 5.17.

In= f; (5.17)
Note that, the sampling frequency is related to the sampling interval Ts of each sample, as given by
1
T = — 5.18
T. (5.18)

The digital signal must then be analysed to determine its amplitude and frequency. To do so, a spectral
analysis technique is used in order to determine the frequencies that are present in a signal, as well as the
energy carried at the different frequencies found. The Discrete Fourier Transform (DFT) is a common spectral
analysis technique used in many different fields, such as modern Radar applications [74]. It transforms a
signal sampled at N points in the time domain, resulting in a new NN point signal in the frequency domain,
containing the amplitudes of the sine and cossine components that the original signal can be decomposed
into [75]. The most used algorithm to efficiently compute the DFT is the Fast Fourier Transform (FFT), that
reduces computational complexity from O(N?) to O(NlogN) [76].

The N point FFT X (k) of a discrete time sequence S(n) with length N, is given by

X (k)

N-1
Z S(n)e‘j%

I
=)

, k=0,1,....N—1 (5.19)
2wkn)

=z 3

N-1

) =5 Y S(n)sin(
n=0

2wkn

S(n)cos(

Il
=)

with k being the frequency domain independent variable. To relate each value of X (k) to a frequency f,
equation 5.20 is used. The FFT transformation of an N point time domain signal to an N point frequency
domain signal, is depicted in figure 5.4. Note that the amplitude of the cossine waves are stored in the real
part of the FFT Re{X(k)}, and the amplitude of the sine waves in the imaginary part Im{X (k)}.

fs
_ds 2
f=ky (5.20)
Time Domain Frequency Domain
Real Part
S i o D o D R 0 D g | | 1111
V-] 0 N2 N-1

-
Imaginary Part Imaginary Part
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0 N-1 0 N2 N-1

Figure 5.4: Complex DFT signal transformation (extracted from [76])

The results of X (k), k € [0, ..., N/2] contain the positive frequency values, and the results of X (k), k €
[N/2+1,...,N — 1] contain the negative frequency values. The DFT algorithms have a periodic frequency
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spectrum, and by that, a phenomena happens, in which the positive frequency spectrum is mirrored to the
negative frequency spectrum. This phenomena is explained in detail in [77]. One easy way to deal with this
effect is to only consider the positive frequency values of the FFT, and perform the analysis only on the positive
frequency spectrum, i.e, with n € [0, N/2] [78] [76].

The amplitude of the sampled signal can be retrieved using the absolute value of the FFT at its maximum,
according to equation 5.21, being max(|X (k)|) = max (\/Re{X(k)}2 + Im{X(k)}2).

2 - max(| X (k)])
N
In case of presence of a target, the signal to sample (equation 5.10) is affected by white gaussian noise with

Appe = (5.21)

power spectral density Ny, that is a random variable with normal distribution, with zero mean and variance
given by equation 5.22. The power spectral density is given by equation 5.23, being kpoi¢, the Boltzmann
constant and T,,;se the noise temperature of the receiver.

No
Ten
No = kpottzTnoise Ben (5.23)

ox = (5.22)

The amplitude Ay, is then a random variable with Rice distribution, which is a distribution model usually used
to model transmissions between two points in view of each other [79] [80]. The probability density function
of a Rice distribution is given by equation 5.24, with S? = A?cft being the non-centrality parameter of the
distribution, and Iy(-) the zero-order modified Bessel function of the first kind.

22— 582 28

z
PZag (28 > 0) = Eexp(—w)ﬂ)(%), z2>0 (5.24)

In case of absence of target, S> = S = 0, and the amplitude Ajyre becomes a random variable with
Rayleigh distribution, with a probability density function given by: [80]
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% 20%;
The target detection operation asserts if the amplitude of the sampled signal is under a threshold level

Vin, being the following criteria is used:

Afre < Vi, target absent
fres (5.26)
Agfe > Vi, target present
The probability of correct target detection P, is the probability of detecting a target in case it is actually
present, given by equation 5.27. Note that Q(-, ) is the Marcum's Q-function. [80]

Py = prob{Pss; > Viu|S > 0},

= p.(z|S > 0)dz
/Vm ( | ) (5.27)

Pfft Vth Tch Tch
- Zfft Vth ) Prea ] 2P /
Q(UN70N> Q( frt NO’Vth Ny

The probability of false alarm Py,, is the probability of detecting a target when no target is present, given by

Pfa = pI‘Ob{Pfft > Vth|S = O},

= p.(2|S =0)dz

/VM (2] (5.28)
Vin

=exp(—55)
203
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Since Py and Py, are affected by V;y,, usually the value of V;y, is chosen using the Neyman-Pearson criteria,

given by equation 5.29 [30].

‘/th = —QO'JQVIH(Pfa) (529)

The target distance is calculated by determining the frequency that corresponds to index k of the maximum

of | X (k)|, using equation 5.20, that combined with equation 5.7, allow to compute the target distance.

5.2 Simulation Concepts

The Radar simulation is performed based on rendered images obtained from a 3D environment created in
Blender, and on the radiation patterns obtained in the results of chapter 4 (mostly depicted in annex A). The
processing of these files was made in a Python environment.

The 3D environment was setup in Blender by inserting objects into a scene. A camera is a special object
that specifies to the ray tracer the part of the scene to be rendered into an image, having several properties
that can be tweaked to achieve the desired characteristics for the output image. In Blender, the camera lens
defines how the 3D environment is mapped to the 2D image, being a key property to control the image output
projection. A detailed explaination of 3D to 2D projections can be found in [59] and [81].

To output the rendered image directly to a file, compositing was used in Blender to export the "Render
Layer”, selecting the Z-pass and Normal-pass data to be output along with the image, into a .exr format,
which allows to have different data layers for every pixel in an image [56]. The Z-pass data contains the
absolute distance in meters from the camera position to any visible surface within its field of view, and the
Normal-pass contains the surface normal vector weights, relative to the main referential of the scene, both
information being obtained for each pixel during the rendering done by the ray tracer. For each render, the
Blender camera position and orientation were also exported.

The radiation patterns data were also exported from C'ST Studio Suite, with an angle step of 1°, covering
the angles 6 € [0°,90°] and ¢ € [0°,360°[. The output files were organized in the form of (6, ¢, Gain),
which is a equirectangular projection representation of the radiation pattern gain data. An equirectangular
projection is a type of stereographic projection in which the longitude of each point is mapped directly to the
horizontal coordinate, and the latitude to the vertical coordinate.

The rendered images were output with panoramic fisheye equidistant, also known as tiny planet, projection.
This is a type of stereographic projection, that maps the spherical view of the environment seen by the camera
to a flat image, having a linear relation between its variables (rfepﬂfep) and the latitude and longitude,
respectively, of each point seen by the camera, when analysed with a polar coordinate system at its center
[82]. Points at equal distance 7., to the centre of the referencial all have the same latitude, and points at
the same 0y, all have the same longitude. The projection field of view was set to 180°, covering half of
the whole spherical image seen by the camera, and the image pixel resolution was set to Np;; X Np;, pixels.
Assuming that the antenna array is located at the camera position facing towards the environment seen in the
image, it is possible, by using equations 5.30 and 5.31, to convert each pixel position (1,z, 7py) of the image
with fisheye equidistant projection, to an angular direction (6,05, ¢pos) with 6 € [0°,90°] and ¢ € [0°,360°],

corresponding to the direction of that point in space relative to the antenna referential (refer to image 4.13).

Nix Niz
Tfep = \/(( ; — Npa)® + ( ; — Npy)?)
Npiw s Npas Ny € [0, Npiz] (5.30)
arctan ()

efeza =
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90

Opos = Tfep * 75
Npi-”ﬂ/2, N> Npy € [0, Npiz] (5.31)

¢pos = afep

An easy way to correlate the rendered images to the radiation patterns, is to map the exported data from
each radiation pattern to an image with fisheye equidistant projection, and process the rendered image pixel
by pixel, using each radiation pattern to simulate the scan of the antenna to each desired direction. Thus, an
image with the same pixel resolution NNp,;,; X Ny, shall be created for each radiation pattern. The images are
filled by calculating the orientation (0,05, ®pos) of each pixel using equations 5.30 and 5.31, and assigning the
value of the gain in that direction of each radiation pattern untill all pixels are filled. Note that only pixels
with 7¢cp, < Npiz/2 shall be mapped, since the remaining pixels do not contain valuable data in a fisheye
equidistant projection. The obtained radiation patterns equirectangular projections and the fisheye equidistant
projections are depicted in annex A. Note that the radiation patterns obtained in chapter 4 only cover the 1st
quadrant of the fisheye equidistant projection referential, and thus, to perform the simulation, the radiation

patterns were mirrored to the remaining quadrants, using symmetry relative to the referential at the centre of

the images.
The calculated pixel point latitude and longitude (005, @pos), allow to calculate the unitary vector Tpos iN
the pixel direction, relative to the antenna referential, using equation 5.32.
cos(6 - COS
— ( pOS) . (¢p05)
Tpos = | €05(Opos) - Sin(@pos) (5.32)

sin(8pos)
The camera axis in Blender is oriented such that every pixel in the image correspond to a point with a negative
z-coordinate. Thus, to convert the unitary vector from the antenna array referential to the camera referential,
a 180° Euler rotation in the Y-axis is done, being the unitary vector in the camera referential r;@ given
by equation 5.34. Throughout this work, the Euler rotations are performed in the XYZ order, and thus, the
used rotation matrix, Rxy z, is represented in equation 5.33, with Rx, Ry and Rz being the Euler rotation

matrices over each axis.

RXYZ(azaayaaz) = RZ(az) -Ry(Oéy) 'RX(aw) (533)
1 0 0 cos(ay) 0 sin(ay)
Rx(a;) = |0 cos(ay) —sin(az)| Ry(ay)= 0 1 0
0 sin(ag) cos(ay) —sin(ay) 0 cos(ay)

cos(ay) —sin(ay)

0
Rz(a.) = |sin(a,) cos(az) O
1

—am —
r;zs = RXYZ (07 18007 0) . ng; (534)
Jcar

The vector r;ol" can then be represented relative to the Blender scene referential, by considering the orientation
of the camera exported along with the render. The unitary vector in the scene referential, rzg‘gng, is then given
by equation 5.35, being acamx, Qeamy and aeqamz the Euler angle rotations of the camera according to the

scene referential.
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rsceng ca?;;

pos = RXYZ(acamXa QecamY acamZ) : Tpos (535)

The Z-pass data can be used along with each unitary vector to obtain the point position relative to
each referential. Note that, to calculate the point position in the scene referential, the camera location
P.omi = (Peamx, Peamy, Peamz), exported along with the render, must also be taken into consideration.
The surface point represented in the pixel (npz, npy) can be positioned in the coordinates of each referential,
being the P, Peo™ and Psse™, the coordinates of the location of that point in the antenna referential, in

the camera referential and in the scene referential, respectively. This is easily computed using equations 5.36.

P;c:lst = Zpass(Mpz, Npy) - 7%??
ngggn = Zpass(Mpa, Npy) - T;Zs
Py (5.36)
szgfne = | Peamy | *+ Zpass(Mpas Npy) - W
PcamZ

5.3 Simulation Method

The goal of the correlation between the rendered image and the radiation patterns, is to obtain the digital
signal that would be sampled by the ADC of the radar system, defined in equation 5.11, to perform the
processing described in section 5.1.3. The simulated signal, Sy;,,(n) with N samples, was computed, for each
radiation pattern, using equation 5.37, with Py, ,,y and fp.pr py being the contribution of each pixel to the

received power and to the beat frequency, respectively.

Seim(n) = GrLna |2 Y Prpapye 2 ower T n = 0,1, N — 1 (5.37)
pz,py

The number of samples to compute, N, in order to cover the whole signal, shall be related to the chirp
signal duration and to the sampling frequency, as represented in equation 5.38. The chirp duration shall be
set taking into consideration the maximum distance willing to identify, being calculated using equation 5.39
(based on figure 5.2). The sampling frequency should be set, according to the Nyquist theorem (equation
5.17), being twice as much the maximum frequency desired to identify in the signal (equation 5.7). Since
the chirp duration is set according to the maximum distance to identify, the maximum frequency to identify
is the bandwidth of the original signal (figure 5.2). By using the chirp duration defined in equation 5.39, the
sampling frequency obtained using equation 5.40 is precisely the double of the bandwidth of the original signal.
The sampling interval Ty is given by equation 5.18.

N=T. fs (5.38)
2R
Ten = Z““” (5.39)
2Rmaa:Bch
=2 x TR — 9B, 5.40
f X T h (5.40)

The reflected power per pixel is computed using equation 5.41 (based on equation 5.16). For simplicity,
the reflection coefficient T' is considered as unity. Note that the gain of the array in each direction, G(6, ¢),

is converted to the gain of the array for each pixel Gy, Using equations 5.30 and 5.31.
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22
PA Gpm,pyo-prwpy

P.. =
Tpx,pyY (471—)3R%z,py

(5.41)

The radar cross section o, py is calculated by assuming that the surface area covered by each pixel is a
flat squared plate with sidelength [, . that is at a distance R, ,,, and orientated according to its normal
Tpzpy- | he radar cross section of a squared plate is also highly influenced by the angle of incidence 6, of

the propagated wave relative to the surface normal, being given by equation 5.42. [83]

. : 2
. _ 47Tl;4m’py sin[kolpz,py - SIN(Oine)] (5.42)
px,py \2 kolpz py - sin(fine) .

Since stereographic projections were used, with a field of view of 180° and a pixel size of Npix X Npiz, the

angle/pixel resolution is the same for the latitude and longitude, 6,.., = 11\?—0,(). Thus, the sidelength 1, ,,
ie

relative to each pixel can be calculated according to figure 5.5, using equation 5.43.

¥

R
R.Px.lﬁ-. -

160F T

Figure 5.5: Surface sidelength I, ,, of each pixel on a circle with radius R, py

. 07‘68
lpw,py = 2Rpy pysin ( ) ) (5.43)

The angle of incidence 0;,,. is calculated from the internal product between the unitary vector in the pixel
direction, calculated using equation 5.35, and the surface normal obtained from the Normal-pass exported

from Blender. The surface normal, rjjﬁ}-i, is a unitary vector relative to the scene referential. The angle of

incidence between the two vectors can then be calculated with equation 5.44, obtained as depicted in figure
%
5.6. Note that |E> - b | = agby + ayby + azb,.

TSC@TLZ . scenz

pos rsurf

Oine = 180 — arccos (

) (5.44)

Tpos

Oinc
atceosl] rom 7ot 1)

Figure 5.6: Angle of incidence on a surface
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The contribution of each pixel to the beat frequency is calculated using equation 5.45 (based on equation
5.7).

2Rpa;,py Bch

fb;p:v,py = T (5-45)

Furthermore, the threshold voltage level V};, related to the sensibility of the radar, is calculated using
equation 5.29. The minimum power of the received signal, in order to detect a target, is then given by
equation 5.46. The transmitted power, P;, shall be set according to the maximum target distance to identify,
to the target minimum radar cross section, to the threshold level to claim a detection, and to the antenna

characteristics, using equation 5.47 that was obtained from equation 5.16.

1

Pr,m.in (4W)3Rﬁ1az (5 47)
max(Gpg py)? A0 '

P =

Note that the chirp minimum frequency and bandwidth were set according to the results obtained in section
4.2. According to the reflection coefficients presented in figures 4.11 and 4.12, the bandwidth of the chirp
could be set up to 1.5GHz, with a minimum frequency of 34.2GHz.

Once the simulated radar signals are computed, the FFT is applied to each signal, and the amplitude of
the sampled signals are computed according to equation 5.21. To assert if a target is detected, the criteria
in equation 5.26 is used, and if a target is detected, equation 5.48 is used to calculate its distance. Note
that fi.q2(x (k)| is the frequency corresponding to the index k of the maximum of the FFT, computed with
equation 5.20.

R (5.4)

To perform the radar simulation, the simulation environment was created in Python as outlined in al-
gorithm 1, followed by the computation of the simulated radar signals, as outlined in algorithm 2, and by a

target detection analysis, as outlined in algorithm 3. Note that the algorithms are written in pseudo-code.

Algorithm 1 Import the image and radiation patterns to create the simulation environment

Require: A .exr image file with distance and surface normal data per pixel, the camera position at
render time, and a .txt radiation pattern data for each radiation pattern to import.

1: Import the .exr file and separate each layer of data.

2: Import the camera position.

3: Calculate the pixel resolution of the image.

4: Import each radiation pattern.

5. for Each imported radiation pattern do

6: Map the radiation pattern data to the used image projection.

7: end for

8: Using symmetry, create the radiation patterns for the non-simulated quadrants.
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Algorithm 2 Compute the radar signals obtained by scanning an image with a set of radiation

patterns

Require: The distance and surface normal of each pixel in the image, and the radiation patterns
mapped according to the image mapping.
1: Compute the chirp duration T, sampling frequency fs and number of samples V.
Compute the radar minimum power to detect a target P, i, and the transmitted power P;.

for Each pixel in the image do

s W N

Compute the pixel radar cross section.

Compute the pixel contribution to the beat frequency.
end for
for Each radiation pattern to be used do

for Each sample of the chirp do

Compute the received power per pixel.

10: Compute the radar signal at sample n € [0, N — 1].
11 end for

12: end for

Algorithm 3 Perform a target detection analysis for a set of radar signals

Require: A set of radar signals with N samples each.
1: for Each radar signal do
2: Compute the FFT.
3 Compute the amplitude of the sampled signal at the maximum of the FFT.
4 if The computed amplitude is higher than the threshold level to detect a target then
5 Assert target detected.
6 Compute the target distance, from the frequency corresponding to the maximum of the
FFT.

else

~

8: Assert target undetected.
9: end if
10: end for

5.4 Simulation Results

For the results that follow, a chirp with minimum frequency of 34.5 GHz, and 1 GHz of bandwidth was
considered. The maximum distance to detect, R4, was set to 200 m, to be considered in a rendered image
with 500 x 500 pixel resolution. The false alarm probability was set to Py, = 1072, the noise temperature
Thoise to 290 K and the gain of the low noise amplifier was set to unity, considering the worst case scenario.
With this assumptions, the values in table 5.1 were computed. Note that to compute the transmitted power,
the maximum of the array gain in the orthogonal direction to the array plane is used.

Two environments were made in Blender, being the environment A depicted in figure 5.7 and the en-

vironment B in figure 5.8. Environment A consists of 3 cubes, placed at approximately the defined distance
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No [W] | 4.002x10712
T.p, [s] 1.333x1076

fs [Hz] 2x10°
Ts [s] 5x10710
N 2668

A [m] 8.696 x10~3
ko [rad/m] 722.566
Vin [V] | 5.257 x1073
Prmin [W] | 1.382 x1075
P W] 7.261

Table 5.1: Radar simulation specifications

Ryq. from the camera position, and environment B consists on a mesh of objects, placed close to each other
and close to the camera position. Note that the cubes all have the same size. The images obtained from
each environment are depicted in figures 5.9 and 5.10. Note that figure 5.9 was shown without referential,
and with a different background, to allow the visualization of the targets. Both images are taken with the
camera at the same position and with the same orientation, being (Peamx s Peamy; Peamz) = (2,0,0)m and

(acamXa QeamY acamZ) = (90, 07 90)0'

Figure 5.7: Radar Simulation Scene for Environment A
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Figure 5.8: Radar Simulation Scene for Environment B
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Figure 5.9: Image obtained from environment A Figure 5.10: Image obtained from environment B

As already stated, the radiation patterns depicted in annex A were mirrored to the remaining quadrants.
The radiation patterns were overlapped into an image, depicted in figure 5.11. Note that the simulation is
done considering each radiation pattern individually, the purpose of figure 5.11 is just to visualise the whole

area of the image scanned by the antenna.

2700

Figure 5.11: Area covered by the antenna array

The simulation results from all radiation patterns were mapped into a single image, covering the same
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field of view as in figures 5.9 and 5.10, but with a smaller pixel density. The angle step between each radiation
pattern was set to 15° in section 4.3, being the image result of the simulation constructed with a pixel density
of Npiz,sim X Npiz,sim, With Npig sim = %—i—l = 13, being the number of possible scanned angular directions.
Since not every possible direction is scanned by the antenna, only the central 7 x 7 pixels are filled with data,
analogue to the covered area conceptually depicted in figure 5.11. Each pixel stores the result of the distance

in case of detection, according to the reasoning detailed in section 5.3.

5.4.1 Results for Environment A

The purpose of environment A was to verify that a target at approximately the maximum distance was
detected, by obtaining a signal amplitude close to the detection voltage threshold. The image corresponding
to the result of the simulation is depicted in figure 5.12. Only the cube positioned orthogonally to the camera
was detected, obtained as result of the scan using the radiation pattern with mainbeam oriented orthogonally
to the camera plane. The results of the positive frequency spectrum, representing the absolute value of the
FFT versus frequency, for the scan that detected a target, are plotted in figure 5.13, for the scans using the
radiation patterns that could detect the left and right cubes in figures 5.14 and 5.15, respectively, and for one
of the scans without any target found in figure 5.16.
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Figure 5.12: Simulation result image for Environment A
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Figure 5.13: Frequency spectrum of the scan with Figure 5.14: Frequency spectrum of the scan with
radiation pattern pointing to the central cube radiation pattern pointing to the left cube

As for the central cube, from figure 5.13 it is possible to conclude that a target was detected, obtaining
an amplitude of the sampled signal A;y = 5.433 x 1073 V, higher than the threshold voltage V;;, represented

in table 5.1. The surface of the central cube, in the Blender scene, is at a distance of 200 m from the
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Figure 5.15: Frequency spectrum of the scan with Figure 5.16: Frequency spectrum of the scan of one

radiation pattern pointing to the right cube direction without target

camera. Thus, it was expected that the computed amplitude of the signal was very close to the threshold
level. From the frequency corresponding to the maximum on the frequency spectrum, the computed distance
was Rgimm = 199.4 m.

The cubes on the left and on the right in figure 5.9 were not detected, as is verified by analysing figures
5.14 and 5.15. The amplitude obtained, from the maximum of the FFT, for the cube on the left was
Afpr = 1.021 x 1073 V, and for the cube on the right Afp; = 3.015 x 1073 V, both being below the
threshold voltage level V;;,. However, it is possible to verify that, at a frequency corresponding to a distance
of Rgim = 198.05 m, for both scans, the maximum of the FFT occurs, being noticeable among the noise.
Note that in the Blender scene, the center of the cubes were located at x=—170 m, y= +100 m and z = 0
m, being 198.95 m away from the camera. This leads to the conclusion that if more power were transmitted,
the targets would probably be detected. Furthermore, the cubes are not positioned directly according to the
maximum of the considered radiation patterns, and the transmitted power was calculated using the maximum
gain of the central radiation pattern, that has a higher gain compared to the ones in the remaining directions
(verify in annex A). Thus, there was a possibility that targets at directions in which the maximum gain of the
antenna was lower than the one considered, would have a maximum detectable distance lower than the one
defined.

For the directions that had no target, by analysing the frequency spectrum in figure 5.16, only noise was
identified, without any peak that would stand out. This was the behaviour seen in every direction without any

target.

5.4.2 Results for Environment B

The purpose of environment B was to verify that the radar system could identify a number of objects in
its close vicinity, being the targets expected to be easily identifiable, with computed signal amplitudes much
higher than the threshold level, since the targets are close to the camera. The image result of the simulation
is depicted in figure 5.17. Targets were found in many directions, being represented with different colours in
the figure, analogous to figure 5.8. The distance results obtained for each radiation pattern are represented in
table 5.2, being a 7 x 7 sized table, corresponding to the data of the central 7 x 7 pixels of image 5.17. Note
that, if the value of a cell in table 5.2 is NT (no target), it means that that no target was detected in that
direction.

The sphere located at the left of figure 5.8 is identified by one of the radiation patterns. The frequency

spectrum obtained from the simulated signal in this direction is represented in figure 5.18. The obtained
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Figure 5.17: Simulation result image for Environment B

NT NT NT 5.997 | 2.549 | 1.949 | 1.949
NT NT NT | 10.945 | 2.549 | 1.949 | 1.949
NT NT 6.147 | 5997 | 6.147 | 1.495 | 1.499
8.246 | 12.440 | 5.997 | 5.997 | 5.997 | 1.949 | 1.499
NT NT 6.147 | 5.997 | 6.147 | NT NT
NT NT NT NT NT NT NT
NT NT NT 5.997 | 5.397 | 5.997 | NT

Table 5.2: Obtained distances Ry, [m] for targets detected by each radiation pattern

amplitude of the maximum of the FFT exceeded the voltage threshold level V;j,, being Afs = 2.7 x 1072
V, at a frequency that corresponds to a distance of 8.246 m, as represented in the position (column, row) =

(1,4) of table 5.2. In the Blender scene, the sphere is at a distance of 8.062 m of the camera.
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Figure 5.18: Frequency spectrum of the scan that identified the sphere in environment B

The object on the right of the sphere in figure 5.8 is a cylinder, and is also correctly identified by another
radiation pattern. The frequency spectrum obtained from the simulated signal in this direction is represented
in figure 5.19. The obtained amplitude from the maximum of the FFT is A;p; = 6.934 x 1072 V, being
higher than V;;,, at a frequency that corresponds to the distance represented in position (2,4) of table 5.2.
The distance of the cylinder to the camera in the Blender scene is 11.66 m.

The cube in the center of figure 5.8 is identified by many radiation patterns, specifically the 3 x 3 central
ones, as identified in positions (3,3), (4,3), (5.3), (3.4), (4.4), (5.4), (3,5), (4,5) and (5,5) of table 5.2. The
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amplitude of the signal computed from the FFT is higher on the radiation pattern that outputs result in index
(4,4) of the referred table, since it covers a higher portion of the cube, while the radiation patterns that output
the results in the rest of the mentioned indexes have similar computed amplitude, higher than the threshold
level Vip. In figures 5.20, 5.21 and 5.22 are depicted the frequency spectrums of the results corresponding
to indexes (4,4), (5,4), and (5,3) in table 5.2. The computed amplitude from the FFT was As;, = 1.53 V,
Afpe = 0.14 V and Afp = 2.72 x 1072 V for figures 5.20, 5.21 and 5.22, respectively, resulting in targets

clearly identified. Note that the computed distances differ, since different portions of the cube are identified.
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Figure 5.19: Frequency spectrum of the scan that identified the cylinder in environment B
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Figure 5.20: Frequency spectrum of index (4,4) Figure 5.21: Frequency spectrum of index (5,4)
that identified the central cube in environment B that identified the central cube in environment B

The closest cube to the camera, located at the right of the central cube in figure 5.8, was also detected by
many radiation patterns, being the results represented in indexes (1,5), (1,6), (1,7), (2,5), (2,6), (2,7), (3,6),
(3,7), (4,6) and (4,7) of table 5.2. For this cube, the frequency spectrums obtained from the sampled signals
were similar, showing a single peak corresponding to the maximum, with different computed amplitudes. The
maximum of the amplitude obtained for these scans was Ay, = 0.3 V and the lower was Afs; = 1.63 x 1072
V. The distance of the center of the cube to the camera in the Blender scene was 2 m.

The cube on top of the center cube was identified in scan with index (4,2) in table 5.2, being the computed
amplitude of the signal Ass; = 1.07 x 1072 V. The distance of this cube to the camera in Blender was 11
m.

The cube on bottom of the image was also identified by 3 different scans, represented in indexes (4,7),

(5,7) and (6,7) of table 5.2. The amplitude computed from the FFTs of each signal was approximately
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Figure 5.22: Frequency spectrum of index (5,3) that identified the central cube in environment B

Afpr =8 x 1073 V for indexes (4,7) and (6,7), being close to the threshold level, and Afs = 1.75 x 1072 V
for the index (5,7), meaning that more area of the cube was hit with the mainbeam of the radiation pattern.

Furthermore, the results from the simulation in this environment detected a false positive, represented in
index (4,1) of table 5.2. It is seen in figure 5.10 that no target is located at the considered direction, being the
detection caused by the influence of the side lobes of the radiation pattern, that transmitted enough power
to detect the central cube. The frequency spectrum relative to the result in index (4,1) of the referred table
is depicted in figure 5.23, being noticeable that the detection was based on an amplitude that is very close
to the threshold level. If the environment was truly unknown, the system could assume that a small target
was found at the considered direction, since the computed distance is relatively small when compared to the
maximum detectable distance R,,,... However, since the environment is known, it is possible to affirm that is

a false positive.
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Figure 5.23: Frequency Spectrum of the signal that detected a false positive in environment B

The cube most on the right in figure 5.8 was not detected, since the array was not able to scan that
direction. Also note that the cube behind the central cube was not identified. However, it is noticeable in
the frequency spectrums, that there are peaks lower than the maximum, but higher than the threshold level,
as seen in figures 5.18, 5.21 and 5.22. These peaks correspond to a component on the sampled signal at
different frequencies, being related to objects located at different distances that also reflected the transmitted
signal. The peaks at the left and at the right of the maximum in figure 5.22 were analysed, and the distances
obtained were R, = 2.6 m and Ry, = 11.3 m, respectively. It is noticeable that these peaks were the

result of the reflection of the signal in the cube that is closest to the camera, and in the cube behind the
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central cube, which is located at a distance of 11.5 m from the camera. If these peaks were considered in the
target detection phase, the radar could detect 3 objects in this direction, each positioned at the corresponding
computed distance.

For a safety system, it is of utmost importance that the system identifies the objects that are the nearest,
in each direction. Thus, another simulation was done on environment B, considering that the detection was
based on the first peak higher than the threshold level. This way, if many targets were detected by a scan,
the closest one would be the one identified. The image result of the simulation is depicted in figure 5.24. It
is noticeable, when comparing with figure 5.17, that some radiation patterns that identified the central cube,
now identify the cube on the right, that is closest to the camera. Note that even on the central radiation

pattern this cube was identified, instead of the central cube.

e
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Figure 5.24: Simulation 2 result image - Environment B

5.5 Discussion and Future Work

In this chapter, a radar simulation algorithm was designed and validated, using an image of an environment
developed in Blender to be scanned with different radiation patterns, and perform a target detection analysis
for each. Two environments were chosen, one to identify targets located at the defined maximum detectable
distance, and another with a mesh of objects close to the camera position. In both environments, the radar
was able to identify the objects.

The radar model described in section 5.1.1 was used to simulate the signals that would be received by
the radar system, if it was located in the considered environment. A complete analysis was done, since the
synthesis of a generic signal that would need to be adapted to be sent to each antenna element present in
the array, to the signal that would be digitally processed to perform the detection techniques, along with
an analysis of the power propagation in space according to the image characteristics, and to each radiation
pattern considered.

The target detection technique used to perform target detection is described in section 5.1.3, consisting
on an analysis of the frequency spectrum obtained from the simulated signal, with the purpose of identifying
its strength, to claim or not the detection of a target. The detection threshold level was based on the false
alarm probability of the radar, which is a parameter often considered to determine the reliability of a radar
system. Furthermore, if a target was detected, its distance was correctly identified, being computed based on
the frequency corresponding to the maximum of the frequency spectrum. However, it was found that in some
directions, there were other peaks, lower than the maximum, but higher than the threshold level. Since the
objective of this work is to focus on a safety system, a target identification technique was used, in which the

distance to the target was computed based on the frequency of the first peak higher than the threshold level.
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In some directions, the difference in the obtained targets distance is visible, providing the data regarding the
objects closer to the camera.

Since the environment is known, it was possible to conclude that in the simulation the targets were identified
correctly as expected. However, it was also noticeable that if an antenna array with higher angular resolution
was used, it was possible to achieve a more precise target detection, since there would be a higher number of
directions scanned in the same covered area, resulting in a more detailed final result. There is also another
reason to increase the angular resolution of the array. Since more antenna elements would be present, the gain
of the array would be higher, that would have a direct attenuation on the necessary transmitted power by the
radar system. Note that, the maximum detectable distance considered in the simulation was R4, = 200 m,
and the necessary transmitted power was 7.26 W, however, by considering the same characteristics, but with a
maximum detectable distance of R4, = 2000 m, the necessary transmitted power would be 72.6 kW. This is
a huge increase, due to the relation between transmitted power and detectable distance, but also emphasising
the effect of the higher attenuation of signals when using mm-wave frequencies.

According to the ELOS for see and avoid, a minimum time to colision of 21 s is required for the sensing
systems [17]. The velocity of the state of the art low flying altitude air vehicles can reach up to 100 km/h,
[84], corresponding to a necessary distance of detection of 583 m. For the distance of 200 m considered in
the simulations, the vehicle velocity should not exceed 34.29 km/h. A simulation was done, considering the
state of the art vehicles requirements, to detect objects at 583 m. The results are depicted in annex B.

As future work, this simulation could be enhanced by interconnecting more Blender capabilities with the
script. One suggestion is to import an environment from Google Maps using the addon Blender GIS [85],
and create a path for the camera to dynamically acquire the image renders, while performing the simulation
at each position. This could be complemented by considering that the simulated radar system, instead of
transmitting a single chirp, was transmitting a train of chirps, allowing to also compute the relative velocity
between the system and each detected object [39]. Furthermore, the target detection technique can also be
enhanced, by considering the peaks of the FFT with lower magnitude than the maximum, but higher than the
threshold level, allowing to detect more than one target at each direction. Note that this has to be carefully

analysed, since it could lead to the increase of false detections.
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Chapter 6

Conclusion

This thesis intends to contribute to the study and possible development of a safety system for low flying
vehicles, with special attention given to Radar systems due to its reliability in different environment conditions.
The theme was developed aiming to allow the definition of a complete configuration of the system according
to the needs of the design, starting with the single antenna element, followed by the specification of the array
and ending with the specification of the complete radar system.

The design of the patch antenna single element was made using two well known models, the transmission
line and cavity models. This models have previously output accurate results [28] [24], and in this work, the
results were optimised using a eletromagnetic field simulation software tool. The result was a patch antenna
that resonates at the desired frequency. The antenna should identify targets as reliably as possible, and since
losing targets due to a polarization mismatch is a known phenomena [26], the antenna was designed with dual
linear polarization, intended to output similar radiation patterns for both vertical and horizontal polarizations.
By achieving this, the probability of missing a target detection due to polarization mismatch is decreased.

The antenna array used in a radar system is directly related to the detail of the objects identified, since
its characteristics control the width of the mainbeam and the gain of the radiation pattern. The higher
the angular resolution, the more angular directions can be scanned, the higher the gain, and the larger the
distance of detectable targets. However, in order to avoid false detections, the sidelobe level of the array must
be controlled. This was achieved using the well-known narrow-beam low side lobe level Dolph-Chebyshev
design, obtaining an array with the maximum possible gain for the desired side lobe level. Furthermore, the
array mainbeam direction was controlled, providing steering capabilities, allowing to scan multiple directions
with a fixed antenna. By achieving this, more angular directions can be accurately scanned.

The characteristics of the radar system are highly dependent on the working frequency of the used antenna.
In this work, mm-Wave frequencies were considered, and a radar system suitable to be used with antennas
optimised for this frequency band was studied. Since the production of such a radar is expensive, the validation
of the system was done by simulating an environment with objects to be identified. By achieving this, it was
proven the concept of using a highly directive radar to identify detected objects relative to its own position,

data that could be used to prevent colisions of air flying vehicles.

6.1 Achievements

In this work a radar system was modelled, and by controlling the characteristics of the sensing antenna, a
system capable of identifying and positioning targets in its surroundings was created.

A design model for a squared patch antenna with dual linear polarization was achieved, being versatile
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in terms of resonant frequency. The model was tested to design a patch resonating at 35 GHz, obtaining
accurate results.

An antenna array with a narrow mainbeam and low side lobe level was modelled, with the capability of
being steered according to its half-power beam-width. By increasing the number of elements, it is possible
to achieve a narrower mainbeam, and thus the number of possible scanned angular directions. The radiation
patterns were analysed for both polarizations of the used antenna, being a similar behaviour verified for both.
The array was designed with 8x8 elements, leading to a 22.9 dBi gain, a 1° half-power beamwidth and a -25.7
dB side lobe level, for the broadside direction pointing situation.

A radar simulation technique using the open source software Blender was developed, with the intention of
allowing to optimise a radar system. In this simulation tool, a preview of the behaviour of the radar system in
a defined environment is obtained, allowing to identify possible improvements that could enhance the system
performance for the desired purpose. A conceptual validation was done, by creating simple environments and
correctly identifying the objects within them.

The simulations were done, by defining the transmitted power and the sensitivity of the radar according
to the maximum distance desired to detect a target. One environment with a single object at approximately
the defined distance away from the camera was made, being the object detected in the simulation, with an
amplitude of the simulated signal nearly the threshold level. Another environment was studied, with many
objects located close to the camera, being the system able to identify the targets correctly. However, in certain
directions, the computed distance was not in respect to the object closest to the camera, being a detection
algorithm implemented, in which the distance of the detected target was computed according to the frequency
of the first peak in the frequency spectrum, higher than the threshold level. Furthermore, a validation of the

designed system according to the ELOS for see and avoid was also analysed (annex B).

6.2 Future Work

The future work is vast, as stated at the end of chapters 3, 4 and 5. For the single patch antenna, an
element that operates at a frequency of the state of the art long range automotive radars (77 GHz) could be
done, along with an implementation of either proximity or aperture coupled feed. The antenna array could be
designed with a higher number of elements, along with a study of the implementation of cylindrical arrays.
The radar simulation could be enhanced by interconnecting more Blender capabilities with the script, and
creating a real scaled environment using data from Google Maps street view, with the purpose of obtaining
a video of the system navigating through it, along with the results of the simulations. The radar detection
can also be enhanced, by considering a pulse of chirps, being also able to compute the relative velocity of the
detected targets, and by implementing a detection algorithm that considers many peaks from the frequency
spectrum of each radar signal, to identify targets at different distances in the same direction.

As for the overall theme, the data regarding the objects identified in many simulations could be processed
by a SLAM algorithm, with the objective of creating a map of the sensed environment. This development
is fundamental to the objective of creating a safety system, since it would allow to limit the movement of a
flying vehicle according to the objects presented in its surroundings.

Beyond optimising the created system and the correlation of the simulated data using SLAM, an exper-
imental validation should be done. Although very demanding and expensive, the fabrication and test of the

complete system should be a goal.
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Appendix A

Steered Radiation Patterns

This appendix presents the results of the several simulations done in C'ST StudioSuite with the antenna
array model, shown in figure 4.10, using the feed weights presented in table 4.3, and phase shift between ele-
ments presented in table 4.6. Figures A.1, A.2, A.3, A4, A5, A6,A7, A8, A9, A.10, A.1l, A12, A.13, A.14
and A.15 show the 3d view of all the radiation patterns simulated, which are linked to the corresponding result
section that contains the principal planes of the steered radiation pattern and the corresponding Equirectan-
gular and Fisheye Equidistant Projection. Note that the presented radiation patterns are at a frequency of 35
GHz.

Figure A.1: Steered radiation pattern with Figure A.2: Steered radiation pattern with
1/Joy = 0° and 1/}095 = 46° wa = 0° and 1/}093 = 90°
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Figure A.3: Steered radiation pattern with Figure A.4: Steered radiation pattern with
’l/)()y = 0° and g, = 127° wa =46° and o, = 0°

Figure A.5: Steered radiation pattern with Figure A.6: Steered radiation pattern with
’l/)oy = 46° and ’l/)ox = 46° ’t/)()y = 46° and 'l/)()x = 90°

Figure A.7: Steered radiation pattern with Figure A.8: Steered radiation pattern with
Yoy = 46° and g, = 127° Yoy = 90° and ¢y, = 0°
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Figure A.9: Steered radiation pattern with Figure A.10: Steered radiation pattern with
’l/)()y = 90° and g, = 46° ¢0y = 90° and %o, = 90°

Figure A.11: Steered radiation pattern with Figure A.12: Steered radiation pattern with
Yoy = 90° and g, = 127° Yoy = 127° and ¢y, = 0°

Figure A.13: Steered radiation pattern with Figure A.14: Steered radiation pattern with
Yoy = 127° and 1o, = 46° oy = 127° and 1ho, = 90°
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Figure A.15: Steered radiation pattern with

oy = 127° and g, = 127°

Steered radiation pattern with 1),

Farfild Drectivey Abs (Phi=180)

Theta / Degree vs. dBi

Figure A.16: Steered Radiation Pattern cut ¢ = 180°
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Figure A.18: Steered Radiation Pattern
(0, %) = (15°,180°) equirectangular projection

=0° an

d tho, = 46°

Farfild Drectivey Abs (Theta=15)

Figure A.17: Steered Radiation Pattern cut § = 15°

[r.8l=[8,0]
500

Figure A.19: Steered Radiation Pattern
(0,¢) = (15°,180°) fisheye equidistant projection
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Steered radiation pattern with vy, = 0° and )y, = 90°
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Figure A.21: Steered Radiation Pattern cut § = 29°
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Figure A.22: Steered Radiation Pattern

(6,6) = (29°,180°) equirectangular projection Figure A.23: Steered Radiation Pattern

(0,6) = (29°,180°) fisheye equidistant projection

Steered radiation pattern with ¢, = 0° and ¢y, = 127°
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Figure A.24: Steered Radiation Pattern cut ¢ = 180° Figure A.25: Steered Radiation Pattern cut 6 = 43°
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Figure A.26: Steered Radiation Pattern
(6,6) = (43°, 180°) equirectangular projection Figure A.27: Steered Radiation Pattern
(0, ¢) = (43°,180°) fisheye equidistant projection
Steered radiation pattern with v, = 46° and 1)y, = 0°
Farfield Drectity Abs (Phi=90) Farfiek Diectivicy Abs (Theta=15)

i= 240 B

Phi= 90

-
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Figure A.28: Steered Radiation Pattern cut ¢ = 90° Figure A.29: Steered Radiation Pattern cut § = 15°
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Figure A.30: Steered Radiation Pattern
(6,6) = (15°,90°) equirectangular projection Figure A.31: Steered Radiation Pattern
(0, ¢) = (15°,90°) fisheye equidistant projection

Steered radiation pattern with v, = 46° and 1y, = 46°
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Theta / Degree vs. dBi

Figure A.32: Steered Radiation Pattern cut ¢ = 135° Figure A.33: Steered Radiation Pattern cut 6 = 21°
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Figure A.34: Steered Radiation Pattern
(6, ) = (21°,135°) equirectangular projection Figure A.35: Steered Radiation Pattern
(0, ¢) = (21°,135°) fisheye equidistant projection

Steered radiation pattern with v, = 46° and )y, = 90°
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Figure A.36: Steered Radiation Pattern cut ¢ = 153° Figure A.37: Steered Radiation Pattern cut 6 = 33°
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Figure A.38: Steered Radiation Pattern
(6,9) = (33°,153°) equirectangular projection Figure A.39: Steered Radiation Pattern
s = s Isheye equidistant projection
0,¢ 33°,153°) fish idi jecti

Steered radiation pattern with ¢, = 46° and 1y, = 127°
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Figure A.40: Steered Radiation Pattern cut ¢ = 160° Figure A.41: Steered Radiation Pattern cut 6§ = 47°
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Figure A.42: Steered Radiation Pattern
(6, 6) = (47°,160°) equirectangular projection Figure A.43: Steered Radiation Pattern
(0, ¢) = (47°,160°) fisheye equidistant projection
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Figure A.44: Steered Radiation Pattern cut ¢ = 90° Figure A.45: Steered Radiation Pattern cut 6 = 29°
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Figure A.46: Steered Radiation Pattern
(0, ¢) = (29°,90°) equirectangular projection Figure A.47: Steered Radiation Pattern
(6, 9) = (29°,90°) fisheye equidistant projection
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Figure A.48: Steered Radiation Pattern cut ¢ = 117° Figure A.49: Steered Radiation Pattern cut 6 = 33°
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Figure A.50: Steered Radiation Pattern
Figure A.51: Steered Radiation Pattern

(0, 9) = (33°,117°) fisheye equidistant projection
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Figure A.52: Steered Radiation Pattern cut ¢ = 135° Figure A.53: Steered Radiation Pattern cut § = 43°
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Figure A.54: Steered Radiation Pattern
Figure A.55: Steered Radiation Pattern

(0, ¢) = (43°,135°) fisheye equidistant projection
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Steered radiation pattern with v, = 90° and )y, = 127°
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Figure A.56: Steered Radiation Pattern cut ¢ = 145° Figure A.57: Steered Radiation Pattern cut 6 = 56°
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Figure A.59: Steered Radiation Pattern

Figure A.58: Steered Radiation Pattern
(0, 9) = (56°,145°) fisheye equidistant projection

(0, ¢) = (56°,145°) equirectangular projection
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Figure A.61: Steered Radiation Pattern cut 6§ = 43°

Figure A.60: Steered Radiation Pattern cut ¢ = 90°
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Figure A.63: Steered Radiation Pattern

Figure A.62: Steered Radiation Pattern
(0, ¢) = (43°,90°) fisheye equidistant projection

(0, %) = (43°,90°) equirectangular projection

Steered radiation pattern with v, = 127° and )y, = 46°
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Figure A.64: Steered Radiation Pattern cut ¢ = 110° Figure A.65: Steered Radiation Pattern cut 6 = 47°
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Figure A.66: Steered Radiation Pattern
(6,6) = (47°,110°) equirectangular projection Figure A.67: Steered Radiation Pattern
(0, ¢) = (47°,110°) fisheye equidistant projection

Steered radiation pattern with ¢, = 127° and 1y, = 90°
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Figure A.68: Steered Radiation Pattern cut ¢ = 125° Figure A.69: Steered Radiation Pattern cut 6 = 56°
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Figure A.70: Steered Radiation Pattern
(6, ) = (56°, 125°) equirectangular projection Figure A.71: Steered Radiation Pattern
(0, ¢) = (56°,125°) fisheye equidistant projection
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Figure A.72: Steered Radiation Pattern cut ¢ = 135° Figure A.73: Steered Radiation Pattern cut 6 = 66°
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Figure A.74: Steered Radiation Pattern
(8, 9) = (66°,135°) equirectangular projection
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Figure A.75: Steered Radiation Pattern
(0, ¢) = (66°,135°) fisheye equidistant projection
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Appendix B

Simulation results according to the

ELOS for see and avoid requirements

The radar simulation was done to verify the ELOS for see and avoid minimum requirements specified in
section 5.5. An environment was set in Blender, with a single cube 583 m away from the camera, similar to
environment A. Due to the larger distance, an image with more pixel resolution was necessary to identify the
cube in the image. The rendered image was output with 15501500 pixels, and the maximum distance to
detect, Rynqz, was set to 583 m, along with a false alarm probability of P, = 1072 and a noise temperature of

Thoise = 290 K. According to the reasoning of section 5.3, the results represented in table B.1 were obtained.

No [W] | 4.002x1012
T.p [s] 3.887x1076

fs [HZ] 2x10°
Ts [s] 5x1010
N 7774

A [m] 8.696 x10~3
ko [rad/m] 722.566

Vin [V] | 3.079 x1073
Prmin [W] | 4.742 x1076

P, [W] 179.854

Table B.1: Radar simulation specifications

The image corresponding to the simulation result is depicted in figure B.1. The target was correctly
identified. The frequency spectrum of the sampled signal is depicted in figure B.2, being Ass = 4.03 x 1073
V, with a maximum at a frequency corresponding to Rg;,, = 582.05 m. Note that the 1 m difference is due
to the surface of the cube being 1 m closer than the center, since the cube as a side length of 2 m. In figure
B.3, the frequency spectrum corresponding to one of the directions without detection is shown. It is clear,
that the threshold level is correctly set.

Note that, to detect targets at a larger distance, it is possible to conclude, by comparing tables B.1 and
5.1, that besides an increase of the transmitted power, there is also an increase of the necessary number

of samples. The detection of targets at larger distances, besides requiring an array with a larger number of
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Figure B.1: Simulation result image for environment according to ELOS for see and avoid
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Figure B.2: Frequency spectrum of the scan with Figure B.3: Frequency spectrum of the scan with
radiation pattern pointing to the cube radiation pattern pointing to another direction

elements, to obtain higher gains, would also require a higher processing power of the system.
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