
On the design of thermal management systems for
hybrid-electric aircraft

Maria Maia Coutinho

Thesis to obtain the Master of Science Degree in

Aerospace Engineering

Supervisors: Prof. Afzal Suleman
Prof. Frederico José Prata Rente Reis Afonso

Examination Committee

Chairperson: Prof. Filipe Szolnoky Ramos Pinto Cunha
Supervisor: Prof. Afzal Suleman

Member of the Committee: Prof. Pedro Jorge Martins Coelho

December 2022



ii



The rest is still unwritten...

iii



iv



Declaração
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requisitos do Código de Conduta e Boas Práticas da Universidade de Lisboa.

Declaration

I declare that this document is an original work of my own authorship and that it fulfills all the

requirements of the Code of Conduct and Good Practices of the Universidade de Lisboa.

v



vi



Agradecimentos

Em primeiro lugar, gostaria de agradecer ao Prof. Afzal Suleman, ao Prof. Fernando Lau, ao Alain
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Resumo

Uma das potenciais soluções para reduzir a pegada ambiental da aviação é a introdução de sistemas

de propulsão hı́bridos. No entanto, visto que estes sistemas aumentam a quantidade de calor gerado na

aeronave, é necessário desenvolver um sistema de gestão térmica capaz de lidar com os problemas

inerentes a este aumento de calor dissipado. Nesse sentido, o principal objetivo deste trabalho é

identificar tecnologias promissoras de transmissão de calor para serem integradas num sistema de

gestão térmica que minimize o seu impacto na aeronave regional do projeto FutPrInt50 em termos de

potência, massa e resistência aerodinâmica.

Tendo em vista este objetivo, são modelados em Matlab/Simulink cinco sistemas de gestão térmica,

os quais são constituı́dos por um circuito de lı́quido fechado, integrando diferentes dissipadores de calor

identificados como promissores. A capacidade de refrigeração e o efeito no desempenho da aeronave

em diferentes condições de voo são as métricas utilizadas para comparar as diferentes arquiteturas.

Posteriormente, é realizado um estudo paramétrico seguido de um estudo de otimização multi-objetivo,

visando minimizar o impacto dos sistemas de gestão térmica no desempenho da aeronave.

Nenhuma das arquiteturas investigadas revelou ter um desempenho ótimo em todas as métricas

estudadas. Deste modo, a investigação concluiu que enquanto se planeia o sistema térmico para futuros

aviões hı́bridos elétricos, várias arquiteturas alternativas devem ser analisadas à luz dos requisitos de

potência e necessidades de projeto.

Palavras-chave: sistema de gestão térmica, propulsão hibrida-elétrica, otimização multi-

objetivo, permutador de calor de superfı́cie, combustı́vel
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Abstract

The electrification of aircraft propulsive system is identified as a potential solution towards a lower

carbon footprint in the aviation industry. One of the effects of increased electrification is the generation

of a large amount of waste heat that needs to be removed. As high-power systems must be cooled

to avoid performance deterioration such as battery thermal runaway, a suitable thermal management

system is required to regulate the thermal behaviour of the powertrain components. With this in mind,

the main objective of this thesis is to identify promising heat transfer technologies to be integrated into a

Thermal Management System (TMS) such that power, mass, and drag can be minimised for a parallel

hybrid-electric regional aircraft in the context of an EU-funded FutPrInt50 project.

Five different TMS architectures are modelled using the Matlab/Simulink environment based on

thermodynamic principles, heat transfer fundamentals, and fluid flow equations. The systems are a

combination of a closed-loop liquid cooling integrated with different heat dissipation components, namely,

ram air, skin heat exchanger, and fuel. Their cooling capacity and overall aircraft performance penalties

under different flight conditions are estimated and compared to each other. Then, a parametric study is

conducted, followed by a multi-objective robust optimisation analysis with the aim of minimising the TMS

impact.

None of the investigated architectures exhibits an ideal performance across the range of the studied

metrics. The research revealed that while planning the TMS for future hybrid-electric aircraft, alternative

architectures will need to be developed and studied in light of the power requirements.

Keywords: thermal management system, hybrid-electric propulsion, multi-objective optimisation,

skin heat exchanger, ram air, fuel
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Chapter 1

Introduction

This chapter will provide an outline of the motivation for the work presented in this thesis, along with a

short overview of Hybrid-Electric Propulsion (HEP) and Thermal Management Systems (TMS) topics. A

description of the main goals of the research project and the methodology followed are detailed here, as

well as a brief summary of how this thesis is organised.

1.1 Motivation and topic overview

The aviation sector is currently facing new challenges such as energy demand and environmental

impact. From 2013 to 2019, the number of flight departures increased by 22% and Revenue Passenger

Kilometers (RPKs) increased by 50%. In fact, passenger air traffic increased nearly four times faster than

fuel efficiency improved [1]. The report ”Flightpath 2050: Europe’s vision for future aviation” published

by the European Commission and Advisory Council for Aviation Research and Innovation in Europe

set a series of goals that must be accomplished by the year 2050 [2]. Since aviation is responsible for

approximately 2.4% of global CO2 emissions [3], one of the objectives of Flightpath 2050 is to reduce

by 75% CO2 emissions per passenger kilometer by 2050. It also aims for a 90% NOx and 65% noise

emissions reduction. These goals cannot be accomplished with small advancements in gas-turbine

technology or tiny changes in aircraft design. This way, sustainable design is quickly becoming a key

factor in the development of the next generation aircraft. Due to its inherent complexity, close collaboration

among the various disciplines involved is needed. A multidisciplinary aircraft design will be crucial,

beginning with the requirements and specifications, followed by the development of restrictions based on

airworthiness, performance, and safety [4]. According to Afonso et al. [5], five key disciplines show up

in this domain, including aerodynamics, propulsion, energy, materials, and structures, as presented in

Figure 1.1.

As highlighted, the interaction of propulsion and energy fields is of particular interest. Using electric

powertrains and cleaner energy sources as a propulsive system seems to be a promising solution.

Some design possibilities are being carefully investigated to meet the Flightpath 2050 goals, namely

the Hybrid-Electric Aircraft (HEA) and the All Electric Aircraft [6]. The goal of these designs is to
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Figure 1.1: Venn diagram for sustainable aviation, adapted from [5].

bring together a variety of electric energy sources and energy conversion technologies that are able to

provide several advantages on fuel, emissions, and noise reduction [7]. The adoption of battery-electric

powertrains, which replace totally or partially traditional jet engines, is a potential method for short-haul

flights. Furthermore, sustainable aviation fuels (SAFs) may replace fossil kerosene as an energy source

without requiring any changes to the powertrain layout, resulting in considerable cost savings [8]. The

ultimate goal may also include carbon free combustion using hydrogen in a hydrogen gas turbine or using

a fuel cell powering electric motors. These architectures are promising options but imply huge design

changes due to the low volumetric density of liquid hydrogen and its boiling point [9].

Hybrid-electric aircraft will offer a potential solution to reduce in-flight emissions. However, more

electrification results in more electric losses, which in turn produce more heat, rising some thermal

challenges as highlighted in Figure 1.1. More electric aircraft have increased demands on engines for

thrust and power generation, leading to hotter fluids, greater component temperatures, and increased

heat generation. Although electrical equipment is typically efficient, the enormous amount of electrical

power needed (in the Megawatt range) will result in significant power losses. For example, in the class

of a regional jet explored by the National Aeronautics and Space Administration (NASA) program, each

motor (8 motors in total) has a power of 2.1 MW and an efficiency of 0.98 [10]. The resulting heat is

roughly 42 kW (336 kW total), which is much greater than the existing heat generated by the electric

systems used in aeroplanes. Additionally, unlike the typical propulsion system where the majority of

the heat generated can be disposed via exhaust air, the heat created by the electric propulsion system

cannot be taken through the engine nozzles, making heat removal more difficult [11]. The use of ram air

to cool electric motors and high-power electric systems is also limited because of their greater integration

into the fuselage [5]. The risk of thermal runaway also increases with some systems, especially batteries

that are considered low temperature sources [11].
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For all these reasons, novel thermal management systems are required and may be designed in

parallel with HEP architecture. Thermal management systems will be responsible for regulating the

temperature of aircraft subsystems/ components by managing heat transfer between heat sources and

heat sinks in order to optimise comfort, safety, and efficiency [12]. Therefore, the TMS major goal is to

maximise the use of heat produced while avoiding excessive heat losses and, at the same time, allow

diverse components and systems to run within a safe range to guarantee longer component life and

performance, and to reduce the need for maintenance and services.

Within this framework, the FutPrInt50 project stands out as a critical endeavour aimed at finding

answers to these technological issues that the aerospace sector will confront to meet the operational

environmental targets for the next years. FutPrInt50 is a collaborative research initiative supported by the

European Union that joins the work done by multiple universities and companies, including the original

equipment manufacturer Embraer. The current FutPrInt50 mission statement is as follows [13]:

”To develop a synergetic aircraft design for a commercial regional hybrid-electric aircraft up

to 50 seats for entry into service by 2035/2040, to identify key enabling technologies and a

roadmap for regulatory aspects. The clean sheet aircraft design shall help accelerate and

integrate hybrid-electric aircraft and technologies to achieve a sustainable competitive aviation

growth, as well as acting as a disruptor to regulators, Air Traffic Management (ATM) and

energy suppliers.”

This way, FutPrInt50 aims to discover and develop technologies and combinations that will help to

speed up the entry into service of commercial regional HEA [12]. Regional aircraft is the focus of this

project and most of the studies on hybridisation topic mainly because of two reasons [14]. First, the

energy storage weight and volume are smaller since the trip duration is shorter. Second because regional

planes are responsible for 14% of worldwide aviation CO2 emissions [15] and their popularity in the next

years is expected to grow. Therefore, starting hybridisation in this smaller aircraft and then expanding it to

larger aircraft seems a promising strategy. Also, the current air travel disruption, with dramatic reductions

in flights due to the COVID-19 pandemic led to a shift toward lower occupancy passenger vehicle options,

highlighting the opportunities for small and low-cost aircraft by reducing passenger loads [16].

In the FutPrInt50 project, thermal management is one of the work packages. The outcomes that are

anticipated from the TMS work package go from an update on the state-of-the-art for HEA TMS, passing

through the modelling and evaluation of novel TMS architectures and to the production of a roadmap

for HEA TMS [17]. This thesis work is part of a collaborative research with Embraer for the FutPrInt50

project in the TMS work package.

1.2 Objectives and approach

The research work presented in this document, as a FutPrInt50 collaboration, follows the same major

objectives proposed by the project. The main goal is to study new and existing heat dissipation systems

and develop possible thermal management system architectures for a future regional 50-seater HEA. This
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will help to understand the influence of a TMS on the power, weight, and drag and study the feasibility

of these hybrid-electric aircraft. With the models set, the work scope passes through developing an

optimisation method to increase the overall performance of the different systems. A comparison between

the different models is also a subject of discussion in this document.

In light of the scope and purpose of the research that has been provided, the following related

research questions have been formulated and will be answered in this document: (1) Which heat transfer

technologies seem to be more feasible? (2) Which points of the flight are the most critical in terms of

cooling power required? (3) Which components/architectures are the most critical in terms of power

consumption, volume, and weight? (4) How do different design parameters, such as the liquid mass flow

rate of the coolant, affect the system? (5) How can the analysed architectures be optimised? (6) What

are potential practical aircraft level issues of some components?

1.3 Document outline

This document continues in Chapter 2 providing a literature review on hybrid-electric propulsion

systems and alternative fuels (Section 2.1), heat transfer technologies (Section 2.2) and novel TMS

architectures (Section 2.3) being studied recently.

Chapter 3 starts by presenting some relevant information about the reference aircraft and mission

(Section 3.1). Five different TMS architectures are proposed and presented in Section 3.2. The methods

used to model the different components that incorporate each architecture, including individual flowcharts,

are detailed in Section 3.3 and the verification of each component is described in Section 3.4. The

simulation procedure (Section 3.5) and the further analysis using an optimisation algorithm (Section 3.6)

are also documented in this chapter.

The results are presented in Chapter 4. First, the baseline parameters used are given in Section 4.1.

Second, the baseline results are discussed in Section 4.2, including the impact of each architecture in

terms of weight, drag penalty and energy consumption. Section 4.3 examines a parametric study carried

out for different design variables, while Section 4.4 discusses the optimisation results obtained for some

TMS architectures. Section 4.4 also includes the optimisation results of a coupled research between this

work and HEP computational models developed in another thesis [18].

Finally, the conclusions and the recommendations for future research are given in Chapter 5.
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Chapter 2

Literature review

In order to understand the data needed to develop thermal management systems for hybrid-electric

aircraft, it is necessary to review the existing research efforts and studies prior to developing an actual

methodology. This overview focuses on presenting the current TMS capabilities and identifying the gaps

to be filled such that the initially proposed research objectives in Section 1.2 are achieved; firstly, the

current hybrid-electric propulsion architectures are reviewed in Section 2.1 along with a discussion on the

future usage of sustainable aviation fuels. In Section 2.2, an overview of the heat transfer technologies

is presented, which includes a description of the general heat loads, heat sinks and heat transport

components used in air vehicles. The main recent TMS architectures reported in the literature, that make

use of the surveyed heat transfer technologies, are also described in this chapter (Section 2.3), as well as

some new trends in thermal management (Section 2.2.4).

2.1 Theoretical overview of hybrid-electric propulsion systems and

alternative fuels

2.1.1 Hybrid-electric propulsion systems

Hybrid-electric propulsion designs are classified by IATA [19] into the following five categories: Series

Hybrid (SH), Parallel Hybrid (PH), Series/Parallel Hybrid (SPH), Fully/Partial Turboelectric (TE), and all

electric.

On hybrid-electric aircraft, an Internal Combustion Engine (ICE) can be used to provide electric propul-

sive power, to drive directly a propeller and/or to recharge batteries. For parallel hybrid architectures,

an ICE (turboprop/turbofan) and a battery powered Electric Motor (EM) are connected to two parallel

propulsion shafts, which are mechanically coupled to a shaft that drives a fan. This allows one or both

components to produce propulsion at any given moment. On the other hand, in series hybrid systems,

only the electric motors are mechanically linked to the fans. In this latter architecture, the purpose of

the ICE (turboshaft) is to drive an electric generator, which in turn powers the motors and/or charges

the batteries. The motor can also be fed by the battery packs. Regarding, the series/parallel hybrid
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systems, these architectures combine the two previously stated types. One or more fans may be driven

directly by the ICE (turboprop/turbofan), while other fans can be driven completely by electric motors,

which can be supplied by either a turboshaft driven generator or a battery [4].

Turboelectric systems are comparable to series but do not depend on batteries. To power the

propellers, fuel energy is turned into electrical power. The ICE propels a generator which powers the

EM that drives the fan. The distinction between entirely and partially turboelectric propulsion is based on

whether or not the electrical propulsion provides all of the propelling force. In partial turboelectric design,

the remaining propelling power is supplied by a turboprop/turbofan engine [20].

An all electric architecture relies solely on batteries for aircraft propulsion. The benefits include the

higher efficiency of energy conversion of electric motors and converters when compared to ICEs, as well

as the simpler control strategies required to manage a single power source. The main disadvantage is

that actual battery technologies have a low energy density, making them unsuitable for most aircraft [4].

Figure 2.1 simply portrays the HEP architectures described above.
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Figure 2.1: HEP architectures, adapted from [4, 20].

One of the main advantages of hybrid-electric architectures is the flexibility in transferring power

throughout the vehicle, increasing the importance of propeller integration research in a multidisciplinary

context [6]. The enhanced design freedom afforded by HEP enables unique methods of Distributing

the Propellers (DP) on the aircraft such that its propulsive efficiency is increased [21]. Series hybrid

and turboelectric systems, for example, are suitable for these distributed propulsion solutions using
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several tiny motors and fans according to Felder from NASA [20]. One strategy used to decrease the

induced drag coefficient and at the same time increase the maximum lift coefficient and effective aspect

ratio is by placing the propeller on the wing tip. These aerodynamic advantages are realised when the

propeller rotates in the opposite direction of the wingtip vortex, thereby attenuating the wingtip vortex and

decreasing the downstream swirl [22]. However, this design option requires an aero-structural trade-off

given the increase of the root bending moment due to the mass of the wingtip propulsion. Another

concept where aerodynamic and propulsive performance gains are obtained is by employing propellers

that ingest the boundary layer produced by the aircraft [23]. Multiple design studies for Boundary Layer

Ingestion (BLI) integration use an aft-fuselage-mounted propulsion system. Despite this, it has not

been implemented in a practical aircraft configuration since BLI system design is difficult [24]. All these

technologies have synergistic relationships with hybrid-electric propulsion and may increase its overall

performance.

In this context, in the last 10 years, aircraft designs using electricity for part or all of its propulsion

power and new DP technologies have grabbed the public’s interest and attracted considerable new

coverage. Table 2.1 summarises some novel technologies and aircraft ideas that have been studied by

different companies and institutions, such as Boeing, NASA, and Airbus. The Technology Readiness

Level (TRL) of each architecture is also included [6, 25].

Zunum Aero is designing a 12-passenger series hybrid-electric regional aircraft with wing-integrated

batteries for the ultimate transition to an entirely electric flight [26]. Eco4 also employs the architecture of

SH, but implements a vertical tail-mounted propeller. Compared to contemporary conventional aircraft, the

Eco4 design improves fuel consumption by 40% [25, 37]. PEGASUS (Parallel Electric-Gas Architecture

with Synergistic Utilisation Scheme) is a parallel hybrid idea from NASA and it is intended for 200–400

nmi trips that are currently flown by turboprops like the ATR42 [6]. It is equipped with two wingtip-mounted

turboprops, two mid-span electric motors with folding propellers, and a tail-cone pusher propeller using BLI

technology. Moreover, the SUGAR Volt by Boeing has a PH architecture with two engines, a tube-shaped

body, and a top-mounted truss-braced wing configuration [27]. Recently, Rolls-Royce and Airbus have

cancelled an ambitious project on a series hybrid-electric demonstrator, E Fan-X, one year before its test

flight. In the SH architecture, one of the four jet engines was replaced by a 2MW electric motor. The

decision of quitting indicates a shift toward hydrogen-powered planes. Still, preliminary findings provided

important information on component technologies, namely the world’s most powerful aircraft generator

(Mark I), built by Rolls Royce [30].

Is easy to conclude that, in a new era of electric flying, NASA is delving into revolutionary electrified

aircraft propulsion. Electric vertical take-off and landing (eVTOL) vehicles have been created to fulfil the

promise of an Urban Air Mobility (UAM) mission among these concepts. The air taxi concept for short

ranges has been a topic of research activities [38]. NASA has developed some UAM configurations,

highlighting a VTOL turboelectric tiltwing using Revolutionary Vertical Lift Technology (RVLT). This air taxi

uses a turboelectric propulsion system where a turboshaft engine is used to produce electric power which

is transmitted to the four electric motors one for each rotor. The on-board battery is used for emergency

backup only [39]. In the regional range field, another concept for a partially turboelectric aircraft is being
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Table 2.1: Summary of HEP aircraft concepts and studies.
Type of
architecture Aircraft TRL Range Pax Characteristics Refs

Series hybrid
Parallel hybrid
SP hybrid

Zunum Aero
(2023) 5-6 Regional 12

Series hybrid
ICE-driven generator
Two EM-driven fans

[26]

NASA PEGASUS
(2035) 4-5 Regional 50

ATR42-500 PH version
Four wingtip propulsors
BLI propulsor

[27]

Eco4 3–4 Regional 4 Series hybrid
Vertical tail propeller [28]

Boeing SUGAR Volt
(2035) 2-3 Regional 154

Parallel hybrid
Two engines
Truss-braced wing

[29]

E-FAN X
(Cancelled) 6-7 Regional -

Series hybrid
One EM and three jet engines
Mark I generator

[30]

Turboelectric NASA STARC-ABL
(2035) 3-4 Regional 154 Two turbofan engines

Electric tail fan for BLI [31]

ESAero ECO-150R
(2035) 2-3 Regional 150 DP system

Split-wing [32]

VTOL tiltwing - UAB 6 Battery for emergency
Four propellers [28]

NASA ULI aircraft - Regional 76 DP system
Eight motors [28]

NASA N3-X
(2045) 3-4 Regional 300 Superconducting DP [33]

All electric Eviation Alice
(2022) 6–7 Regional 9

Lithium-ion battery
EM on wingtips
Tail EM

[34]

NASA X-57 Maxwell
(2022) 4-5 Regional 2 Twelve EM in DP

Lithium-ion battery [35]

Airbus VoltAir
(2035) 2-3 Regional 33

Two counter-rotating propellers
Two EM
BLI and laminar flow wing

[36]

developed: the Single-Aisle Turboelectric Aircraft with Aft Boundary Layer Propulsion (STARC-ABL) that

uses two turbofan engines [31]. Also, NASA N3-X, a bigger hybrid wing body shape with trailing edge

distributed turboelectric propulsion, offers numerous advantages, including lower fuel usage and noise

emissions [33]. NASA has also created the agency’s University Leadership Initiative (ULI). To enter

service in the 2030s, a 76-passenger hybrid-turboelectric regional jet is being developed by a group of

universities working together. Still, another group working with NASA is the ESAero (Empirical Systems

Aerospace). ESAero is refining a turboelectric airliner design for NASA, the ECO-150R, a “split-wing”

turboelectric system, which has 2 generators and 16 motor driven fans embedded in the wing [40].

NASA’s X-57 ‘Maxwell’ is the agency’s first all electric experimental aircraft. Twelve high-lift fixed-pitch

propellers are positioned upstream of the wing leading edge to increase lift at low speeds by accelerating
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the flow [41]. As a completely electric experimental aircraft, the X-57 will be powered by lithium-ion

batteries [35]. Moreover, Eviation, an Israeli company, is designing the nine-passenger ”Alice” concept.

The Alice is equipped with two pusher propellers positioned at the wingtips and a tail-cone propeller,

where BLI is claimed [34]. Airbus had also entered on the all electric discussion topic. The VoltAir was

heavily promoted in popular media, but only one conference article (with minimum design definition)

appears to have emerged [6, 36]. The structure was designed for natural laminar flow over the wing and

featured a rear-mounted BLI propulsor. No further development is documented.

It is important to note that regardless of the HEP solution, there are thermal management issues

due to the increase in electrical components. Furthermore, the lower thermal conductivity of light-weight

composite structures when compared to conventional metallic structures aggravates this [42]. These are

the main drivers for the development of novel TMS architectures which is the main focus of this work.

2.1.2 Alternative fuels

Besides all the efforts that have been done to develop HEP architectures, low-carbon fuels have

also been considered over the past years to achieve the decarbonisation goals set for the industry.

There is no globally recognised definition of sustainable aviation fuel. Although it is most often used

to describe drop-in kerosene alternatives [43], ICAO defines SAF as alternative aviation fuels that fulfil

stated sustainability requirements [44]. In this work, SAF is connected with drop-in fuels, distinguishing

it from hydrogen (another interesting alternative fuel) or electric propulsion. Using SAF has two main

advantages. Firstly, the aviation industry offers certain technological benefits for the deployment of drop-in

fuels due to the high degree of uniformity across current aircraft, engines, and fuel standards. Secondly,

life cycle carbon emissions can be reduced [45].

Currently, alternative fuels account for a negligible portion of aviation fuel, but their commercialisation

is progressing well. There are several potential approaches to derive renewable drop-in kerosene from

various raw materials and technological pathways. Bringing new fuels on passenger planes involves a long

and costly ASTM (American Society for Testing and Materials) certification process. Until today, ASTM

has certified 8 conversion pathways including Fischer-Tropsch hydroprocessed Synthesized Paraffinic

Kerosene (FT-SPK), Synthesized Paraffinic Kerosene produced from Hydroprocessed Esters and Fatty

Acids (HEFA-SPK) and Alcohol-to-Jet Synthetic Paraffinic Kerosene (ATJ-SPK). Increasing global SAF

production also demands huge industrial expenditures since SAF production cost is still not economically

competitive with the conventional aircraft fuel [46]. Another generation of fuels that do not require the

destruction of biomass is the electrofuel. Electrofuels are potential future carbon-based fuels produced

from carbon dioxide (CO2) and water using electricity as the primary source of energy [47]. Renewable

electrofuels can have very low greenhouse gas emissions, lower environmental risk than conventional

and even advanced biofuel production, and may theoretically be generated in vast volumes. On the other

hand, there are no effective regulatory models to guarantee environmental performance or drive industrial

expansion and the cost of fuel production is likely to be several times higher than for biofuels, requiring a

massive investment in additional renewable electricity generation and electricity systems [48].
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The ultimate and long-term goal for alternative fuel is hydrogen. Hydrogen might be a viable option

due to its potential advantages of zero-carbon emissions and noise reduction resulting from a cleaner

combustion [49]. However, using hydrogen would require huge modifications to aircraft design and fuelling

infrastructure. It has a far greater gravimetric energy density than kerosene, but an order of magnitude

lower volumetric energy density [50]. This way, the airframe must be redesigned to accommodate

bigger tanks necessary for storage [51]. Another challenge would be on the thermal management topic.

Hydrogen has a very low boiling point that may result in storage boil-off or OH radicals that produce a

greenhouse gas [9]. The integration of hydrogen is thus a challenging but not completely unfeasible goal

for the mid-term future. Related to that, the integration of Fuel Cells (FCs) in the aircraft power-plant is

also being studied. Hydrogen FCs convert chemical energy into electrical energy, which might be used to

power electrical devices on-board [9]. Again thermal management problems arise from the use of FC.

Also, despite having a higher specific energy density than batteries due to hydrogen, FCs present a lower

specific power density. As the specific power density is lower, its response to varying power demands is

reduced, which is a major concern [52].

2.2 Theoretical overview of heat transfer technologies

The thermal management system will be responsible to control the temperature and heat generated by

the HEP architecture components described above. It will act mostly in three steps [53]: heat acquisition

at the heat source (Section 2.2.1), heat transfer to a specialised heat sink (Section 2.2.3), and heat

rejection at the heat sink (Section 2.2.2). Figure 2.2 summarises some of the main thermal sources,

thermal transport systems and thermal sinks in a hybrid-electric aircraft discussed in this section. This

discussion ends with a brief summary of some new trends in heat transfer technologies (Section 2.2.4).

Thermal Sources

Electrical machines 
Batteries 
Fuel cells 
Power converters and
distributors 
Passengers and crew 
Environment control system

 Thermal transport

Heat exchangers 
Passive systems 
Simple cooling systems  
Refrigeration cooling
loops 

Thermal Sinks

Atmosphere 

Ram air
Engine/bleed fan air
Skin heat exchanger

Fuel 
Storage and conversion
heat sinks 

 Thermal transport

 Thermal management system

Figure 2.2: Thermal sources, transport systems and sinks, adapted from [11].
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2.2.1 Thermal sources

Heat sources are not part of the thermal management system itself but understanding their behaviour

is critical to the discussion since it affects the TMS needs. Any component or system that creates heat,

either as a by-product of performing its function (e.g., waste heat created due to energy inefficiency)

or as its primary purpose (e.g., cabin heaters or anti/de-icing systems), is referred to as a heat source

[11]. Besides the main heat sources associated with typical aircraft systems, like combustion engines,

mechanical power transmission and Environment Control System (ECS), the electrified propulsion

systems are supposed to add considerable extra heat loads. The main electric powertrain heat sources

may include:

• Electrical machines Motors and generators are responsible for producing electrical power. These

machines are expected to be efficient, light-weighted and small. The traditional cooling methods use

air cooling or oil cooling [54]. However, recent efforts are being made to develop superconducting

electrical machines with cryogenic approaches, to increase the efficiency of these devices [55–57],

which is discussed in Section 2.2.4.

• Batteries Batteries are used for electrical power storage. The battery pack optimal working

temperature ranges between 20 and 50oC. A good battery thermal management system is essential

to ensure those values. Cooling techniques proposed to manage the battery temperature include

mainly liquid cooling, air cooling, and Phase Change Materials (PCM) [58].

• Fuel cells Fuel cells store chemical energy and convert it into electricity by chemical reaction [59].

A hydrocarbon-powered FC emits CO2 but it does not emit NOx or other particulates. If fuelled with

H2, it becomes a carbon free source of generation as discussed in Section 2.1.2. The amount of

heat created inside the cell as a result of exothermic processes, over-potentials, and irreversibility is

significant [9]. Conventional cooling methods proposed include air cooling, liquid cooling and PCM

cooling [60].

• Power converters and distributors Power conversion system translates electrical energy from

Alternating Current (AC) sinks to AC sources via AC or DC (Direct Current) line, while the power

distribution system is responsible for transporting the electrical power [61]. Although inverts and

rectifiers have high efficiency, the heat generated must be removed through convection with air or

with a liquid coolant. Regarding the cables used for electrical propulsion systems, convection (either

natural or forced) with atmospheric air may be sufficient for cooling [11].

2.2.2 Thermal sinks

The thermal sink is the component that absorbs the unwanted heat that is released by the thermal

sources. The most used terminal heat sinks to reject heat are the ambient atmospheric air and on-board

fuel. These heat sinks have high technology readiness level in aircraft [12]. Other thermal accumulators,

despite having lower TRLs, like PCM, thermoelectric and thermionic devices, are also topics of study in

thermal sinks and their performance is being analysed in multiple studies.
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Atmosphere

Atmospheric air can work as a heat load or a heat sink depending on the flight conditions and on

the fluid temperature to be cooled. If the aeroplane is flying fast enough or if it is facing a hot day, the

surrounding air will become a source of heat rather than a sink [11]. On the other hand, at low Mach

numbers, the low air temperatures at high altitude enable ambient atmospheric air to be used largely as a

heat sink. Atmospheric air heat sink can be used via Ram Air (RA), Engine Fan Air (EFA), and Skin Heat

Exchanger (SHX) [62].

Ram air RA systems use the dynamic pressure caused by the movement of the aircraft to ingest air

into a duct that can be charged directly to cool down the devices or can be transferred to Ram air Heat

Exchangers (RHXs) to cool down fuel or a liquid coolant. Kellermann et al. [63] studied the effects of a

ram air–based thermal management system on the fuel consumption of an aircraft using an expected

TMS design drag and mass for a 180-passenger short-range partial-turboelectric aircraft. The study

concluded that adding the RA TMS results in an increase in fuel consumption of 0.19% for an aeroplane

having a 30% power split. With the aid of a tiny puller fan put behind the main heat exchanger, the system

could endure hot-day take-off conditions. Oversizing the ram air TMS, on the other hand, eliminated the

need for a puller fan but slightly raised the extra fuel consumption to 0.29%.

In ram air inlets, the air is brought to a halt relative to the aircraft which causes significant drag. To

reduce the amount of drag experienced by the system, it is necessary to carefully consider the design of

the flow inlet and outlet. Using submerged National Advisory Committee for Aeronautics (NACA) inlets

[64] and taking advantage of the ’Meredith’ effect are ways to reduce the amount of drag produced. Using

the Meredith Effect, the system creates a jet of exhaust air, causing the aircraft to experience a forward

reaction force, which helps to partially compensate the drag created [65]. Schiltgen et al. [40] did a

research about a RA cooling system for the ESAero ECO-150R turboelectric aircraft introduced in Section

2.1 making use of the Meredith effect. The entire drag caused by the cooling system during the cruise

accounted for around 2 to 3% of the total drag. The TMS with a RHX can be seen in Figure 2.3.

Air Coolant
Cooler

Coolant Pump

Heat Source 1

Coolant Loop

Heat Source n

...

Ram Air

Figure 2.3: Thermal management system diagram using ram air, adapted from [40].
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Engine/Bleed Fan Air EFA systems use compressed air taken from the compressor stage of a gas

turbine mostly to cool down the downstream machinery components of the engine (e.g. turbine blades)

or to maintain the temperature and pressure in the cabin. The use of fan air has increased mainly as a

result of ongoing attempts to minimise or totally remove the apertures outside of the aircraft that ram air

systems require [62]. Although the EFA system eliminates the RA drag penalty and frees up significant

fuel volume, it has a lower cooling capacity. Since fan air has already been compressed in the engine fan,

its temperature is higher than ram air, reducing the capacity of working as a heat sink. Furthermore, the

pressure decrease caused by bleeding the fan air or introducing a heat exchanger into the fan stream

adds a thrust penalty which results in a specific fuel consumption increase [11]. This might be a potential

barrier to the development of this technology [66], one of the reasons why these EFA cooling systems will

not be considered in this work.

Skin Heat Exchanger SHX system uses the existing aircraft surface as an alternative way to reach

the atmosphere heat sink. It employs outside high altitude cold air flow and does not use intake air. For

example, in A320 and B757, this cooling method successfully removes the heat produced by high-power

electrical components without significantly reducing airplane performance [67]. The heated fluid (which

might be oil, water, air, or other) comes into direct contact with the airframe skin, which, in turn, gets

into contact with the ambient air through surface heat exchangers. This eliminates the need for air inlets,

reducing the cooling drag associated with the RA systems.

This surface heat exchanger concept was first reported on the Curtiss Oriole in a 1922 stock plane

race [68]. Although the concept was not widely used in commercial aircraft in the following years, the

notion of heat transfer from the surface remained a topic of interest, especially in recent years with the

increase of the hybridisation level in aircraft. Pang et al. [67] carried out an experimental prototype of an

air/air-type skin heat exchanger for aircraft avionics to study its feasibility. They tested a plate-fin heat

exchanger with a single layer fin presented in Figure 2.4 at two different positions on the fuselage skin.

For position 1 (an unfavourable position where air flows in parallel with the skin heat exchanger), the

range of global heat transfer coefficient obtained for a 1000 m and 0.9 Mach number flight was about

45–51 W/(m2 ◦C). For Position 2 (a favourable position with a windward angle), the coefficient improved to

66− 80 W/ (m2 ◦C).

Thermal insulation layer

Skin

Fin

Base panel

Interior panel
Inside aircraft

Cold side

Hot side

Outside aircraft
Altitude air

Cabin air

Figure 2.4: Air-air type skin heat exchanger experiment, adapted from [67].
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Within NASA’s High-Efficiency Electrified Aircraft Thermal Research (HEATheR) programme, the

feasibility of the Outer Mould Line (OML) heat exchangers for electrified aircraft is computationally

investigated for three different aircraft models (STARC-ABL, PEGASUS and RVLT Tiltwing) by Sozer

et al. [69]. Computational fluid dynamics (CFD) study was used to examine the heat flux distribution

across the aircraft OML at the surface temperature limit. For all three aircraft concepts, the heat rejection

capacity was surprisingly consistent between take-off (or hover in the case of RVLT Tiltwing) and cruise

conditions. The largest difference was noticed for the PEGASUS, whose heat rejection capability during

the cruise was two times the rejection capability during the take-off. At cruising altitudes, the ambient air

temperature is much lower than in a normal take-off scenario at sea level, yet at sea level, the higher air

density promotes heat transmission. However, heat transmission is still limited during take-off (or hover)

circumstances, particularly on a hot day. Also, Schnulo et al. [70] evaluated the influence of surface heat

exchangers on the fuel consumption of the STARC-ABL concept with an upgraded power system and

found that it decreased fuel consumption by an extra 0.8% and eliminated the complexity of the pumps

and coolant system. However, this research showed that the OML cooling system is 112% heavier than

the baseline TMS. Also, for the STARC-ABL concept, the wings and lower fuselage were identified as

suitable regions for placing OML cooling.

Kellerman et al. [71] investigated the thermodynamic potential of the aircraft surface for a variety

of air vehicles of various sizes. Maximum Take-Off Weight (MTOW) for different aircraft was related

to the total surface area using a weak logarithmic correlation. For higher MTOW (larger aircraft) an

increase in flow lengths on all surfaces is considered. All airframe area of the aircraft (Asurf) is used in

this study, so the values are in an order of magnitude of 103 m2. Using correlations between flat plates,

the heat transmission was modelled. Four operational points were used to assess available heat transfer

rate (Q̇av): Take-Off (TO), Hot day Take-Off (HTO), Climb (CL), and Cruise (CR). A variation of surface

temperature (Tsurf) between 320 K, 360 K and 400 K is also accounted in the parametric studies. The

results showed that Q̇av increases with MTOW, because Asurf increases. Q̇av also increases for higher

Tsurf due to the higher temperature difference to the ambient. Over the entire MTOW range, Q̇av is about

twice as large for CR and CL compared to TO. The ratio even increases when comparing CR and CL to

HTO. Q̇av was the largest in CR with 7 MW for an A320-sized aircraft and a medium Tsurf of 360 K. The

most critical operating point was HTO with a Q̇av of only 0.25 MW for the previously mentioned aircraft

and Tsurf. Furthermore, the findings of this paper suggest that heating aircraft surfaces might be used not

just for heat dissipation but also for boundary layer control. When adding heat to an area of laminar flow,

an increase in skin friction drag is anticipated. Besides, in areas of totally turbulent flow, the addition of

heat lowers skin friction drag.

Fuel

Fuel is also a frequent heat sink, since it is abundant in aircraft and can be easily delivered to where it

is required. Besides, hydrocarbon fuels have, in general, better heat transfer properties than air, making

them a more effective cooling fluid [11]. At the same time, there is a thermodynamic advantage of

preheating fuel before combustion resulting in a more efficient thermal cycle.
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Despite this, there are some concerns and restrictions associated with fuel. Fuel stability is one of

them. Thermal stability of a hydrocarbon-based fuel refers to its resistance from interacting with oxygen

molecules dissolved. The development of deposits during heat exchange would have a direct effect on

the operational safety of the aircraft [72]. Since the early 1970s, the industry has been studying options

for solving this problem and enhancing the capabilities of fuel as a heat sink. Injecting chemical additives

into the fuels, or employing deoxygenation systems reduces the amount of dissolved oxygen in the fuel

and can increase the thermal stability [66]. Recently, some on-board fuel deoxygenation methods have

also been investigated, such as membrane separation and chemical processes [73].

More electric aircraft development leads to less fuel available to reject heat. In the ultimate case of a

fully electric aeroplane, no fuel will be available on-board. With this in mind, reducing heat loads from the

fuel system itself, to prioritise external heat rejection, is also something to take into consideration. The

fuel pumps are a common source of heat load in the fuel system. Donovan et al. [74] found that a variable

displacement pump may give a much greater thermal margin (difference between fuel temperature

and maximum permitted fuel temperature) than a centrifugal pump. There are also several factors to

consider while designing and operating fuel tanks. It is possible to determine the maximum and lower

fuel flammability limitations as stipulated by European Union Aviation Safety Agency (EASA) CS-25

regulations [75]. Fuel will inevitably reach its maximum permissible temperature if too much heat is

transferred to it. The aeroplane has reached its ”thermal endurance” limit if this occurs. In this work,

thermal endurance is defined as the duration it takes for the fuel temperature to reach its maximum in any

area of a fuel-cooled aircraft. The thermal endurance of an aircraft that uses fuel as a heat sink will be

less than or equal to a conventional aircraft [76]. Thus, in any research of thermal behaviour at the aircraft

level, it is crucial to model the thermal concept of the fuel tank as well as the surrounding environment

and system of heat sources throughout the whole mission [77]. Fuel tank different thermal modelling

approaches that are being used in recent research are summarised in Table 2.2.

Table 2.2: Fuel tank thermal modelling approaches, adapted from [77].

Approach Equations References

Bulk one-dimensional steady-state
∑

Q̇loss +
∆T
R = 0 [78]

Bulk one-dimensional transient ρcpV
dT
dt =

∑
Q̇loss [78–80]

Finite volume one-dimensional transient
(
ρcpV

dT
dt

)
i
=

(∑
Q̇loss

)
i+1,i−1

[81]

Three-dimensional heat diffusion CFD kV d2T
d2(x,y,z) + Q̇loss = ρcpV

dT
dt [82]

Control volume with recirculation cp
d(mT )

dt = Q̇i + Q̇o + Q̇loss [76, 83–87]

In steady state and transient 1-D models, a fuel tank is partitioned into tank units. Upper and lower

wall nodes can be considered to have the same temperature as the environment or tank walls may be

considered with extra nodes and atmospheric nodes become boundary conditions [78–80]. A more

comprehensive tank discretisation leads to a discrete finite element energy method [81]. In this case, to
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estimate ullage and fuel surface area under various fill conditions, the fuel tank is assumed trapezoidal.

Discretising the fuel volume in the span direction differentiates this model from 1D ones. Temperature

distribution is achievable per element, rather than per-tank capacity. Using neighbouring fuel and structural

volume elements, 1-D transient heat equations are solved for each element. Detailed CFD models of a

wing fuel tank have also been carried [82]out. The key advantage of this computational method is that

comprehensive 3D heat maps of the fluid and structure can be generated. However, the generation of

results is computationally expensive and hence not ideal for preliminary simulation scenarios.

Another approach used in fuel tank modelling is to consider a control volume surrounding the tank

with fuel recirculation in order to construct the governing differential equations for the fuel temperature

and mass of fuel in the tank [76, 83–86]. The approach assumes that the liquid fuel inside the control

container is well mixed and also indicates that incremental changes in the internal energy in the control

volume are consistently distributed throughout the tank. The temperature of the fuel in the tank responds

instantly and uniformly to changes in internal energy. Additionally, the work done by pressure at the inlet

and outlet of the tank is negligible compared to the internal energy entering and leaving the tank [87].

The heat can be transmitted to the fuel in several ways. The heat can be transferred directly to the fuel

in the tank or through a fuel system which includes several sources/sinks and fluid transportation elements:

Fuel Thermal Management System (FTMS). A system-based approach of fuel thermal management,

which is based on the mass and energy balance equations at each component/control volume, including

the fuel tank, is going to be used in this work. In this context, the fuel tank modelling considering a control

volume is also the most suitable. Extensive coverage of this approach has been brought out to the public

in the last few years.

In the design proposed by German [83], more fuel is extracted from the tank (ṁ1) than is required for

propulsion (ṁe). Before being sent to the engine, the fuel collects heat (Q̇heater) from the heat-generating

components. The excess fuel (ṁr) is then recirculated through a low-temperature heat exchanger

rejecting heat (Q̇cooler) to the ambient environment before being returned to the tank. For each component

of the system, transient mass and energy balance equations were formulated under the assumption

that the physical properties of the fuel remained constant. German numerically integrated the governing

equations to figure out how the fuel tank temperature changed over time under different flight conditions.

The research concludes that the thermal endurance of the aircraft improved when the initial mass of fuel

was increased. In numerous subsequent papers, the same generic design was numerically simulated

using a system-level approach [76, 84, 85]. Doman began with the same set of governing equations as

the previous study but incorporated the changes in ambient air temperature with altitude, and obtained an

approximate analytical solution for predicting the cruising altitude that would maximise the fuel thermal

endurance [84]. The scheme used for the aforementioned FTMS modelling is illustrated in Figure 2.5. A

strategy for a dual-tank fuel thermal management architecture was subsequently proposed by the same

research group. Huang also carried out an experimental work [88], where a dimensional analysis and

water as a surrogate for the fuel are used to validate the theoretical results.

Pang et al. [89] extended German [83] analysis for a high-speed vehicle. Especially for these vehicles,

such as supersonic aircraft, due to the combined impacts of airborne thermal load and aerodynamic
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Figure 2.5: Block diagram of FTMS, adapted from [83, 84].

heating, the thermal endurance capacity of fuel will decrease as flight time increases. The modelling

approach was similar to the one introduced by German, but this time considering the cumulative effect of

aerodynamic heating on the fuselage and higher boundary layer temperatures.

In the same context, Aly et al. [86] studied four fuel thermal management system configurations. First,

only a single tank and heat exchanger are considered. The second method recirculates surplus fuel back

to the fuel tank, using a second heat exchanger to cool down the hot fuel. The third method is similar,

but has a feed tank for recirculating fuel, so the main tank stays cooler. The last system recirculates fuel

back into the main tank, but it also contains a feed tank where the fuel is stored before being utilised

as a heat sink and burned in the main engine. The simple layouts show that recirculating hot fuel into

a tiny reservoir is inefficient. Comparatively, moving hot recirculation fuel to a larger, unrestricted tank

is a better way to handle thermal loads. The article forecasts that architectures with several fuel tanks

and techniques to transport recirculated fuel to large tanks with reasonably cold fuel have the smallest

thermal impact. Recently, Manna et al. [87] also developed a model of an aircraft thermal management in

which fuel is cycled through heat dissipating/sourcing components. The modelling approach is similar to

the one described above and an extensive parametric study is carried out to understand the influence of

some designing parameters on the system efficiency. The model and results will be used in Section 3.4

to verify the FTMS developed in this thesis work.

It is easy to understand that to use fuel as a heat sink, many architectures can be employed, using

single or dual recirculation tanks and different heaters and coolers layouts. In this context, Kellermann

et al. [90] carried out a study to determine the potential of using fuel as a heat sink on a hybrid-electric

model for 180 passengers, whose energy supplies are kerosene and Li-ion batteries. Two different layouts

were taken into consideration: one with integrated fuel heat exchangers on the top and bottom surfaces

of the wing (Concept 1) and one with conventional heat exchangers put inside the conventional fuel tank

(Concept 2). Results showed that Concept 1 could provide the required cooling power in all mission

points except for the Taxi case. The installed system added 120 kg of structural mass to the wings. In

concept 2, the heat required to cool the devices could only be met in take-off. A reference cooler was also

modelled as a compact cross-flow heat exchanger and ram air system with a NACA inlet. If no additional

cooling fuel is needed, according to the trade studies, Concept 1 would have a fuel burn advantage when

compared with the traditional RHX (fuel burn improvement of up to 0.6%).

17



Storage and conversion heat sinks

If waste heat could be saved or turned into energy of a more usable kind, such as work, this would be

a good use. Although storage and conversion heat sinks are out of this project scope, a brief description

of the main technologies studied for TMS integration is presented in Table 2.3.

Table 2.3: Storage and conversion heat sinks.
Heat sinks Description TRL [12]

Phase Changing Materials Materials that have the ability to release or absorb
energy during the phase transition stage, providing
heat or cooling. Useful for infrequent peak loads.
May be suitable for a battery thermal system. Low
thermal efficiency, volume expansion, and liquid leak-
age after melting could be an issue [91].

4-6

Thermoelectric sink Devices that produce electricity from heat via the
Seebeck effect or absorb heat via the Peltier effect
when a voltage is applied across them [92].

3-4

Caloric materials Materials that utilising magnetic, electric, or mechan-
ical forces, provide cooling effects [93].

2-3

Thermionic converters Heat engine that transforms thermal energy directly
into electrical energy. The energy source is heat, and
the working fluid is the electron [94].

≤3

2.2.3 Thermal transport systems

Heat Exchangers In order to transfer heat from one process fluid to another, a Heat Exchanger (HEX)

is used. Although these devices are well established and widely used in engineering systems, there is

still a great deal of investigation on how to enhance their efficiency, reduce weight, increase compactness

and improve manufacturing techniques, especially in the aerospace sector. Compact heat exchangers

are frequently used in the aviation industry [95]. It is a common practice to optimise heat exchangers

by maximising thermal conductance in a given volume, while simultaneously minimising resistance to

fluid flow. Heat exchangers with enhanced surfaces, or fins, can achieve high thermal performance

with reduced parasitic power consumption [96]. Single and multiple pass cross-flow and counter-flow

configurations are employed to increase heat transfer surface area per unit volume and therefore reach

higher densities. For example, in the aerospace field, compact brazed shell-and-tube units are produced

for the task of oil cooling, which is frequently paired with fuel preheating. It is also usual to implement

plate-fin units using ram air for the aircraft environmental control. The demand in the aerospace industry

for heat exchangers is notoriously high, involving delicate compromises between a conflicting design and

performance factors across a wide range of operating situations [97]. In some cases, heat exchangers

need to be manufactured in unique designs that will help them fit into confined and asymmetrical surfaces

(Section 2.2.4). Because of these stringent requirements and lower production rates, the price is often

considerable [98].
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Passive systems Passive heat transmission components are devices like heat pipes, thermosyphons,

and vapour chambers. Heat pipes are closed, sealed systems with a porous wick soaked in a working

fluid and a hollow centre in the pipe element. In this system, the fluid turns into vapour when heat is

taken in at one end of the pipe. The vapour moves down the hollow middle of the pipe. Then, the

vapour cools at the cold end and turns back into liquid, which flows back to the wick. The difference

between a thermosyphon and a heat pipe is that the working fluid in the thermosyphon is moved by

gravity and natural convection and does not have wicks. Using vapour chambers, which are like heat

pipes, enables to move heat in two or three dimensions [99]. The use of passive transport components

has a lot of benefits, such as not having any moving parts, being easy to maintain, and not needing any

energy to work. They work well for ”federalised” local cooling and can be used in aviation systems for

cooling avionics, electromechanical actuators, and de-icing and anti-icing systems [100, 101]. However,

designing a heat pipe is hard since its performance depends on how it is oriented and also because

it can only move over short distances (3 m) [12]. Although these passive transport components have

already been used in aircraft (TRL ≥7) [12], they will not be considered as part of the TMS architectures

modelled in this work.

Simple liquid/gas cooling loops Closed or semi-closed loop cycles that only require pumping or

blowing a liquid or gas, as well as heat acquisition at the source and heat rejection at the sink. Air and

liquid cooling loops in aviation are at a very advanced stage of technological readiness since they are

easy to implement and do not consider significant phase change [11, 17].

Refrigeration cooling loops The air-standard refrigeration cycle (Brayton) and its many variants are

widely used in aircraft environmental control systems [11]. Vapour Compression Systems (VCSs) are

also used in refrigeration cycles in general cooling systems but not so often as Brayton cycles. VCSs

are significantly more efficient than air cycles, although they have several drawbacks that make them

less practical. These include a high mass and a low maximum allowable operating temperature [11].

Nevertheless, this technology has a high TRL in aviation [12] and is going to be used in some architectures

developed in this work.

2.2.4 New trends in heat transfer technologies

In recent years, new thermal management solutions for more electric aircraft have been developed

and investigated as the expertise of such aircraft has increased. Many of these solutions are not yet ready

for implementation. Nonetheless, some of them have already demonstrated considerable promise at

low TRLs, including additive manufacturing, nanofluids coolants, superconducting devices and cryogenic

coolers.

Additive manufacturing builds a part by adding material layer by layer, which means that less material

is wasted. Programming-controlled environment makes the realisation of complex heat exchangers

Computer-Aided Designs (CADs) possible. Also, the whole part can be made in a single piece. This

indicates that the individual parts do not have to be made separately like in the traditional processes,
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so leakage problems can be mitigated [102]. Research on fluids for thermal management to increase

the cooling effectiveness is also an important topic and many recent studies have aimed to determine

whether nanofluids may be used as a substitute for the conventional coolants or not. Nanofluids, which

are composed of nanoparticles suspended in base fluids, may offer superior thermal conductivity and

heat transfer performance when compared to conventional coolants such as water and ethylene-glycol

[103]. The increased overall heat flow rate in the presence of nanoparticle concentrations is due to

a higher collision rate between nanoparticles and heat exchanger channel walls. Another important

discussion topic to highlight is the use of superconducting devices and cryogenic coolers. Using

high-temperature superconductors in electric machines or cables could reduce the size and voltage

requirements of such components due to their high current carrying capacity [55]. The liquid state

of hydrogen has a cryogenic temperature of 20-25 K, which permits its use to cool superconducting

electrical devices [56]. When these components are cooled with liquid hydrogen, the evaporated hydrogen

can be used to generate electricity (fuel cells). Therefore, using liquid hydrogen can help to cool the

superconducting machines and, at the same time, create power reducing CO2 emissions and improving

engine performance. However, the space required to store the liquid hydrogen in the airplane is limited

as discussed in Section 2.1. Thus, cryogenic technology for aircraft propulsion is unlikely to be available

within 30 years [57].

2.3 Theoretical overview of research TMS architectures

Most of the technologies described in Section 2.2 are used in the current research on thermal

management for electrified aircraft propulsion. Since the TMS represents a huge design challenge to

enable future HEP in commercial aviation, many efforts have been carried out to integrate these two

systems. Some of the most recent and relevant studies are covered in more detail in this section.

2.3.1 NASA University Leadership Initiative program

As stated in Section 2.1, a 76-passenger hybrid-turboelectric regional jet to enter service in the 2030s

is being developed by a group of universities working together under NASA’s ULI program [10, 104].

Since thermal management is revealed to be a critical difficulty for electric propulsion implementation, the

ULI program has also focused attention on the development of these systems. The electric propulsion

system design of this study is comprised of eight Integrated Motor Drives (IMD) that are powered by two

generators and one battery.

The research group [10, 104] proposed two different thermal management systems. One is for the

IMDs of the wing (inverter and motor) and the other is for the energy storage system (battery). Each IMD

will be cooled by a fan-ducted air-cooled oil cooler, while the cooling of the battery module is done by

integrating it with the existing environmental control system, so that any surplus air cooling capacity from

the ECS could be exploited. The oil selected for the oil cooling loop was Polyalphaolefin (PAO). In spite of

the high thermal inertia of the battery, the authors determined that the current ECS is sufficient to keep
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the battery below the temperature limit if it operates at maximum speed throughout the entire flight. While

this eliminates the weight the penalty (ECS is already part of the aircraft), the increased engine bleed air

and ram air required to run it at maximum speed does result in a 1.4% increase in the block fuel burn.

Figure 2.6 shows the full TMS.
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Oil Pump

Heat Exchanger

Bleeded Air
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Ram Air

Generator

Battery

Oil Loop

Motors and
Inverters

Bus

Figure 2.6: ULI aircraft proposed cooling system, adapted from [10, 104].

Shi et al. [105] continued this work by updating the TMS since it was recognised that the system may

not be able to remove all the heat generated from the inverter and the motor during take-off and climb.

This research proposed two solutions: (1) use extra PAO to absorb the excess heat not removed; (2) use

a phase changing material, namely magnesium chloride hexahydrate and Urea-KCL. The work concluded

that TMS with additional PAO has the largest weight and block fuel burn penalties since the large latent

heat of the PCM makes it much lighter than PAO. Comparing the two TMS with PCMs, Urea-KCL presents

a smaller weight penalty because it has larger latent heat and thermal conductivity.

2.3.2 NASA electrified aircraft programs

Chapman et al. [106] developed different thermal management systems for three NASA electrified

aircraft propulsion concepts. The three vehicles are the STARC-ABL, RVLT tiltwing and PEGASUS, which

have already been mentioned in Section 2.1. For sake of brevity, the RVLT tiltwing thermal management

system will not be presented here since the VTOL aircraft concept is smaller and presents a rather

different mission profile than the regional aircraft studied in the FutPrInt50 project.

For each concept, two power-plants and TMS systems were developed: a traditional one representing

the state-of-the-art and an advanced one that accounts for electrical component technology progress.

Baseline technology used a DC electric bus. The advanced electrified propulsion power system used

a High Efficiency Megawatt Motor (HEMM), an efficient electrical transmission architecture and high

efficiency converters. The HEMM worked with a superconducting rotor coil and cryogenic cooling to

increase motor efficiency.
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The STARC-ABL baseline TMS had an engine oil loop, rectifier loop, and BLI fan loop. The baseline

generator was added to the engine oil cooling loop, which used engine bypass air and a fuel-to-oil cooler.

The BLI fan motor and inverter were cooled using a propylene glycol mixture (PGW30). The fan air was

only considered for cooling engine loop (Figure 2.7). The advanced TMS architecture is simple, with no

oil loop, no rectifier load, and no engine air cooling loop (Figure 2.8).

Table 2.4 displays the simulation findings. They also simulated a corrected baseline TMS with the

electric system only. In the advanced configuration, the coolant fluid was changed from PGW30 to Pure

Silicone Fluid with a viscosity of 5cSt (PSF-5), reducing coolant specific heat and consequently increasing

the required power due to PSF-5’s higher viscosity. Despite the fact that the advanced TMS needs a

greater amount of power than the reference, the weight and drag of the advanced TMS are one order of

magnitude lower.
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Figure 2.7: STARC-ABL baseline TMS architecture, adapted from [106].
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Figure 2.8: STARC-ABL advanced technology TMS architecture, adapted from [106].

Regarding PEGASUS, both baseline and enhanced designs for TMS were identical, since the battery

was supplying DC power directly. The TMS design was modular, with two different types of loops. One

contained an inverter and motor for the tip, inboard, and BLI components. While the other was only

responsible for cooling the battery. PGW30 and PSF-5 were again used as coolants.
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A 30% reduction in weight is achieved when comparing the advanced designs to the baseline, as

seen in Table 2.4. Due to the higher viscosity of the coolant used in the advanced arrangement, more

power is needed to run the TMS. However, the power consumption is still far below 1 kW. The decreased

drag is in line with the need for less power rejection of the advanced configuration.

Table 2.4: TMS design metrics for NASA electrified aircraft, adapted from [106].

STARC-ABL

Total TMS Loop Baseline Corrected Baseline Advanced

Weight (kg) 197.97 109.33 50.77
Power required (kW) 0.20 0.14 0.31

Drag (lbf) 14.68 13.11 4.52

PEGASUS

Total TMS Loop Baseline Corrected Baseline Advanced

Weight (kg) 195.55 - 138.89
Power required (kW) 0.22 - 0.30

Drag (lbf) 17.64 - 12.67

2.3.3 Subsonic Single Aft eNgine

Recently, Heersema et al. [107] published a TMS study for the Subsonic Single Aft eNgine (SUSAN)

Electrofan aircraft that is still ongoing. NASA’s SUSAN is a concept for a 180-passenger regional aircraft

that uses 20 MW of power with waste heat of the order of 1 MW [108]. The temperature limitations of

the majority of electric components necessitate the rejection of waste heat at temperatures between

30 and 200 oC. Heersema et al. [107] projected three distinct thermal management loops that operate

at temperatures appropriate for each thermal load. The first thermal management loop will service the

battery system at a nominal temperature of 40 oC with outer mould line cooling. The second thermal

management loop will service the electrical system at a nominal temperature of 60 oC. The electrical

thermal management loop will be coupled with both an outer mould line surface heat exchanger and a

liquid-ram air heat exchanger. The third thermal loop will serve the turbofan operating between 80 and

150 oC and consisting of a liquid-ram air heat exchanger and a fuel-liquid heat exchanger. The liquids

used were PGW30 and PSF-50. Preliminary values for mass, power, and drag of conventional liquid/air

heat exchangers were calculated. Also, by calculating the temperature of the fuel over the entire duration

of the mission, the potential of using it as part of the TMS was evaluated. The preliminary conclusion

drawn from this evaluation of the trade space is that none of the evaluated thermal management methods

can realistically be used individually. A combination of methods will be required.
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2.3.4 Summary of TMS research

A summary of the most relevant TMS architectures presented in this chapter for different heat transfer

technologies is shown in Table 2.5, including the number of passengers and propulsion architecture.1

Table 2.5: Research TMS architectures.

Aircraft (Propulsion) PAX Cooling system References

ECO-150R (TE) 150 Ram air and liquid [40]

STARC-ABL (TE) 154
Engine fan air, ram air, fuel, liquid

(oil+PGW30/PSF-5) and SHX
[69, 70, 106]

PEGASUS (PH) 48
Ram air, liquid (PGW30/PSF-5)

and SHX
[69, 106]

SUSAN (TE) 180
Ram air, fuel, liquid (PGW30/PSF-5)

and SHX
[107]

ULI (TE) 76 Ram air, PCM, ECS air and liquid (PAO) [10, 104, 105]

Short-range aircraft (TE) 180 Ram air–based cooling system [63]

Short-range aircraft (PH) 180 Fuel tank with internal heating and SHX [90]

From this literature study, it is possible to draw the conclusion that several criteria influence the

selection of TMS architecture design technologies. The kind of aircraft (hybrid or electric), the amount

of heat produced/emitted by the various components, and the TRL of heat transfer technologies will all

impact the performance and design of the TMS architecture.

Among all heat transfer systems with a greater TRL, liquid cooling, ram air cooling, outer mould line

cooling, heat exchangers and using fuel as a heat sink are the most promising for TMS architectures.

The majority of the TMS topologies researched for hypothetical aeroplanes presented in this literature

overview are based on the technology of liquid-ram air cooling loops. This technique must be paired with a

fluid that has a large thermal capacity, such as PAO, PGW30, or PSF-5 (and in the near future, nanofluids),

in order to remove a substantial quantity of heat from the various components. This conclusion will be

taken into account to build the thermal management system proposed in this work in Section 3.2.

1The FTMS proposed by several studies to a general aircraft can also be considered when designing the TMS [76, 83–87].
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Chapter 3

Methodology

This chapter describes the development of the models and the simulation procedure. It starts by

describing the reference aircraft and mission profile as well as the system requirements (Section 3.1).

A general system description of the TMS architectures analysed is also provided in Section 3.2. Then,

each component model for these architectures is documented in Section 3.3 and verified (comparing to

reference data) in Section 3.4. The chapter concludes by presenting the simulation procedure (Section 3.5)

as well as the optimisation model developed (Section 3.6).

3.1 Reference aircraft and mission

3.1.1 Hybrid-electric propulsion architecture

According to the architectures presented in Section 2.1, designing an air vehicle to be completely

electric would result in no pollutant emissions during flight. However, due to the lower specific energy of

the existing batteries when compared to conventional fuels, the range of such an aircraft would be very

restricted [4]. A hybrid-electric idea addresses this problem by combining the benefits of both worlds,

i.e. the range offered by conventional jets and the reduction of direct pollutant emissions by using an

electrified engine with improved efficiency. For the purpose of assessing the possibilities of hybrid-electric

propulsion, a reference aircraft design using sophisticated conventional technology was built within the

scope of the FutPrInt50 project. The ATR42-600 was thought to represent the operational state of the

art for this aircraft category [13]. Therefore, the reference configuration chosen is identical to the one

implemented in the ATR42-600: a high wing, two turboprop engines beneath the wings, and a T-tail.

In the scope of the aforementioned project, several hybrid-electric architectures have been studied

during this first phase of the project and the most promising ones can be surveyed in full detail in [109].

The base propulsion architecture used to design and size the thermal management system is a parallel

hybrid architecture with two turboprop engines running on sustainable aviation fuel and coupled to an

electric motor each. Powering the motors are also one or more battery packs. Wingtip propellers expand

the power-plant and are powered by an electric motor and the battery packs. The power is managed by a

Power Management and Distribution Unit (PMDU) and the fuel by a Fuel Management and Distribution
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Unit (FMDU). Figure 3.1 illustrates this hybrid-electric design used for the TMS sizing [109]. The light

grey elements serve as components that convert energy, such as motors, generators, gas turbines and

fuel cells. Red lines and boxes stand for electric parts, such as cables, batteries and PMDU. The green

elements represent all components that process chemical energy, such as the SAF tank, fuel lines and

FMDU.
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Figure 3.1: FutPrInt50 proposed HEP architecture, adapted from [109].

According to the [11], the TMS should be responsible to keep the batteries, motors, converters, and

inverters, among other electric devices, in a certain temperature range. With this point in mind, an

estimation of the total waste heat load created by these components and the temperature ranges that

each component should operate was discussed. The minimum and maximum temperature reference

values set during this phase of the project are presented in Table 3.1 [11] and the total heat load for each

flight segment is shown in Table 3.2.

Table 3.1: Components temperature range.

Component Max. temperature [◦C] Min. temperature [◦C] Nominal temperature [◦C]

Battery packs 50-60 -20 25
Electric motor 120-180 -30 100
Power electronics 100 -20 50-70

Table 3.2: System heat load per mission segment.

Mission phase Taxi-out Take-off Start/End Climb Cruise Descendent Landing Taxi-out

Heat load [kW] 119 237 119/147 88 0 197 119

The TMS will be designed to manage half of the total heat load according to the symmetry of the HEP

architecture. To understand the total impact on the aircraft, the total mass, power consumption and the

number of elements will be then multiplied by two. The estimations presented in Table 3.2 show that the

critical heat waste load occurs during the take-off phase (237 kW). Since these heat load values are only

initial guesses, a round number of 100 kW (200 kW/ 2) is considered as a generic heat load (Q̇equip) for

the TMS sizing. In fact, considering the heat load as constant is a major important assumption, even if its

value is conservative. However, having a constant heat load that needs to be managed makes it easier to

figure out the different heat dissipation capacity of the components throughout the different stages of the
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flight. The control temperature (Tcontrol), i.e. the inlet liquid temperature on the heat load, will be limited

by the battery pack since it has the lowest maximum allowable temperature. A value near the battery

nominal temperature (305 K) is considered to guarantee the well-functioning of the component.

3.1.2 Top-level aircraft requirements and reference mission

FutPrInt50 defines close to 40 Top-Level Aircraft Requirements (TLARs) for a regional hybrid-electric

50-passenger aircraft in terms of flying performance, operational elements, market needs, environmental

improvements, and regulatory standards [13]. The most relevant in the context of this work are presented

in Table 3.3.

Table 3.3: TLRAs of FutPrInt50, adapted from [109] [110].

TLARs Value/Range

Number of passengers 50
Maximum operating altitude 7620 m (25000 ft)
Design flight speed 450–550 km/h
Design range (design cruise speed, design payload) 400 km + reserve

The aircraft has a design range of 400 kilometres while carrying its full cargo. Additionally, reserves

are designated as 185 kilometres and 30 minutes of extra holding [109]. According to project analyses,

using a global flight database for the year 2019, this accounts for around 70% of regional turboprop flights

within the European area [13]. As shown by the planned mission distance, the average length of a flight is

rather short. Consequently, a design cruising speed of 450 to 550 km/h is specified. This is analogous to

modern turboprop aircraft. Reducing this speed would eventually reduce the productivity of the aircraft by

decreasing the number of daily flights. Moreover, FL 2501 is defined as the maximum operating altitude,

since for the typical turboprop mission duration of one hour, a higher cruise altitude is not required, as it

will result in a longer climb segment. Figure 3.2(a) outlines a simplified mission profile for the reference

flight without the alternate route. The cruise altitude was considered to be 7010 m. A velocity profile was

also drawn for this mission as depicted in Figure 3.2(b) [111].

To obtain the performance of the design range mission by segment some assumptions were made

taking into account some reference values of climb rate and fuel consumption of the baseline aircraft, i.e.

the ATR42-600 [112]. Furthermore, a reserve fuel mass of 344 kg is also considered. The discussed

values are presented in Table 3.4.

Table 3.4: Design range mission performance by segment.

Segment Fuel [kg] Time [min] Distance [km] Specific Range [km/kg]

Climb 148.1 14.6 87.4 0.590
Cruise 125.8 16.4 152.1 1.209
Descent 103.1 27.8 160.4 1.557
Total 377 58.8 400 1.061

1It is worth to note that FL stands for flight level and 250 denotes an altitude of 25000 ft.
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Figure 3.2: Flight mission.

The components and systems precise location in the aircraft is still on study in this project phase.

However, a first estimation of some general aircraft dimensional parameters was done, which will be

important to obtain some reference measures for the fuel tank and system ducts. An overview of

the aircraft initial outer mould line design and the relevant dimensions are presented, respectively, in

Figure A.1 and Figure A.2 in Appendix A.1.

3.2 TMS architectures

Several TMS architectures inspired by some literature models presented in Section 2.3 were discussed

during an initial phase of this work, within the scope of the FutPrInt50 project. With the intention of

recurring to high TRL technologies and understanding if the current solutions can be applied to HEP,

five schemes using liquid cooling, ram air, vapour systems and fuel are modelled. The choice of these

technologies to integrate into the TMS systems enables a better estimation of the actual impact on the

aircraft level. All five proposed architectures are presented in Figures 3.3, 3.4 and 3.5, following the same

colour scheme.

In architecture 1, depicted in Figure 3.3(a), the heat is removed from the generic heat load by a liquid

cooling cycle, outlined by the light blue arrows. The liquid is a mixture of 60% of Ethylene-Glycol and

40% of Water (EGW). The heat will then be transferred to a vapour compression system. The system is

typically composed of an evaporator, compressor, condenser and expansion valve. The refrigerant used

in the cycle, depicted by the orange arrows, is the R134a. Simply, R134a is heated on the evaporator,

then compressed and cooled on the condenser by rejecting heat to the external air through an inlet (ram

air, outlined by the dark blue arrows). Architecture 2, illustrated in Figure 3.3(b), is similar to architecture

1, only adding a skin heat exchanger, i.e. another heat rejection station before the evaporator. At the SHX,

heat is rejected to the environment air through the aircraft surface. The remaining heat is transferred to

the VCS and the following mechanism is the same as architecture 1.
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Figure 3.3: Proposed TMS Architecture 1 (A1) and Architecture 2 (A2).

Both architectures 3 and 4, shown in Figure 3.4, only use liquid cooling and external air to reject

the heat generated by the heat load. In architecture 3, the mixture of water and ethylene-glycol only

transfers heat to a mass flow of ram air, while in architecture 4, the liquid passes first through the SHX,

also rejecting heat to the air boundary layer.
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Figure 3.4: Proposed TMS Architecture 3 (A3) and Architecture 4 (A4).

Architecture 5, presented in Figure 3.5, uses sustainable aviation fuel as a heat sink. Heat is again

removed from the heat load by a liquid cooling cycle. This time, the heat is transferred to a Fuel Thermal

System, via a Fuel Heat Exchanger (FHX) and the remaining to ram air, via a ram air heat exchanger. A

mass flow of fuel leaves the tank to enter FHX where it collects heat from EGW. A proportioning valve

splits the incoming fuel mass flow rate into an amount that is sent to the engine for combustion and

propulsion purposes, and an amount that is recirculated back to the tank after it has rejected heat through

SHX. The remaining heat is removed through ram air to ensure that the EGW temperature is controlled

through the heat load.
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Figure 3.5: Proposed TMS Architecture 5 (A5).

3.3 Component model and formulation

This section covers the component level thermal/fluid modelling based on the TMS architectures

presented in Section 3.2. The equations for thermal balance, pressure drop and mass estimation will be

presented for each component. All model equations were created using Matlab/Simulink. It is worth to

recall that the thermal management system is half-sized, so all the components should be duplicated in

the aircraft system.

3.3.1 Heat load

Heat load represents all equipment to be cooled and is provided to the system as a heat transfer

rate Q̇equip. The coolant outlet temperature can be calculated using the first law of thermodynamics

(principle of conservation of energy) applied to a control volume with fluid crossing its boundary adapted

to a simplified steady-flow thermal system [113]. The properties of the mixture of ethylene-glycol and

water for different temperatures are obtained from tabulated data [114].

To calculate the required liquid mass flow rate, a norm from a SAE (Society of Automotive Engineers)

report is used [115]. For liquid cooled avionics, flow rates range from 0.023 kg/s to 0.045 kg/s per kW

(Oliquid) for coolants such as EGW mixtures. Due to the serial design of the liquid cooling loop, the mass

flow rate of the coolant stays constant for each component. The numerical equations for the heat load

and mass flow are given by:

Q̇equip = ṁliquid · cp · (Tliquid,o − Tliquid,i) = ṁliquid · cp · (Tliquid,o − Tcontrol) (3.1)

ṁliquid = Oliquid · Q̇equip, (3.2)

where Q̇equip represents the heat transfer rate from the heat load, Tcontrol the maximum allowable tempera-

ture (305 K as aforementioned), ṁliquid the liquid mass flow, cp the specific heat at constant pressure and

T the liquid temperature. The i and o subscripts distinguish between fluid entry and exit, respectively.
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The liquid pressure drop across this stage is set to 5 kPa using project data (this parameter only

influences the size and power consumption of the system hydraulic pump). The mass of the heat load

that represents all the hybrid-electric propulsion sources is not considered in the thermal management

system sizing since it is already accounted for in the power-plant design.

Figure 3.6 represents the steps of the heat modelling in sequential order.

Heat load 

Calculation of liquid mass
flow

Liquid outlet temperature 

Control temperature 

Heat load energy balance 

Figure 3.6: Heat load flowchart.

3.3.2 Liquid flow and ducts

Ducts are designed to transport fluid between two components. In this work context, circular aluminium

pipes are used. Moreover, the duct surface is assumed to be adiabatic, so the coolant temperature is

considered constant while the fluid is flowing through the duct. As a project input data, a maximum fluid

velocity vliquid of 2.5 m/s through the ducts is assumed. To calculate the ducts hydraulic diameter (Dh) so

that the fluid reaches that velocity, the following equation is used:

Dh =
4 ·

√
Acrossducts

π
=

4

π
·

√
ṁliquid

ρliquid · vliquid
, (3.3)

where ρliquid is the liquid density and Acrossducts stands for the cross-sectional area of the ducts. The length

(L) of the ducts is set and the value of its thickness (t) is also a system input, discussed in Chapter 4

in Table 4.2. The pressure drop throughout the system tells how much pumping power is needed. It is

shown in Equation 3.4 that the pressure drop (∆p) for a routing duct is dependent on the length of the

ducts, mass flow, hydraulic diameter and friction factor f [113].

∆p =
8 · L · ṁ2

liquid · f
ρ · π2 ·D2

h

(3.4)

The friction factor is calculated using equations for different ranges of Reynolds (Re) values. This

latter is a dimensionless parameter that correlates inertial and viscous loads considering a given length L

(for this case, the hydraulic diameter), velocity v and fluid properties as follows:

ReL =
ρ · v · L

µ
, (3.5)
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where ρ and µ denote the considered fluid density and dynamic viscosity, respectively.

Petukhov came up with a correlation for a smooth surface that works for a wide range of Reynolds

numbers ReD [113]:

f = (0.790 · lnReD − 1.64)
−2

3000 ≤ ReD ≤ 5× 106. (3.6)

The mass of the duct is calculated considering the geometrical parameters discussed above and the

material density. Aluminium density is considered constant and equal to ρal = 2780 kg/m3. The total

mass is given by mducts = ρal · π ·Dh · L · t.

3.3.3 Pump

The ethylene-glycol and water mixture pump is designed to compensate for the entire pressure drop

of the coolant as a result of its passage through the ducts, heat loads and heat sinks. Using an equation

derived from the known value of pressure drop throughout the system (∆p), the fluid density and assuming

a constant efficiency (ηpump = 0.5), the pump power may be estimated [116]:

Wpump =
ṁliquid ·∆p

ρliquid · ηpump
. (3.7)

Fluid temperatures are also examined as part of the pump model where Wpump · (1− ηpump) represents

the heat loss from the pump to the working fluid (fuel or EGW mixture):

Wpump · (1− ηpump) = ṁliquid · cp · (Tliquid,o − Tliquid,i). (3.8)

Pump mass is calculated through a component regression curve relating the maximum liquid flow

rate/power required to a weight value, using data from different global manufacturers. The component

mass characteristic curve is presented in Figure A.4 in Appendix A.3.

The flowchart representing the hydraulic pump modelling is shown in Figure 3.7.

3.3.4 Heat exchangers

Two sorts of heat exchanger challenges are faced on a daily basis. On the one hand, there is the

design challenge, where the temperatures and flow rates of the fluids entering the heat exchanger are

specified, as are the intended hot or cold fluid exit temperatures. Subsequently, the issue with the design

is then the choice of a certain kind of heat exchanger and its size. On the other hand, there is the

performance challenge, where an existing heat exchanger may be used to estimate its performance.

Additionally, the heat transfer rate and fluid output temperatures of the heat exchanger are measured

and recorded [113]. In this conceptual phase, a numerical algorithm for heat exchangers is employed

to calculate the outlet temperatures and the possible heat transfer rate transferred in each HEX using a

performance approach.

The primary variables of a heat exchanger are its heat transfer rate Q̇HEX [W], surface exchanger area
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Figure 3.7: Hydraulic pump flowchart.

AHEX [m2], heat capacity rates C(ṁ · cp) [W/K] and total heat transfer coefficient U [W/Km2]. To determine

the heat transfer rate, the first law of thermodynamics, in the same conditions as those presented in

Section 3.3.1 (steady flow energy equation), is applied on hot and cold fluid sides:

Q̇HEX = ṁh · cp,h · (Th,i − Th,o) , (3.9)

and

Q̇HEX = ṁc · cp,c · (Tc,o − Tc,i) , (3.10)

where subscripts h and c distinguish between hot and cold fluids, respectively.

Newton’s cooling law may be extended by using the global heat transfer coefficient U and an adequate

mean temperature difference Tlm as follows:

Q̇HEX = U ·AHEX ·∆Tlm. (3.11)

In the above equation, the area AHEX denotes the contact surface between a fluid and a wall; and it

calls for the greater of the two areas when the areas on each side of the wall are different. It is worth

mentioning that no correction factor was applied. The appropriate average temperature difference is a

Log Mean Temperature Difference (LMTD) and the heat exchanger analysis may be performed using this

approach [117]:

∆Tlm =
∆T2 −∆T1

ln (∆T2/∆T1)
=

∆T1 −∆T2

ln (∆T1/∆T2)
, (3.12)

where ∆T1 and ∆T2 represent the terminal temperature differences between the two fluids. A counter-flow

heat exchanger is chosen since it has a higher log mean temperature difference for identical intake and

output temperatures than parallel flow HEX. For a counter-flow heat exchanger, the values of ∆T1 and

∆T2 are given by Equations 3.13.
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 ∆T1 ≡ Th,1 − Tc,1 = Th,i − Tc,o

∆T2 ≡ Th,2 − Tc,2 = Th,o − Tc,i

 . (3.13)

To design the ram air-EGW and fuel-EGW HEXs, a value of 10 K for ∆T1 is used as a project design

requirement. The influence of this design parameter will be taken into account in the optimisation design

presented in Section 3.6. Even though some typical UA values could also be considered, the use of

reference values of ∆T1 between the two fluids that guarantee a good heat transfer rate is assumed a

better approach since the impact of the HEX area and mass is a study topic. The three-equation system

(Equations 3.9, 3.10, and 3.11) is then solved to obtain the heat transfer rate, the HEX conductance

(UAHEX), the outlet temperatures or the ram air mass flow required (RHX case).

For the mass estimation of heat exchangers in the conceptual phase, the total heat transfer surface

area is needed. The detailed calculation of the global heat transfer coefficient was not considered in this

project. Instead, reference overall heat transfer coefficients for the different flows [118, 119] are used.

Using the result values of (UAHEX) and reference U , the surface area can be estimated (AHEX). Assuming

compact heat exchangers [98, 120], their mass (mHEX) and volume (VHEX) are obtained according to the

following equations, respectively:

mHEX = ρHEX · VHEX · (1− σ) , (3.14)

VHEX =
AHEX

β
. (3.15)

In the above expressions, the porosity factor (σ) and surface density (β) values are estimated based

on provided references. According to [95, 98], for FHX, aluminium shell-and-tube structures are ideal

and frequently used in the aerospace sector for fuel preheating. Shell-and-tube exchangers can also be

both compact and tiny and, in the aerospace sector, can reach surface density values up to 1500 m2/m3.

For RHX, an aluminium plate-fin exchanger would be the most suited option since it is already used in

environmental control exchangers. Plate-fin heat exchangers have typical porosity ranges of 0.6–0.75

depending on the alloy. The values described in Table 3.5 are the ones considered in the calculations.

Table 3.5: HEX design parameters [95, 98].

Heat Exchanger Type U [W/m2K] σ [-] β [m2/m3]

FHX Shell-tube 300 0.65 500
RHX Plate-fin 500 0.65 800

In order to simplify the model and according to project data, the pressure drop is again not calculated

in detail in this phase. The liquid flow pressure drop across the heat exchanger is considered constant

and equal to 5 kPa.

Figure 3.8 represents the above described modelling procedure for both ram air-EGW and fuel-EGW

heat exchangers.
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Figure 3.8: Heat exchangers flowchart.

3.3.5 Ram air inlet/outlet

A ram air intake and an outtake are employed to gather the needed air flow and expel it to the ambient.

The standard ideal isentropic relations are used to compute the ram air pressure and temperatures [121]:

Tram,i = T∞ ·
(
1 +

γ − 1

2
·M2

∞

)
, (3.16)

pram,i = p∞ ·
(
1 +

γ − 1

2
·M2

∞

) γ
γ−1

, (3.17)

Mram,o =

√√√√ 2

γ − 1

[(
pRHX,o

p∞

) γ−1
γ

− 1

]
, (3.18)

Tram,o =
TRHX,o

1 + γ−1
2 M2

ram,o
, (3.19)

vram,o = Mram,o ·
√
Tram,o · γ ·R, (3.20)

where TRHX,o and pRHX,o represent the air temperature and pressure, respectively, when exiting the ram

air heat exchanger, γ is the ratio of specific heat (for air, γ = 1.4), R is the gas constant (287 J/kgK) and

M∞ is the Mach number of the aeroplane. The ambient static temperature T∞ and pressure p∞ are

obtained using the International Standard Atmosphere (ISA) atmospheric model.

TRHX,o is calculated through the thermal balance previously described (Equations 3.9, 3.10, and 3.11).

In what concerns the pressure estimation, a pressure increase of 1.5% passing through the fan and a

pressure decrease of 3% passing through the heat exchanger are set as a project requirement for this

kind of systems. The drag penalty for this system is estimated by Equation 3.21, where ṁramair, ηn and

vram,o represent, ram air mass flow, nozzle efficiency coefficient and ram air outlet speed, respectively

[120].

D = ṁramair · (ηn · vram,o), (3.21)
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To get the drag coefficient CD, the drag force is divided by the wing area Awing and p∞.

CD =
D

Awing · p∞
. (3.22)

Since a low-fidelity model is used to measure the ram drag, the system gives more of an indication

of how much ram air the cooling system needs than a precise drag force impact. Nevertheless, the

approach followed here yields a conservative drag estimation (without the Meredith effect). The approach

applied to model the ram air inlet and outlet is described in the flowchart of Figure 3.9.

ISA Atmosphere 
Flight profile 

Calculation of air inlet
temperature and pressure

Calculation of air
thermophysical properties

Ram air inlet energy balance 

Calculation of exit Mach, 
temperature and air velocity

Fan power 
consumption Efficiency 

Air inlet temperature Air inlet pressure 

Ram air outlet energy balance

Fan Mass 

Manufacturer Regresssion

Calculation of fan power
and drag

Drag penalty 

Air outlet pressure and
temperature (from
condenser/RHX) Ram air mass flow 

Figure 3.9: Ram air inlet and outlet flowchart.

3.3.6 Fan

To compensate for a lack of ram air created by the aircraft during take-off and landing, the fan is

activated. In those phases, the fan will be responsible for increasing the air pressure by 1.5% and for

ensuring the required ram air flows through the ram air heat exchanger. Similar to the hydraulic pump,

the power electric consumption is given by:

Wfan =
ṁramair ·∆p

ρram,i · ηfan
, (3.23)

where ηfan is the fan efficiency. A usual value of fan efficiency of 0.5 is used in this phase. The ram air

density is calculated through,

ρram,i =
pram,i

R · Tram,i
. (3.24)

The fan mass is calculated using the same approach as in the liquid pump and the regression curve

is presented in Figure A.5 in Appendix A.3.

The fan modelling flowchart is similar to the hydraulic pump flowchart presented in Figure 3.7.

3.3.7 Vapour compression system

A vapour compression system is used for cooling the solution of ethylene-glycol and water in TMS

Architectures 1 and 2. As mentioned before, the cycle working refrigerant is R314a. The properties of

saturated and super-heated Refrigerant 134a are taken from Shapiro et al. [116]. As a common VCS, the
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system is composed of an evaporator, a compressor, a condenser and an expansion valve, as portrayed

in Figure 3.10. Each component is modelled by the principles introduced in [116].

1

23

4
Evaporator

Condenser

Compressor

Expansion  
valve

Figure 3.10: Vapour compression cycle.

As the refrigerant flows through the evaporator, heat transfer from the area being cooled causes the

refrigerant to vaporise. For a control volume surrounding the refrigerant side of the evaporator, the heat

transfer rate to the flowing refrigerant (Q̇evap) is given by:

Q̇evap = ṁref · (h1 − h4) , (3.25)

where ṁref is the refrigerant mass flow and h is the enthalpy per unit mass at each stage. The refrigerant is

then compressed, exiting the compressor to a relatively high pressure and temperature. Mass and energy

rate balances for a compressor enclosing control volume produce the following formula for compressor

work Wcomp considering that there is no heat transfer:

(Wcomp)isen = ṁref · (h2isen − h1) (3.26)

where the subscript isen represents the state obtained by an isentropic evolution. The previous approach

does not describe the actual compression performance. Irreversible compression must be considered.

Considering an isentropic compressor efficiency ηisen, the irreversible compression is described by:

ηisen =
(Wcomp)isen

(Wcomp)
=

h2isen − h1

h2 − h1
(3.27)

The compressor electric consumption taking into account the equipment efficiency (ηcomp) is given by

Welect = Wcomp/ηcomp.

The refrigerant then flows into the condenser, where the heat is transferred from the refrigerant to the

surrounding colder environment (ram atmospheric air). The rate of heat transfer from the refrigerant to

the ram air is presented as Q̇cond,

Q̇cond = Wcomp + Q̇evap = ṁref · (h2 − h3) . (3.28)

Finally, in state 3, the refrigerant enters the expansion valve and expands to the evaporator pressure.
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This procedure is often depicted as a throttling procedure where:

h3 = h4. (3.29)

In this irreversible adiabatic expansion process, the refrigerant pressure falls and there is an associated

rise in specific entropy. At state 4, the refrigerant leaves the valve as a mixture of liquid and vapour at the

evaporation reference temperature.

In a vapour compression system, net power input equals compressor power as the expansion valve

has no input or output. Thus, the efficiency of the vapour compression refrigeration system is measured

by the so-called Coefficient Of Performance (COP), given by:

COP =
Q̇evap

Wcomp
. (3.30)

Regarding the compressor mass, its estimated following the same approach as the hydraulic pumps:

based on component typical regression curves. The data used is presented in Figure A.6 in Appendix A.3.

The pressure drop of 5 kPa in each equipment is considered constant as previously described. To

calculate the mass of the evaporator and condenser, as for the heat exchangers, Equations 3.14 and 3.15

are used. The evaporator is considered a shell-tube as the FHX and the condenser a plate-fin as the

RHX. Typical values of heat transfer coefficient between the different fluids are again assumed [95, 98].

Table 3.6 summarises these considerations.

Table 3.6: Condenser and evaporator design parameters [95, 98].

Heat Exchanger Type U [W/m2K] σ [-] β [m2/m3]

Evaporator Shell-tube 450 0.65 500
Condenser Plate-fin 450 0.65 800

Table 4.2 also presents the parameters used to size the VCS ducts. Finally, the vapour compression

system flowchart used in this modelling is shown in Figure 3.11.
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Figure 3.11: VCS flowchart.
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3.3.8 Skin heat exchanger

The heat transferred through the skin heat exchanger, in similarity with the approach followed for the

HEX, is given by:

Q̇SHX = U ·ASHX ·∆Tlm. (3.31)

Unlike the modelling approach of the HEX, where the UA values are determined, for the SHX

modelling, the global heat transfer coefficient is calculated and the surface is a system input according

to the available skin area of the aircraft (ASHX). The global heat transfer coefficient neglecting the wall

thermal resistance, radiation effects and fouling factors is defined in terms of convective individual heat

transfer coefficients hext and hint:

U =
1

1
hext

+ 1
hint

. (3.32)

So the convection correlations for both internal and external flows to determine hint and hext are respec-

tively used.

Internal Flow

The Nusselt number Nu is the dimensionless surface temperature gradient and measures convective

heat transfer. From the knowledge of Nu, it is possible to calculate the average convection coefficient hint.

For a circular tube, the relation between NuD and hint is given by:

NuD =
hint ·Dh

κ
= f (ReD, P r) , (3.33)

where κ is the thermal conductivity coefficient. For a given geometry, the Nusselt number must be some

universal function of Reynolds ReD, and Prandtl Pr numbers.

Considering a turbulent flow in circular tubes, Gnielinski provides a correlation for smooth tubes

throughout a wide Reynolds number range, including the transition zone [113, 122]:

NuD =
(f/8) · (ReD − 1000) · Pr

1 + 12.7 · (f/8)1/2 ·
(
P

2/3
r − 1

) . (3.34)

This correlation is valid for 0.5 ≤ Pr ≤ 2000 and 3000 ≤ ReD ≤ 5 · 106. The Reynolds and Prandtl

numbers are calculated in steady-state conditions using the usual relations (Equations 3.35 and 3.5,

respectively):

Pr =
µ · cp
κ

(3.35)

The fluid properties (constant pressure specific heat, viscosity and thermal conductivity) are considered

constant besides the temperature variation and the friction factor is calculated using the relation presented

in Equation 3.6.
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External Flow

In order to calculate the external convective heat transfer coefficient, some considerations must be

taken into account. During flight, cold ambient air adjacent to the outer surface of the aircraft increases in

relation to the static temperature through ram effects [123]:

Taw = T∞ ·
(
1 + r · γ − 1

2
·M2

∞

)
, (3.36)

The recovery factor for the turbulent boundary layer (r) is given by r = Pr1/3, where Pr is the Prandtl

number for air. It represents the fraction of total temperature recovered in the boundary layer as air

molecules rest on the surface. Taw is the adiabatic wall temperature.

Using a flat-plate analogy, the external heat transfer coefficient may be calculated at any location on

the fuselage or wing, considering a Reynolds within 107 < Rex < 109 [123]:

hext = ρ∞ · cp · v∞ · 0.185 · (log 10(ReX))
−2.584 · Pr−2/3, (3.37)

where v∞ is the aeroplane airspeed and ReX is the Reynolds number, considering X the distance along

the fuselage/wing from its nose/leading edge to the point of interest. The thermophysical properties of

the air (cp, µ, and Pr) are obtained using the tables from [113]. ρ∞ and T∞ are again obtained by the

ISA atmosphere model. The Reynolds number is calculated using Equation 3.5 and aeroplane velocity

can be estimated by the following expression:

v∞ = M
√
γRT∞, (3.38)

ρ∞, v∞, µ are evaluated at reference T ∗:

T ∗ =
Taw + T∞

2
+ 0.22 (Taw − T∞) . (3.39)

Energy Balance

As described for the heat exchangers, after calculating the global heat transfer coefficient the following

system of three non-linear equations is solved:


Q̇SHX = ṁair · cp · (Tair,o − Taw) (air-side balance)

Q̇SHX = ṁliquid · cp ·
(
Tliquid,i − Tliquid,o

)
(liquid-side balance)

Q̇SHX = U ·ASHX ·∆Tlm = U ·ASHX · ∆T2 −∆T1

ln (∆T2/∆T1)
(general balance)

, (3.40)

where ∆T1 = Tliquid,i − Tair,o and ∆T2 = Tliquid,o − Taw.

The air mass flow that is heated passing through the aircraft surface is calculated by Equation 3.41:

ṁair = tbd · LSHX · v∞ · ρ∞, (3.41)
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where tbd represents the air boundary layer thickness and LSHX the flow characteristic length. The

characteristic length is considered equal to the SHX area, assuming a unitary width (1 m) for the contact

surface. For the boundary layer thickness, a reference value of 0.01 m is used as a project suggestion

based on past experiments. Although this value is hard to predict due to the boundary layer chaotic

behaviour, Pang et al. [67] also state that for actual flying conditions, the thermal boundary layer thickness

of the air flowing through the aircraft skin is less than 0.05 m.

Mass

The impact of the structure mass of the skin heat exchanger is also an important topic in this study.

The mass is calculated according to the experiment setup structure carried by Pang et al. [67], however

considering circular ducts instead of rectangular ones. The SHX is considered to be an aluminium block

with 7.6 mm of thickness and face area equal to the area considered as an input in the SHX system

(ASHX). The block also has circular tubes with a diameter of 6 mm and with a surface area equal to half of

the SHX area (ASHX/2). The total skin heat exchanger volume is obtained by subtracting the volume of

the channel from the block volume, as:

VSHX =
(
ASHX · 7.6 · 10−3

)
−
(
ASHX

2
· 6 · 10

−3

2

)
. (3.42)

The mass of the skin heat exchanger may be estimated as mSHX = ρal · VSHX. The aluminium density

(ρal) is presumed constant and again equal to 2780 kg/m3.

The model can be described by the flowchart shown in Figure 3.12.
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Figure 3.12: SHX flowchart.

3.3.9 Fuel system

The fuel system used for the thermal management in architecture 5 is presented in Figure 3.13 with

all the nomenclatures used in the following explanation.

As discussed in Section 2.1.2, some proposed sustainable aviation fuels adhere to the exact specifi-

cations set forth in the ASTM D7566 standard. Gevo has created technology that integrates with and
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Figure 3.13: Fuel thermal management system.

makes use of the infrastructure already in place in the fermentation industry, such as ethanol produc-

tion [124]. Alcohol-to-jet fuel produced by Gevo is derived from isobutanol, which may be produced in

already-existing ethanol plants. The effectiveness of this strategy has already been proven by Gevo in a

considerable number of airports throughout the globe. Not all sustainable aviation fuels integrate as well

with infrastructure. This is the reason why a mixture of Gevo with Jet Propellant 8 is used in this phase.

The properties of GEVO-JP-8 are taken from a US air force research laboratory report [125].

Fuel tank

The fuel tank can be modelled in several different ways depending on the application and the data

that needs to be analysed. Different modelling approaches were presented in Table 2.2. Since the focus

of this study is more on the energy balances and thermal interactions side, the fuel tank is modelled as a

control volume with recirculation. The main governing equation of the fuel tank will be given by [87, 89]:

dEcv

dt
= Q̇2 − Q̇1 − Q̇loss. (3.43)

The energy of the control volume may be represented using the following equation:

Ecv = mT · cp · (TT − T ∗) , (3.44)

where TT and mT represent the instantaneous temperature and mass of the fuel in the tank, respectively.

T ∗ is a reference temperature and cp is again the constant pressure specific heat of the fuel. At any given

time, the temperature of the fuel coming out of the tank is the same temperature as the fuel inside the

tank. The heat transfer rate Q̇1 is given by:

Q̇1 = ṁ1 · cp · (TT − T ∗) , (3.45)

Additionally, ṁ1 is the mass flow of fuel out of the fuel tank in kg/s that will change during the different

flight phases (climb, cruise and descent), attending to the values of Table 3.4.

After going through the wing skin heat exchanger, the fuel enters the tank at a given temperature Tc.

The heat transfer rate Q̇2 is given by:

Q̇2 = ṁr · cp · (Tc − T ∗) , (3.46)
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where ṁr represents the recirculation fuel mass flow. Note that ṁ1 = ṁe + ṁr, where ṁe is the rate at

which fuel is fed to the engine for propulsion purpose. ṁe is related to the instantaneous fuel mass in the

tank as follows:
dmT

dt
= −ṁe. (3.47)

To calculate the heat loss of the fuel through the tank walls to the environment the following expression

is used:

Q̇loss = Uwall ·Awall · (TT − Taw) , (3.48)

where Uwall measures the thermal resistance between the fuel all the way up to the ambient air. A

reference project design value for Uwall of 40 W/(m2K) is used. Awall represents the portion of the tank

wall both exposed to external flow and the fuel in m2 and is estimated as follows:

Awall =
m

m0,max
·As +Ab. (3.49)

Since the actual size of the tank is still unknown in this project phase, an estimation of the side wall

area of the tank As and the tank bottom area Ab based on the geometrical parameters presented in

Figure A.2 is carried out. Typically, a commercial aircraft presents a tank up to 85% of wing-span (b) [126],

within a wing-box confined between 12% and 71% of chord (c) [127] and has a thickness to chord ratio of

around 14% [128]. In this work, the fuel tank is assumed to go up to 70% of the wing span with a width of

25% of the chord. These values are used in the following calculations:

As = (0.7× b
2 )× (0.14× c) = 2.8298m2,

Ab = (0.7× b
2 )× (0.25× c) = 5.0531m2.

(3.50)

The final fuel tank balance equation results in:

d (mT · cp · (TT − T ∗))

dt
= ṁr · cp · (Tc − T ∗)− ṁ1 · cp · (TT − T ∗)− Uwall ·Awall · (TT − Taw) . (3.51)

The fuel tank mass is not considered in this phase since it is already integrated into the airborne

power-plant design.

Fuel-EGW heat exchanger and fuel skin heat exchanger

The fuel-EGW heat exchanger is a preheating stage for the fuel before engine combustion. The

modelling of FHX was previously described in Section 3.3.4. The fuel wing SHX follows the same

modelling approach as described in Section 3.3.8, just taking into consideration the internal fluid properties

for fuel and a slightly different position for the SHX (i.e. different reference value of X and considering

the leading edge as a reference flow for the flow length). Moreover, since the internal fluid has a lower

thermal resistance and does not impact much on the global coefficient, the U value was considered

to be 80% of the external convection coefficient (0.8 · hext) [87]. The temperature of the heated fuel is

referenced as Th. The mass of fuel SHX is calculated using the equation presented in Section 3.3.8.
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Fuel system lines and pump

The fuel pump of A5 is designed only to guarantee the recirculation of the fuel to the tank. The fuel

pump responsible for the fuel line maintenance between the fuel tank and the engine is already part of the

aircraft and it is not being taken into account when designing the TMS. With the focus on calculating the

power consumption of the fuel pump, some typical pump data for an aircraft is considered, in particular, a

reference pressure drop value (∆ppump = 1200 lb/in2) and efficiency (ηpump = 0.5) [89]. Once again, the

power consumption of the fuel is given by equation 3.7. The heating of the fuel due to pump inefficiency

is given by equation 3.8. To estimate the recirculation fuel pump mass, a regression curve presented in

Figure A.7 in Appendix A.3, is used. The fuel lines are not taken into account in the mass estimation,

since they are already incorporated in the mass of the aircraft structure. The FTMS flowchart is presented

in Figure 3.14.

FTMS energy balance

Solve fuel tank diferential
governing equation Fuel tank temperatureFuel outlet temperature

SHX energy
balance

Fuel heated temperature 
(from FHX) 

Fuel initial mass 
Fuel flow rates 

Fuel initial temperature 

Figure 3.14: FTMS flowchart.

3.4 Component verification

3.4.1 Heat exchangers and VCS

The counter-flow heat exchanger described in Section 3.3.4 is verified through the typical hot and

cold fluid temperature distributions associated with this type of HEX [113]. Considering steady-state

conditions and constant properties, the temperature difference between the hot and cold fluids is obtained

for a specific flight point.

The VCS is benchmarked using the temperature–entropy (T − s) diagram of an actual VCS [116]

showing a good match.

3.4.2 Skin heat exchanger

The SHX modelling approach is similar to the one followed in the heat exchanger section. The main

difference is that, in this phase, the global heat transfer coefficient is calculated through fluid and air flow

properties. Since the external convection has more impact on the heat transfer, the calculation of the

external heat transfer coefficient is the critical parameter in the modelling process. To calculate the heat

transfer coefficient Equation 3.37 is used [123]. Since there is no public experimental data for the SHX

external heat transfer coefficient, the only way to verify the model, is to use a different approach for the

calculation of the heat transfer coefficient and compare it to the reference one. Mao et al. [62] presented

a different equation in order to obtain hext. Additionally, another semi-empirical model, from Incropera et

44



al. [113], was included to compare with the implemented one and the one from the article. Applying the

three equations to the project mission segment, the results presented in Figure 3.15 for the external heat

transfer coefficient are obtained.
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Figure 3.15: SHX external coefficient verification with semi-empirical expressions from Incropera et al.
[113] and Mao et al. [62].

The difference between the three external coefficients during the whole mission is quite significant

since these are distinct semi-empirical models that had different bases in the experimental evidence. It is

also worth to note that the implemented model provides a higher heat transfer coefficient than the others,

which can potentiate the SHX usage. Therefore, care should be taken in the future design stages to

evaluate this coefficient with higher fidelity tools.

3.4.3 Fuel system

As described in Section 3.3.9, the fuel thermal management system is created based on the model

developed by Manna et al. [87] combined with some details introduced by Pang et al. [89]. To verify the

FTMS and as a first design phase, the model introduced by Manna was replicated. The system of FTMS

is similar to the one proposed in the scope of this project. The main components are a fuel tank, with fuel

at TT inside; a high-temperature heat exchanger (heater) that represents the heat source rejecting heat

at a rate Q̇h. At the outlet, the fuel is at a temperature of Th, while the surface of the high-temperature

heat exchanger is at Tsource. A value for the heater conductance is assumed constant UhAh. The system

also has a fuel valve and low temperature heat exchanger (cooler) at a temperature Tsink where the

recirculation fuel passes through. The fuel temperature is Tc as it leaves the low temperature heat

exchanger. A flat-plate model of the external surface of the cooler is used to determine its heat transfer

coefficient.

Different modes of operation are considered in the study, but only mode 1 (constant heat sink

temperature) was reproduced in this phase. The temperature curve results presented by Manna et

al. [87] are shown in Figure 3.16(a). Compared to our design model, presented in Figure 3.13, the

heater represents a simpler and equivalent fuel-EGW heat exchanger version; while the cooler is a

similar wing skin heat exchanger version since it also considers a flat-plate with external flow to calculate
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the global heat transfer coefficient. Given the fact that the method used for the calculation of the

heat transfer coefficient is not detailed in the aforementioned article (missing data of the characteristic

length considered to calculate the external Reynolds number and external heat transfer coefficient), the

global heat transfer coefficient was calculated using the same method described by Equation 3.37. The

enthalpy of the fuel, assumed to be Jet-A fuel, is obtained from a report which documents the library

of thermodynamic data used by the NASA Glenn computer program CEA (Chemical Equilibrium with

Applications) [129]. The results obtained are presented in Figure 3.16(b). The shape of the curves is

similar in both plots. Although the difference is small, it can be possibly explained by the different global

heat transfer coefficients considered in the cooler.

(a) Changes over time for the fuel temperature of the
fuel thermal management system [87].
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(b) Changes over time for the fuel temperature of the
replicated fuel thermal management system.

Figure 3.16: FTMS verification.

3.5 Simulation procedure

The simulation is done using Simulink/Matlab interface with a simulation time of 3600s, representing

the flight duration according to Figure 3.2(a). The architectures schemes are obtained by placing each

Simulink block in series taking into account the corresponding architecture layout. The Simulink blocks

diagram of A5 can be found in Figure A.3 of the Appendix A.2. For illustrative purposes, the complete

flowchart of architecture 5 is also presented in Figure 3.17. The remainder of the architectures is in

Appendix A.4.

3.6 Optimisation model

For engineers, the design process involves a series of iterations. This iterative design approach may

be replaced with design optimisation to shorten the design cycle and improve the quality of the final

product. Design optimisation involves a formal description of the optimisation method including the design

variables to be adjusted, the objective to be reduced, and the constraints to be fulfilled. During the TMS

conception, many variable values were estimated. Since some of them have a large impact on the final

results and different performance metrics, an optimisation study is carried out in this phase.
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Figure 3.17: Architecture 5 flowchart.

3.6.1 Multi-objective optimisation

The optimisation design first step involves drafting a description of the design challenge, including a

system description and a list of all the goals and criteria to be fulfilled. The next step is to choose the

variables that characterise the system, i.e. the design variables - x. The dimension of the optimisation

problem is determined by the number of design variables and the challenge is to set their lower and upper

limits. A summary of all the design variables considered for each architecture and their corresponding

limits are presented in Table A.1 in Appendix A.5.

Then, the objective function - g(x), which is a metric that decides if one design is superior to another,

must be established. This function must be a computable scalar for the specified vector of design

variables. The goal function may be minimised or maximised within the set of prescribed constraints,

depending on the task. In the great majority of real design optimisation problems, there are function

constraints. However, because the purpose of this research is to determine the actual effect of HEP

and TMS on a future aircraft, no constraints are imposed. With this in mind, the optimisation problem

statement can be defined as: minimise/maximise the objective function by varying the design variables

within their bounds [130].

There is no universally efficient optimisation strategy for solving all sorts of problems. Thus, it is

essential to identify the optimisation challenge and comprehend the properties of optimisation algorithms

in order to pick the optimal method for solving the problem at hand. The main optimisation methods may

be categorised in [130]:
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• Gradient-free algorithms, where the user only needs to supply the models that calculate the objective

and constraint values for every given set of permitted design variables.

• Gradient-based algorithms, which use gradients of both the objective and constraint functions with

respect to the design variables.

When gradients are unavailable, such as in the case of ”black-box functions” or, in this case, Simulink

models, gradient-free methods may be advantageous. Additionally, unconstrained problems, can also be

treated by using gradient-free algorithms. One key benefit of a gradient-free algorithm is that it does not

presume function continuity. Having to balance a number of different goals at once is another common

justification for switching to an approach that does not rely on gradients since it allows a better exploration

of the design space [130]. In this work, a gradient-free multi-objective function is used. Firstly, it is difficult

to guarantee that the Simulink models behave as continuous functions. Secondly, there are various

contradicting targets that cannot be simply incorporated into a single purpose, namely, drag penalty, total

mass and energy consumption. These three parameters are the ones set as the objective functions to be

minimised in the TMS optimisation problem, which can be mathematically stated as follows:

minimise g(x) = [Energy Consumption (x) , Mass (x) , Drag (x)]

with respect to x
. (3.52)

With multiple objectives, we have to reconsider what it means for a point to be optimal. In a

multidisciplinary design optimisation, we use the concept of Pareto optimality [130]. If one design

is better than another in every metric, we say that design dominates. If no other assessed points have

dominance over it, then that point is said to be non-dominated. Pareto optimal refers to the optimal point

that is non-dominated by any other point in the entire domain. It only indicates that no other point is

dominant over it; however, it does not imply that this point is the most dominant of all. The Pareto set is the

collection of all possible optimum solutions (x∗), while the Pareto front is the set of all possible optimum

functions (g(x∗)). Pareto front can be optimal or sub-optimal as illustrated in Figure 3.18. Considering the

complexity involved and the high-dimensionality of some optimisation issues, a really optimum Pareto

Front is often not attained.

Sub-optimal
Designs

Pareto Front

Optimal Designs

Figure 3.18: Example of optimal and sub-optimal Pareto fronts.

Multi-objective design problems may be solved using weighted-sum, epsilon-constraint, normal

boundary intersection, and evolutionary algorithms [130]. Genetic algorithms (GAs) are the most popular
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and well-known sort of evolutionary algorithms, and the solution chosen for this problem since it has a

low computational cost and it is adequate for covering the entire design space.

GAs are population-based, being characterised by a global search [131]. Rather than a single

beginning point, the optimisation begins with a group of design points (population), and each optimisation

iteration (generation) modifies this set. Each point is represented by a chromosome with the values

for every design variable. Each variable in the design is represented by a gene. Using an algorithm

inspired by biological reproduction and evolution, GAs develop the population via three primary steps: (1)

selection, (2) crossover, and (3) mutation. Reproduction and mutation stages remain the same in the

multi-objective form of the GA compared to the single-objective variant. The fundamental distinction is

in the fitness evaluation and selection method. In this work, the elitist Non-dominated Sorting Genetic

Algorithm (NSGA-II) introduced in 2002 by Deb et al. [132], as provided in [133], is used.

An algorithmic step of NSGA-II involves locating a non-dominated set (i.e., the current approximation

of the Pareto set). In addition to defining the non-dominated set using NSGA-II, the goal also passes

through sorting all members of the population by their dominance depth, also known as non-dominated

sorting. All non-dominated points in the population (i.e., the current approximation of the Pareto set) are

ranked 1 according to this method. The next group of non-dominated points is assigned a rank of 2,

and so on, as presented in Figure 3.19. Using the provided NSGA-II algorithm and after setting up the

optimisation design variables and objective functions, the Pareto Front for the TMS architectures can be

obtained.

Level 3

Level 2

Level 1

Figure 3.19: An illustrative example of Rank 1, 2 and 3 of NSGA-II.

3.6.2 Optimisation under uncertainty

Uncertainty is a part of every practical engineering challenge. It can come from a variety of sources

and it is always present throughout the engineering process. In the aeronautical sector, aerodynamic

loads, flying speed, angle of attack and tolerances on dimensions and shapes are some examples of

these uncertainties [134]. Uncertainties in design variables and simulation models are ignored by a

deterministic optimisation approach. When x is labelled as ”uncertain,” it is no longer a deterministic

input. Instead, it is a probability-distributed random variable [130].

Changing the typical deterministic problem is necessary to incorporate uncertainties into the design

optimisation process. Robust Design Optimisation (RDO) and Reliability Based Design Optimisation

(RBDO) are two of the most popular approaches that account for uncertainty [135]. A design is considered

robust if its performance is less susceptible to inherent variation. ”Performance” in this context is directly
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associated with the objective function in optimisation. Consequently, the objective function of a robust

design is less sensitive to variations in the random design variables and parameters. This can be

accomplished by formulating an objective function that takes these variations into account and reflects

uncertainty. There are numerous formulation options for robust design optimisation problems. The

most typical objective is to minimise the expected value of the objective function. Variance, or standard

deviation, is an additional frequently used metric. These two measurements represent a compromise

between risk (variance) and return (mean) [130]. Thus, a RDO problem can be formulated by:

minimise G (µg(x), σg(x))

subjected to P
(
xLB
k ≤ xk ≤ xUB

k

)
≥ Pbounds k = 1, ..., nDV ,

(3.53)

where µg is the mean value, σg the standard deviation, x the deterministic design variable, nDV the

number of design variables, and P the probability. Now, the robust objective (G) is a function of the mean

and standard deviation of the objective (g), which in turn depends on the probabilistic distribution of the

variables.

Several methods are available for computing the mean and standard deviation analytic integration.

Among these is the Sigma Point (SP) method. SP is based on the principle that it is simpler to match an

input distribution (typically a normal distribution) than to linearise (or approximate) a non-linear mapping.

To compute integrals in SP, a process similar to Gaussian integration is used, but the sample locations

and weights are optimised to match the first moments of the input probability distribution [136].

In this work, an in-house RDO code with the SP method was adapted for solving the optimisation

problems under uncertainty. The variables carrying uncertainty are the ambient temperature at sea level

and the external flow boundary layer thickness. Therefore, the performance of the different architectures

will be less sensitive to inherent variability in the external temperature (counting for hotter and cooler

days) and in the external boundary layer and its chaotic behaviour.

3.6.3 Coupled TMS and HEP optimisation

In order to simulate the thermal management system with different propulsive architectures, different

energy sources and with a more realistic heat load value instead of a 100 kW generic one, in a further

study, the TMS A5 was coupled with a series, parallel and turboelectric propulsion computational models

developed by Iara [18]. A multi-objective optimisation using the same NSGA-II algorithm is conducted in

this phase with the goal of minimising the total system mass (TMS and HEP) and CO2 emissions. The

design variable is the hybridisation factor, which expresses the percentage (from 0 to 1) of total power

that comes from the electric system (battery). The emissions are evaluated using Equation 3.54.

mCO2
=

(ebat,p

2000
+ ebat,re

)
Ebat + ef,p ×mT0 × e∗f + eff,cs ×mT0 +

eliquid,p

2000
×mliquid, (3.54)

where e stands for emission factor, bat for battery, f for fuel, p for production, re for recharge, cs for

50



consumption, E for energy, m for mass, and e∗ for energy density. The constant 2000 represents

the number of cycles between battery replacements. The emission factors considered are detailed in

Table A.2 for an optimistic and pessimistic environmental scenario.

Increasing the hybridisation factor will increase the battery load and mass and decrease the CO2

emissions. The power dissipated by each architecture component will be different for each hybridisation

factor, as well as the fuel mass flow required by the internal combustion engine. These parameters

will influence the behaviour of the thermal management system. The results are discussed in the next

chapter. It is worth mentioning that no feasibility limitation to the mass of the entire system is posed, thus

care should be taken when analysing the results since the same aerodynamic characteristics are being

considered.
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Chapter 4

Results

With the implementation of the different thermal management system architectures completed, in

this chapter, the results of each architecture are presented, compared and discussed. After presenting

the baseline scenario used to simulate the different TMS in Section 4.1, the baseline results are shown

in Section 4.2. A physical interpretation of these is carried out, as well as a critical discussion and

comparison between the different architectures analysed. The impact of the TMS baseline solutions on

mass, drag and energy consumption is also a subject of evaluation. In Section 4.3, a parametric study is

conducted to investigate how a selection of different operating conditions and parameters impacts the

performance of the baseline thermal management systems. The overall influence and impact of these

variables are assessed both quantitatively and qualitatively. Lastly, in Section 4.4, the multi-objective

optimisation Pareto fronts with and without uncertainty variables are shown.

4.1 Problem baseline scenario

The baseline simulation scenario for all the thermal management architectures is defined in Table 4.1.

For the baseline results, some geometric parameters of the ducts are also considered and described

in Table 4.2. The reference values for the fuel tank wetted areas were presented in Equation 3.50. The

parameters used in the heat exchangers sizing were also already introduced in Tables 3.5 and 3.6.

4.2 Baseline results

The results displayed in this section represent the baseline scenario for each architecture using the

baseline references described above. Different flight phases are considered in the discussion, including

Take-Off (TO), Cruise (CR) and Landing (L). In Section 4.2.1, the results will be split, presented and

discussed into three different families based on the heat transfer technologies employed: (1) liquid cooling,

RA and VCS (A1 and A2); (2) liquid cooling and RA (A3 and A4); (3) liquid cooling, RA and FTMS (A5).

Then, a comparison supported by a critical discussion of those families is carried out in Section 4.2.2.

Section 4.2.3 studies the overall impact of each architecture on mass, drag and power consumption.
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Table 4.1: Conditions for the baseline scenario of all TMS architectures.
Parameter Value/Range TMS architecture

Flight altitude profile Figure 3.2(a) All
Mach number profile Figure 3.2(b) All
Duration of flight 3600 s All
Equipment heat load Q̇equip 100 kW All
Mass flow rate of liquid per kW Oliquid 0.045 kg/skW All
EGW velocity in the ducts 2.5 m/s All
Equipment maximum allowable temperature Tcontrol 305 K All
Pump efficiency ηpump 0.5 All
Fan efficiency ηfan 0.4 All
Temperature difference HEX ∆T1 10 K All
Condensation Temperature Tcond 325.3 K A1, A2
Evaporation Temperature Tevap 278 K A1, A2
Compressor efficiency ηcomp/ηisen 0.8/0.8 A1, A2
SHX Area ASHX 5 m2 A2, A4, A5
Thermal boundary layer thickness tbd 0.01 m A2, A4, A5
Distance along the fuselage/wing to SHX X 18 m/0.5750 m A2, A4/A5
Initial tank fuel temperature TT0 288 K A5
Initial tank fuel mass mT0 721 kg A5
Mass flow rate of fuel to the engine ṁe Table 3.4 A5
Mass flow rate of recirculation fuel ṁr 0.15 kg/s A5

Table 4.2: Ducts geometrical parameters.

Duct length - L [m] Duct Thickness - t [m] Duct diameter - Dh [m]

EGW flow 20 0.0025 -
R314 flow 10 0.00117 0.0254
Fuel flow 5 0.0025 -

4.2.1 Family architecture baseline results

Architectures 1 and 2 Architectures 1 and 2 are presented in Figures 3.3(a) and 3.3(b), respectively.

Both use a liquid cooling loop, a vapour compression system and a ram air inlet to cool the equipment.

The difference between the two is that, in architecture 1, the heat is only removed via the evaporator to

the vapour cycle, while, in architecture 2, before transferring heat to the VCS, the liquid rejects heat to the

ambient air through a skin heat exchanger.

The results of the variation of the EGW temperature at different points of the liquid cooling loop are

presented in Figure 4.1(a). In both cases, the equipment heat waste (100 kW) warms the EGW mixture

approximately in 7 K: from 305 K (that is considered the control temperature) to approximately 312 K.

In architecture 1, the evaporator will be responsible for rejecting all the heat load and cooling down the

liquid again from 312 K until 305 K. In architecture 2, the liquid is cooled in two sections. The yellow

line in Figure 4.1(a) represents the outlet EGW mixture temperature after passing through the SHX. The

SHX cooling capacity is expected to be higher at cruise altitude, according to [71] and confirmed in
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Figure 4.2(a), due to the lower ambient air temperature. According to the ISA model, the atmospheric air

temperature for the mission profile is presented in Figure 4.1(b).The small peaks in the temperature profile

are related to changing Mach at a constant altitude or changing altitude at a constant Mach. The fluid

outlet temperature is also lower in CR. During take-off and landing, since the atmospheric temperature is

unfavourable, the liquid exits the SHX at a higher temperature.
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Figure 4.1: EGW temperature at different liquid cooling circuit points (A1 and A2) and atmospheric air
temperature profile.

The heat transfer rates for A1 and A2 in the different stations can be seen in Figure 4.2.

For A1, the heat that needs to be rejected by the evaporator (green line in Figure 4.2(b)) is the

total equipment waste and the additional heat introduced by the hydraulic pump (almost negligible). To

guarantee the VCS energy equilibrium, the heat load exchanged in the condenser is the sum of the

evaporator heat transfer rate with the compressor work. This way, the condenser of the vapour cycle

will reject approximately 128 kW to the ram air. The heat transfer rate exchange in the condenser and

the VCS compressor work are highlighted by the green line, respectively, in Figures 4.2(c) and 4.3(b).

It is interesting to note that, unlike A2, the heat transfer rate exchanged by all the components in A1 is

constant since it only depends on the heat load, control temperature and evaporation and condensation

temperatures that are considered constant throughout all the mission.

In A2, the heat transfer rates in the different stations will vary since the system behaviour depends on

the ambient temperature used to cool the liquid in SHX. As previously mentioned, SHX cooling capacity is

higher during cruise, with 25% of the heat being rejected through it in this phase (approximately 25 kW),

as highlighted in Figure 4.2(a). During take-off, SHX is only capable of rejecting approximately 11kW

due to the higher ambient temperature. An important note taken from this is that, although SHX seems a

feasible and interesting solution in this context, medium to long-haul flights with a longer cruise phase

may be more appropriate.

The variation of the heat transferred to the VCS through the evaporator is the opposite of the variation

of the heat transfer rate across SHX since the sum of both results in the total heat load that enters the

system (ensuring the system energy equilibrium). Since the heat rejected to VCS is at its minimum during

cruise (red line in Figure 4.2(b)), the required compressor work (red line in Figure 4.3(b)) and the heat
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(c) Condenser heat transfer rate.

Figure 4.2: Heat transfer rate results (A1 and A2).

rejected at the condenser (red line in Figure 4.2(c)) are also lower during CR.

Due to the favourable cooling properties of ram air during cruise, less mass flow is required in CR,

setting TO and L as the critical points in terms of ram inlet flow in both cases (Figure 4.3(d)). The ram

air mass flow required is higher in case 1 (green line) since more heat is transferred at the condenser

level. The difference in RA required between both architectures is more visible during CR because, as

previously mentioned and shown in Figure 4.2(c), for architecture 2, the heat transferred to the ram air is

even lower in this phase. Regarding the fan, this device is only used during take-off and landing to ensure

that the required mass flow of RA enters the aircraft. The fan work is 2 kW higher in case 1 (15 kW

represented by the green line in Figure 4.3(c)) when compared to case 2 (13 kW represented by the red

line) since more RA mass flow needs to be pulled. About the electric consumption of the hydraulic pump

represented in Figure 4.3(a), since the pressure drop through the liquid cooling loop is roughly estimated,

the value is only indicative and used to compare the different architectures. In this case, the pump work

required is higher in case 2 (approximately 0.5 kW) since more heat transfer stations are considered,

namely, the SHX, resulting in a greater pressure drop.

The R314 temperature and entropy in the different VCS loop points were already presented in

Figure ??. It is worth to mention that the vapour compression system COP is around 2.8 for the operating
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conditions. This value is in the range of refrigerators typical experimental performance [137].
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(b) Compressor power consumption.
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(c) Fan power consumption.
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Figure 4.3: Power electric consumption and ram air mass flow rate results (A1 and A2).

Architectures 3 and 4 Architectures 3 and 4 are presented in Figures 3.4(a) and 3.4(b), respectively.

Both use a liquid cooling loop and ram air inlet to cool the equipment. The difference between the two is

that, in architecture 3, the heat is only removed via a RHX, while in architecture 4, before rejecting heat

to a ram air mass flow, the liquid transfers heat to the ambient air through a skin heat exchanger. It is

possible to note that case A3 basically corresponds to A1 but replaces the VCS with a RHX, while A4

matches A2 but again replacing VCS with a RHX.

Using the same operating conditions, the SHX in A4 will have the same behaviour and effect in the

system as in A2, as it is possible to prove by comparing Figure 4.2(a) to Figure 4.4(a). This can be

explained by the fact that the air outside temperature is the same, the inlet EGW temperature is the same

and the reference area used to cooled (ASHX) is equal in both cases. This way, the evolution of EGW

temperature in the circuit is the same as described in Figure 4.1(a).

Moreover, it is important to look at the RHX heat transfer rate in Figure 4.4(b). Again, the variation in

both A3 and A4 is the same variation described at the evaporator level for A1 and A2. The difference is

that instead of having an evaporator rejecting heat to a refrigerant and, only then, a condenser rejecting
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heat to a ram air flow, in cases 3 and 4, the heat is rejected directly to the RA. However, the heat transfer

rates of RHX and evaporator at stake are the same when comparing the A1 to A3 and A2 to A4.
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Figure 4.4: Heat transfer rate results (A3 and A4).

The graph presented in Figure 4.5(b) that describes the ram air mass flow variation throughout the

flight has the same behaviour as previously described. The lower ambient temperature (in both cases)

and the lower heat transfer rate required in CR (in A4) result in less mass flow needed for that phase.

Although the ambient conditions are considered the same, more heat is expected to be rejected via the

RHX in A3. This way, the mass flow is slightly higher in A3 with 2.025 kg/s of RA required (green line)

during CR, when compared to 1.575 kg/s of RA for A4 (red line). The fan work presented in Figure 4.5(a)

also has the same response as described for A1 and A2 (Figure 4.3(c)). Again, the necessary fan work is

higher for A3 than A4 since more air flow needs to be pulled inside the aircraft.

0 10 20 30 40 50 60

Flight duration (min)

0

5

10

15

20

25

30

35

40

45

50

F
a

n
 e

le
c
tr

ic
 p

o
w

e
r 

c
o

n
s
u

m
p

ti
o

n
 (

k
W

)

A3

A4

(a) Fan power consumption.
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Figure 4.5: Power electric consumption and ram air mass flow rate results (A3 and A4).

Architecture 5 Architecture 5, presented in Figure 3.5, differs from the other schemes since it also

uses fuel as a heat sink. To use fuel as a heat sink, a fuel thermal management system is developed and

the fuel is heated via a fuel heat exchanger and cooled using the skin heat exchanger concept.
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As the other counter-flow heat exchangers, the FHX is designed to guarantee a temperature difference

(∆T ) between the EGW mixture inlet and the fuel outlet of 10 K. This way, since the equipment heats the

EGW mixture from 305K (blue line in Figure 4.6(a)) until 312K (orange line in Figure 4.6(a)), the liquid

inlet temperature is going to be constant, as well as the heated fuel temperature with a reference value of

approximately 302K (orange line in Figure 4.6(b)). This value is far from the maximum fuel temperature

allowable for GEVO-JP-8, which is considered to be between 318.150 K and 323.150 K according to

[124]. With that said, the concept of thermal endurance will not be evaluated in this work since the fuel

will not be overheated under the effect of heat loads during the flight.

After passing through the fuel heat exchanger, the recirculation fuel is cooled through a skin heat

exchanger. Again, as in the previous cases, for a constant inlet temperature, since the outside air

temperature is lower at the cruise phase, the skin heat exchanger cooling capacity is at its maximum

(Figure 4.7(a)) and the temperature of the cooled fuel will be lower in CR (yellow line in Figure 4.6(b)).

Comparing the minimum fuel temperature (263.526 K) to the GEVO-JP8 freezing point (195.150 K [124]),

no freezing issues are raised in these operating conditions.
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Figure 4.6: EGW temperature at different liquid cooling circuit points and fuel temperature at different
FTMS circuit points (A5).

The recirculation fuel temperature will decrease until the cruise phase, so the fuel temperature in the

tank (blue line in Figure 4.6(b)) is also expected to decrease. The first initial increase described by the

blue line can be explained by two factors. Firstly, in the first flight section, the outside air temperature is

higher than the fuel temperature. The tank walls, a usual medium of heat loss from the fuel to the air,

favour the exchange from the outside air to the fuel, increasing the temperature inside the tank. Secondly,

the temperature of the cooled fuel in the first flight segment is superior to the initial temperature of the fuel

in the tank according to the described operating conditions. After that small temperature increase until

the end of the cruise segment, the heat loss through the tank walls and the lower cooled fuel temperature

(both due to a lower atmospheric temperature) explain the temperature decrease of the fuel in the tank.

After the cruise phase, the outside air temperature increases. Again, this has two main effects on the

FTMS: (1) a decrease in the skin heat exchanger cooling efficiency; (2) a decrease in the heat losses

through the tank walls. Having a higher recirculation fuel temperature from the SHX (higher than the
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actual fuel temperature in the tank) and less heat being transferred to the surroundings of the tank, an

increase in the fuel tank temperature is registered until the end of the flight.

The Q̇loss evolution depends on the temperature of the fuel in the tank and at the same time has an

influence on it. In the first segment of the flight, the negative values of Q̇loss reveal that the outside air

temperature is higher than the fuel temperature, i.e., heat is being transferred from the outside air to

the fuel. After, the temperature of the atmospheric air starts decreasing as well as the fuel temperature.

However, the outside temperature decreases at a higher rate so the difference between the two increases,

leading to more heat being rejected through the tank walls. During the cruise phase, since the aeroplane

is flying at the same altitude and at the same velocity, the outside temperature remains constant, as

shown in Figure 4.1(b). The system determines that the fuel temperature decreases until the end of

cruise, which causes the temperature difference between the outside air and the fuel to decrease and

less heat to be rejected in the tank section in this phase. After the cruise, the outside temperature begins

to rise as well as the fuel temperature. The difference between the two varies, leading to the less clear

variation shown in the last section of the flight (from 35 minutes onwards).
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(a) SHX heat transfer rate.
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(b) Tank loss heat transfer rate.

Figure 4.7: Heat transfer rate results(A5).

Since the inlet temperature and the mass flow rate of the EGW mixture through the FHX is constant,

the heat transferred in this section only depends on the fuel temperature in the tank and the fuel mass

flow. The variation in the temperature of the fuel in the tank was previously described and justified

(blue line in Figure 4.6(b)). Regarding the mass flow rate, according to Table 3.4, it is constant through

each flight phase (climb, CR and descent), decreasing from segment to segment. A lower fuel tank

temperature provides a better fuel heat exchanger performance, and consequently, a lower outlet EGW

mixture temperature in this stage. However, the mass fuel flow rate decrease is unfavourable to the heat

exchange through the FHX. The increase of the fuel temperature in the tank at the beginning of the flight

will lead to a decrease in the heat transfer rate through the FHX in the first flight portion, as described in

Figure 4.8(a). After that, the decrease of the fuel temperature in the tank until the end of CR potentiates

the heat transfer, and although when passing to CR the mass flow rate of fuel decreases, the heat transfer

rate continues to increase. Then the fuel temperature in the tank starts to increase during the descent
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phase and there is a massive break in the fuel mass flow going to the engine which causes the FHX heat

transfer rate to decrease and a visible peak of the heat transfer rate of approximately 35 minutes after TO.

0 10 20 30 40 50 60

Flight Duration (min)

0

2

4

6

8

10

12

14

16

18

20

F
H

X
 h

e
a

t 
tr

a
n

s
fe

r 
ra

te
 (

k
W

)

(a) FHX heat transfer rate.
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(b) RHX heat transfer rate.

Figure 4.8: Heat transfer rate results (A5).

Looking at the liquid cooling loop, since the heat transfer rate through the FHX has the behaviour

described above, in order to dissipate the constant heat load of 100 kW transferred from the equipment

and the hydraulic pump load (248 W) to the EGW mixture, the ram air exchanger exhibits the reverse

behaviour. In other words, when the heat capacity of the fuel heat exchanger is at its maximum, there

is less heat that needs to be removed by the RA. This way, according to Figure 4.8(b), it is possible to

see that the variation of the heat transfer rate in the RHX throughout the flight is the opposite of the

one described for the FHX, and if we sum both contributions the system dissipates the total load of

approximately 100 kW (hydraulic pump load is almost negligible). Regarding the outlet EGW mixture

temperature at the fuel heat exchanger shown by the yellow line in Figure 4.6(a), increasing the heat

transfer rate through the fuel heat exchanger means that the liquid can be cooled until lower temperatures,

so it is possible to identify a minimum after the cruise corresponding to the maximum of the heat transfer

rate registered for the FHX too.

It is also worth to note that the heat transfer rate required from the RHX is decreasing at CR, the

same phase where the ambient air conditions are favourable to the transfer given the low ambient air

temperature. This way, the ram air mass flow required to cool the liquid mixture is lower during CR due

to these two contributing factors, as is possible to see in Figure 4.9. The RA required is not constant

during cruise (in fact it is slightly decreasing) because the RHX heat transfer rate is not constant in this

phase as it was for the previous architectures. Regarding the power consumption, the results for both the

hydraulic pump and fan follow the same behaviour described before and for this reason these components

results are not presented herein. The hydraulic pump work is constant and equal to 497.941 W. The

fan consumes approximately 47.822 kW during take-off and landing phases. The fuel pump power

consumption is assumed to be constant and as mentioned in Section 3.3.9, a typical pressure drop

passing the fuel lines is assumed according to [138]. The fuel pump power consumption value is 3.220 kW

throughout the whole flight since the recirculation mass flow of fuel does not change.

60



0 10 20 30 40 50 60

Flight Duration (min)

0

2

4

6

8

10

12

R
a

m
 a

ir
 m

a
s
s
 f

lo
w

 r
a

te
 (

k
g

/s
)

Figure 4.9: Ram air mass flow rate results (A5).

4.2.2 Comparison between different family architecture baseline results

Heat transfer rate results Table 4.3 summarises the most important heat transfer rate results for some

important flight stages.

Table 4.3: Comparison between heat transfer rate results.

Results A1 A2 A3 A4 A5

CR SHX heat transfer rate (kW) - 25.140 - 25.140 12.083
TO SHX heat transfer rate (kW) - 11.061 - 11.061 2.627
CR Evaporator heat transfer rate (kW) 100.228 75.108 - - -
TO Evaporator heat transfer rate (kW) 100.228 89.187 - - -
CR Condenser heat transfer rate (kW) 128.731 96.467 - - -
TO Condenser heat transfer rate (kW) 128.731 114.550 - - -
CR RHX heat transfer rate (kW) - - 100.228 75.108 84.731 (min)
TO RHX heat transfer rate (kW) - - 100.228 89.187 94.147
CR FHX heat transfer rate (kW) - - - - 15.518 (max)
TO FHX heat transfer rate (kW) - - - - 6.102
CR Tank heat loss (kW) - - - - 8.653 (max)
TO Tank heat loss (kW) - - - - -1.294

As mentioned before, Q̇SHX is equal in architectures A2 and A4 due to the similar operating conditions.

Q̇SHX is lower in architecture 5 because, first, the SHX fuel inlet temperature is lower compared to SHX

EGW inlet temperature in A2 and A4. Second, the fuel specific heat at constant pressure is inferior to the

cp value of the EGW in the same range of temperatures. According to the first law of thermodynamics in

these operating conditions, a higher specific heat is associated with a higher heat transfer rate. Also, the

mass flow rate of the fuel is one order of magnitude lower than the EGW mass circulating in the liquid loop,

which will also affect the cooling capacity of the SHX. Besides, the number of Reynolds of the external

flow is inferior to the other cases since the reference length considered in the wing is smaller. This will

lead to an increase in the overall heat transfer coefficient (U ) according to Equation 3.37, however, it does

not recompense the heat transfer rate penalty induced by the factors described.
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Moreover, according to Table 4.3, it is worth to confirm the comparison done previously: there is a

similarity between the evaporator in A1 with the ram air heat exchanger in A3, and between the evaporator

in A2 and RHX in A4. Regarding the RHX heat transfer rate, its value is, as expected, higher in A3

since in this architecture only the ram air heat exchanger is used to cool the equipment waste heat load.

Comparing the A4 to the A5, the first heat dissipation station in A4 (SHX) has a superior cooling potential

than the first heat dissipation station in A5 (FHX). Therefore, in architecture 5, more heat needs to be

removed by the second heat dissipation station (RHX).

Power consumption and ram air mass flow rate results Table 4.4 summarises the most important

power consumption and ram air flow results in some important flight stages.

Table 4.4: Comparison between power consumption and ram air flow results.

Results A1 A2 A3 A4 A5

Hydraulic pump electric consumption (W) 456.286 497.941 456.286 497.941 497.941
TO Fan electric consumption (kW) 14.726 13.049 48.267 47.164 47.822
CR Compressor electric consumption (kW) 35.628 26.699 - - -
TO Compressor electric consumption (kW) 35.628 31.703 - - -
Fuel pump electric consumption (kW) - - - - 3.220
CR ram air mass flow rate (kg/s) 1.660 1.244 2.025 1.575 1.766
TO ram air mass flow rate (kg/s) 3.419 3.043 10.457 10.139 10.289

Since the pressure drop is simply assumed, the hydraulic pump electric consumption only depends

on the number of heat sink/source stations. Thus, on the liquid cooling side, cases 1 and 3 only integrate

a heat source and a heat dissipation station, resulting in lower liquid pressure drop across the loop and

consequently less pumping work required. Architectures 2, 4 and 5 have one heat source and two heat

dissipation stations resulting in a superior hydraulic pump work as presented in Table 4.4.

The fan electric consumption is related to the RA mass flow required in both TO and L phases. The

major difference is due to the outlet ram air temperature. Since the heat exchangers were designed to

guarantee a 10 K difference between the outlet air temperature and the inlet fluid temperature, the hotter

the inlet fluid is, the hotter the ram air can exit the RHX. The refrigerant R314a in the VCS from A1/A2

reaches higher temperatures (condensation temperature is 325.3 K) than the EGW in the liquid cooling

loop and, accordingly, the ram air will exit the aircraft at higher temperatures for A1 and A2. Besides the

larger heat transfer rate transferred to the RA in A1 and A2 (condenser heat transfer rate values in Table

4.3), the higher air outlet temperature leads to a lower mass flow rate required at this level. Therefore, the

fan electric consumption in A1 and A2 is inferior when compared to the rest of the architectures.

4.2.3 Impact of the baseline results

Table 4.5 presents the total mass, drag and power consumption impacts of each architecture. The total

mass of each architecture is estimated by summing each contributing component mass. As mentioned in

Section 3.3.4, the mass of the heat exchangers is estimated using formulas for compact heat exchangers
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[98], and their values depend on the HEX conductance (UA). In turn, this value depends on the difference

in temperature of the working fluids and on the exchanged heat transfer rate (LMTD method). The heat

exchangers mass values obtained for the baseline operating conditions range around 5 kg to 20 kg

depending on their heat transfer rate and on the type of heat exchanger considered. Regarding the

SHX mass, its value is the same for all the architectures and slightly higher than what was expected.

The reason behind this result is that the mass calculation is based on experimental construction that

implements an aluminium slab with a total area of 5 m2 with embedded ducts [67]. In a real situation,

the slab will not exist, and the structure will be composed of the ducts and the actual aircraft frame (part

of the existing structure). The value obtained for SHX mass using the reference area is 80.74 kg and

it is only indicative since it is believed to be overestimated. The literature [90] [70] estimations for the

SHX mass were about 120 kg but considered a significant larger surface area (all wing or all fuselage).

Regarding the electric components, namely the compressor, pump and fan, their mass is estimated using

semi-empirical expressions based on data from manufacturers that depend on the power or mass flow

being managed. The fan used to pull the ram air has the largest impact (around 90 kg for A3, A4 and A5).

The mass of the liquid and the refrigerant circulating is also calculated according to the working mass

flow and the ducts size.

From Table 4.5, the final mass values indicate that architecture 5 is the heaviest one (596.208 kg),

because, when compared for example with architecture 4, A5 adds the fuel recirculation tubes and the

fuel recirculation pump. It also has three heat exchangers (FHX, SHX and RHX) which increase the

overall mass. The major difference between architecture 1 and 2 mass is justified by the SHX addition,

and the same applies to the difference between architectures 3 and 4. Since the SHX mass is believed

to be overestimated, in a real simulation this difference would not be so evident. Based on these initial

simulations, A1 is the lightest (388.157 kg) because, first, although it incorporates a VCS cycle, the fan is

downsized due to the lower ram air mass flow required during take-off and landing and second, it does

not incorporate a SHX. A3 also shows lower mass, but the required mass flow during the considered

phases leads to a much heavier fan. It is relevant to note that some structures are not taken into account

in the total mass since they are already part of the aircraft (fuel tank, fuel lines, main fuel pump, etc.). The

valves and accumulators that may be needed in a real system case are also neglected.

Table 4.5: Total mass, drag and power consumption of each TMS.

Results A1 A2 A3 A4 A5

Mass (kg) 388.157 536.936 396.797 556.713 596.208
Energy consumption (MJ) 261.575 207.833 9.077 9.245 32.511
CR Drag penalty (N) 255.267 191.291 297.916 230.950 263.448
TO Drag penalty (N) 297.711 264.916 871.209 843.582 856.549

Regarding the electric energy consumption, the value is obtained by summing all the electric power

consumption contributions and integrating it throughout the whole mission time. A1 and A2 have the

biggest energy impact (around 200 MJ) since they have three electric components: the compressor

(which has the largest impact as presented in Figure 4.3(b)), the fan and the hydraulic pump. Case 5 also
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has a considerable energy consumption (32.511 MJ) due to the fuel recirculation pump which adds an

extra power contribution. A3 and A4 are favourable regarding the energy consumption since they only

sum the fan and hydraulic pump power inputs.

In this work context, the drag penalty is directly related to the ram air required at the RHX level. As

during the take-off and landing the mass flow is higher, the expected drag is also superior in TO and L

when compared to the cruise phase. The larger drag penalty values are associated with superior RA

mass flow projections. The mission drag breakdown design was done in parallel with the mission profile

presented in Figures 3.2(a) and 3.2(b). The value of the drag coefficient in take-off, cruise and landing for

the FutPrInt50 aircraft and mission are detailed in Table 4.6 [111].

Table 4.6: Design range mission drag breakdown.

Results TO CR L

CD 0.049072617 0.03243787 0.049742932

Using Equation 3.22, the values obtained for A3, A4 and A5 (the ones which have higher drag impact)

are two orders of magnitude lower than the reference CD mission values. Values around 3×10−4 and

2×10−4 are the results for TO and CR, respectively. Although the estimation of the drag is done using a

low-fidelity model, from these non-precise CD results, it is possible to conclude that the impact of the ram

air inlet on drag is not high considering the aircraft level. An important aspect of this RA design phase is

that, although the mass of the RHX was calculated in a first approach considering a large compact heat

exchanger, in a real situation, the RA required for take-off and landing cannot be handled with only one

conventional heat exchanger. A rearrangement of tiny RHXs could be a possible solution.

4.3 Parametric study

A parametric study has been conducted to investigate the sensitivity of TMS architectures with a

selection of different operating conditions including the liquid mass flow rate (Figures 4.10 and 4.11),

the skin heat exchanger area (Figure 4.12), the SHX position (Figure 4.13), the designed temperature

difference for HEX (Figures 4.14 and 4.15), the recirculation mass flow rate of fuel (Figure 4.16) and the

tank parameters (Figure 4.17).

EGW mass flow rate

In section 3.3.1, a norm to determine the mass flow required was introduced. SAE states that flow

rates range from 0.023 kg/s to 0.045 kg/s per kW for coolants such as EGW mixtures [115]. The reference

value, as depicted in Table 4.1, is considered to be 4.5 kg/s since the systems deal with a total heat load

of 100 kW. Three different values within this range are tested and compared in this phase for the A2 case

considering the 100 kW load: ṁliquid=2.3 kg/s, ṁliquid=3 kg/s, and ṁliquid=4.5 kg/s (Reference - R). Given

the similar behaviour found for the remainder of the architectures, only the A2 case is shown here as an

illustrative example.
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Decreasing the mass flow rate will result in a larger outlet temperature of the liquid passing the equip-

ment. This way, the liquid temperature entering the SHX will be higher for the case of ṁliquid = 2.3 kg/s.

This can be noticed from Figure 4.10(a) comparing the horizontal green line (related to ṁliquid = 2.3 kg/s)

and the horizontal red line (related to ṁliquid = 4.5 kg/s).

Using the log-men temperature difference method, the heat transfer rate through the SHX ends

up being superior for the case of higher liquid inlet temperature and a lower circulating mass flow, i.e,

for ṁliquid=2.3 kg/s. The simulation registered an increase of SHX cooling capacity of 32% and 10%

during take-off and cruise phases, respectively, when comparing the extreme cases of liquid mass flow

rate (Figure 4.10(b)). The superior cooling capacity and the lower mass flow rate both contribute to a

higher temperature difference between the liquid inlet and outlet in this station. This way, looking at

Figure 4.10(a), when comparing the two green lines describing the case of ṁliquid=2.3 kg/s, the difference

between the inlet temperature (the horizontal line) and outlet temperature (curved line) is higher than the

difference registered between the blue lines (ṁliquid=3 kg/s) and the red lines (ṁliquid=4.5 kg/s). Besides

the temperature difference being larger, the outlet temperature is around 5 K higher when comparing

ṁliquid=2.3 kg/s with ṁliquid=4.5 kg/s.
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(a) SHX inlet and outlet temperatures.
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(b) SHX heat transfer rate.

Figure 4.10: Sensitivity analysis of the EGW mass flow rate for A2.

The heat transfer rate exchanged in the evaporator for the different conditions is presented in Fig-

ure 4.11. Even though for a recirculating mass flow rate of ṁliquid=2.3 kg/s, the temperature difference

that needs to be managed by the evaporator (to achieve the control temperature) is higher, the lower

mass flow rate pays for this advantage and the heat transfer rate exchange at the evaporator level ends

up being inferior for this case (green line in Figure 4.11). This can also be seen from a different but

equivalent point of view: since more heat is rejected at the SHX level, less heat needs to be dissipated in

this phase to guarantee the equilibrium of the system. The evaporator exchanges only 4.0% less heat with

ṁliquid=2.3 kg/s comparing to the baseline. This will influence the heat transmitted at the condenser level,

the power used by the compressor and the ram air inlet flow required. The differences are insignificant in

all parameters. However, it is worth concluding that a lower mass flow has slight advantages over the

baseline operating conditions.
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Figure 4.11: Sensitivity analysis of the EGW mass flow rate on evaporator heat transfer rate for A2.

At the same time, having a larger mass flow rate circulating implies more pumping work. Thus, a 34%

reduction in the power required by the hydraulic pump is achieved when circulating the lowest flow rate in

the range.

The final results on mass, energy consumption and drag comparing the three cases of mass flow

rate applied to A2 are presented in Table 4.7. The maximum reduction column percentage refers to the

comparison between the best case scenario with the baseline/reference solution.

Table 4.7: Sensitivity analysis of the EGW mass flow rate on mass, drag and energy consumption for A2.

Results ṁliquid=2.3 kg/s ṁliquid=3 kg/s ṁliquid=4.5 kg/s (R) Max. reduction

Mass (kg) 464.674 489.415 536.936 14%
Energy consumption (MJ) 199.484 203.234 207.833 4%
CR Drag penalty (N) 184.780 187.830 191.291 3%
TO Drag penalty (N) 254.268 259.264 264.916 4%

The maximum reduction in all parameters is registered for ṁliquid=2.3 kg/s . The considerable reduction

of the pump, liquid mass and liquid ducts dimension can explain the large difference registered in terms

of mass. The reduction of the energy consumption is again justified by the lower pumping power

required since the fan and compressor do not show significant changes. The mass flow does not

influence considerably the induced drag since the ram air mass flow being pulled inside the aircraft is not

significantly changed (maximum difference of 4% during take-off).

SHX Area

As referenced in Chapter 2, according to the study carried out by Kellerman [71] about the potential

of using aircraft surfaces for cooling, the SHX heat rejection capacity increases when the surface

area increases. Thus, when ASHX is expanded, the heat transfer through the SHX is expected to

improve. In order to prove that statement, A4 is used to test the effect of different SHX areas on the

system performance. Figure 4.12 shows the results obtained for ASHX = 2 m2, ASHX = 5 m2 (R) and

ASHX = 7 m2.
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(a) SHX heat transfer rate.
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(b) SHX liquid outlet temperature.

Figure 4.12: Sensitivity analysis of the SHX area for A4.

As predicted, the use of a greater heat transfer area results in a higher heat transfer rate represented

by the red line in Figure 4.12(a). This will be followed by a decrease in the liquid outlet temperature

as represented by the red curved line in Figure 4.12(b). In the overall TMS, this change impacts in the

way that less heat needs to be removed by the following stations, namely, the ram air heat exchanger in

case 4. The following table summarises some of the most important system results.

Table 4.8: Sensitivity analysis of the SHX area on the mass, drag and energy consumption for A4.

Results ASHX=2 m2 ASHX=5 m2 (R) ASHX=7 m2 Max. reduction

Mass (kg) 460.830 556.713 620.523 17%
Energy consumption (MJ) 9.327 9.245 9.186 0.6%
CR Drag penalty (N) 271.468 230.950 203.414 12%
TO Drag penalty (N) 860.596 843.582 831.493 1%

Analysing the results presented in Table 4.8, the increase in skin heat exchanger area will lead to

a higher mass and lower energy consumption and drag penalty comparing to the reference case. The

decreases in drag penalty and energy consumption can be explained by the fact that less ram air is

required in the RHX station, since more heat is rejected in SHX. Besides, a reduction of 17% in mass can

be accomplished using 2 m2 of surface for cooling. As mentioned before, the skin heat exchanger mass

is believed to be overestimated, so the difference in mass may in reality be lower. Either way, the increase

of the skin heat exchanger area would lead to more ductwork needed to exchange the heat between the

liquid and atmospheric air. More ductwork implies more mass and, although the fan will be downsized

due to the lower mass flow of ram air being injected into the aircraft, the total system mass ends up being

higher for ASHX = 7 m2.

SHX fuselage/wing position

The position of the skin heat exchanger will have an impact on the Reynolds number of the external

flow and consequently on the external heat transfer coefficient. The higher the external heat transfer
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coefficient, the higher the global heat transfer coefficient and more heat can be exchanged in this station.

The external heat transfer coefficient is related to the Reynolds number using the empirical relation

presented in Equation 3.37. Thus, increasing the Reynolds results in a decrease in the external heat

transfer coefficient. It is also known that the Reynolds number is directly related to the characteristic

length of the flow. For the same ambient conditions, if the skin heat exchanger is positioned nearby the

aircraft nose (in case of a fuselage SHX) or the leading edge of the wing (in case of wing SHX), the

Reynolds number is low. As a consequence, the heat transfer coefficient increases and the overall heat

transfer rate is also expected to increase. For A4 different positions of the SHX (different distance from

the nose - X) are analysed and the most important results are presented in Figure 4.13.
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Figure 4.13: Sensitivity analysis of the SHX position for A4.

Although no significant differences are found, the change in position results in the described trend:

the further away from the aircraft nose, the lower the skin heat exchanger cooling capacity as presented

by the red line in Figure 4.13. The placement will not influence the total mass, drag end energy in a

considerable way. There are only marginal reductions in the energy consumption of the fan and in the

mass of the ram air heat exchanger (less than 1%) since the ram air required is inferior for X = 5 m2.

Thereby, the position of the skin heat exchanger has a small influence on the overall TMS system but a

lower value of X results in slightly better results.

HEX temperature difference

The ram air heat exchanger and the fuel heat exchanger are designed using a fixed temperature

difference (10 K) for ∆T1 according to the nomenclature introduced in Equation 3.12. In order to quantify

the effect of this variable on the overall system behaviour, analysis using 6 K and 12 K differences are

conducted in this phase. With this in mind, important system results of A5, namely SHX and FHX heat

transfer rates, are presented in Figure 4.14.

In the FHX, the decrease in the design temperature difference will lead to a higher heated fuel

temperature, since the EGW inlet temperature is constant for a constant heat load. Having a higher

heated fuel temperature, using the LMTD method, will lead to a better exchange at the SHX level. Thus,

the heat transfer rate in this station will be higher as seen by the green curved line in Figure 4.14(a)).
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(a) SHX heat transfer rate.
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(b) FHX heat transfer rate.

Figure 4.14: Sensitivity HEX designed temperature difference for A5.

Although the inlet temperature is superior, the higher quantity of heat exchanged will result in an

almost unchangeable fuel temperature after the skin heat exchanger station. Thus, there will be no

significant differences in the temperature of the fuel in the tank. Since the temperature of the tank will

remain basically constant for the different cases, the FHX heat transfer rate will only be influenced by

the design temperature difference. This way, having an identical fuel inlet temperature (from the tank)

and a higher designed fuel outlet temperature (for ∆T1 = 6 K), the heat transfer rate through the FHX

will be slightly higher for this case as presented by the green curved line in Figure 4.14(b). Only a small

difference of less than 1 K in the FHX liquid outlet temperature is registered.
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(a) RHX heat transfer rate.
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(b) Ram air mass flow rate.

Figure 4.15: Sensitivity HEX designed temperature difference for A5.

The RHX behaviour will be influenced not only by the heat that has already been dissipated in the

FHX but also by the different design temperature difference. For ∆T1 = 6 K, the heat rejected in the FHX

is superior and consequently less heat needs to be removed by the ram air inlet (green curved line in

Figure 4.15(a)). Since the difference in EGW (coming from FHX station) inlet temperature is negligible

(less than 1 K), for ∆T1 = 6 K, a greater ram air outlet temperature can be achieved (around 3 K higher

when compared to the baseline). The lower amount of heat being transferred to the ram air and the higher
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air design outlet temperature both contribute to a reduction in the ram air mass flow required for the case

of ∆T1 = 6 K, especially during take-off and landing (green curved line in Figure 4.15(b)).

The impact of this design parameter is presented in Table 4.9. The difference in the system mass

(reduction up to 9%) is mainly due to the fan contribution. Because of the smaller amount of ram air mass

flow during TO and L for ∆T1 = 6 K, this case will have lower fan mass and lower overall system mass.

Again, the energy consumption and drag notorious decrease for ∆T1 = 6 K can be explained by the fact

that a considerable lower amount of RA is being pulled into the aircraft.

Table 4.9: Sensitivity analysis of the HEX temperature difference on the mass, drag and energy consump-
tion for A5.

Results ∆T1= 6 K ∆T1= 10 K (R) ∆T1= 12 K Max. reduction

Mass (kg) 545.527 596.208 653.380 9%
Energy consumption (MJ) 30.72 32.511 34.270 6%
CR Drag penalty (N) 241.109 263.448 275.989 8.5%
TO Drag penalty (N) 593.046 856.549 1095.293 30%

Recirculation fuel flow rate

The mass flow rate recirculating to the fuel tank influences the behaviour of the system stations of

architecture 5. In this stage, different fuel mass flow rates are considered, specifically ṁr = 0.15 kg/s,

ṁr = 0.17 kg/s and ṁr = 0.2 kg/s, to quantify its influence.

Rising the recirculation mass flow to ṁr = 0.2 kg/s, will increase the SHX cooling capacity as

presented by the red curved line in Figure 4.16(a). However, the mass flow that needs to be cooled is

higher. These two conflicting contributions result in a small increase in the cooled fuel temperature for this

operating condition. For the tank, an increase in both the mass flow entering and the entry temperature is

verified. The effect is going to be an increase in the fuel temperature in the tank during the whole flight

(red curved line in Figure 4.16(b)).
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(a) SHX heat transfer rate.
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(b) Tank fuel temperature.

Figure 4.16: Sensitivity analysis of the fuel recirculation mass flow rate for A5.
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Regarding the FHX, for the case of ṁr = 0.2 kg/s, the mass flow is larger (favourable for heat transfer),

but the tank temperature is higher (unfavourable for heat transfer). The contradictory trends result in a

small increase in the heat transfer capacity of the FHX for larger recirculation mass flow rates. Increasing

the heat that is transferred from the EGW to the fuel means that the RHX required cooling capacity is

lower and the same applies to the ram air mass flow.

Table 4.10 highlights the most important results of this parametric study. Since the variation of ṁr in

the range considered results only in small changes in the heat transfer rate of the different heat stations

and in the ram air mass flow required, no significant impact is registered in terms of mass and drag. The

main contributions for the mass increase for ṁr = 0.2 kg/s are the up-sized fuel pump and fuel ducts. In

terms of drag, a smaller impact is registered for ṁr = 0.2 kg/s since less RA is needed as stated before.

Regarding energy consumption, in this case, it is mainly influenced by two components: the fan and the

fuel pump. The work required by the fan to pull the ram air is inferior using ṁr = 0.2 kg/s. However, the

work to pump a larger fuel mass flow is superior. The total system energy ends up being 9% higher for

ṁr = 0.2 kg/s (fuel pump has a major contribution).

Table 4.10: Sensitivity analysis of the recirculation fuel mass flow rate on the mass, drag and energy
consumption for A5.

Results ṁr = 0.15 kg/s (R) ṁr = 0.17 kg/s ṁr = 0.2 kg/s Max. reduction 1

Mass (kg) 596.208 597.495 599.487 -0.55%
Energy consumption (MJ) 32.511 35.604 40.246 -23.8%
CR Drag penalty (N) 263.448 261.140 258.290 2%
TO Drag penalty (N) 856.549 855.234 853.241 0.3%

Tank parameters

For the fuel thermal management system of A5, the fuel tank dimensions and parameters, namely

its dimensions and the overall heat resistance of the tank walls, affect the fuel temperature in the tank

and consequently all the TMS behaviour. To study the influence of the tank design variables three

parametric studies are conducted: one regarding the global heat transfer coefficient of the tank walls

and the others taking into account the overall dimensions (chord occupancy percentage and wingspan

occupancy percentage).

The results of the sensitivity analysis of the tank heat transfer coefficient are presented in Figure 4.17.

By increasing the global heat transfer coefficient between the fuel in the tank and the atmospheric

air (Uwall), the thermal wall resistance decreases and the heat transfer between the fuel and the air is

enhanced. With that said, it is expected that the absolute value of Q̇loss is higher for Uwall =50 W/Km2.

The red curved line in Figure 4.17(a) shows this:

• For negative values of Q̇loss, i.e., in cases where the fuel in the tank is receiving heat from the

atmospheric air, Uwall =50 W/Km2 presents more negative (higher absolute) values;

1To note that the negative values of reduction represent the maximum increase of the metrics since no reduction compared to
the reference case can be obtained in terms of drag and mass.
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(a) Tank loss heat transfer rate.
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(b) Tank fuel temperature.

Figure 4.17: Sensitivity analysis of the fuel recirculation mass flow rate for A5.

• For positive values of Q̇loss, i.e., in cases where fuel is losing heat for the atmospheric air,

Uwall =50 W/Km2 presents higher tank loss heat transfer rate values.

The evolution of the fuel temperature in the tank is presented in Figure 4.17(b). Since both Q̇loss and

fuel temperature are related it is expected that the fuel temperature for the case of Uwall =50 W/Km2

is slightly higher when the fuel is receiving heat and lower when the fuel is rejecting as depicted in the

graph. Only small differences are registered in terms of the temperature of the fuel in the tank and,

although this will slightly influence the heat exchanged at FHX level, the overall impact on the mass,

energy consumption and drag penalty is negligible.

There are other tank parameters that were set as design variables at the beginning of the simulation.

The conceptual FutPrInt50 aircraft design still does not have a clear and precise fuel tank position and

dimension. This way, the chord and wing occupancy percentages for the fuel tank were estimated

based on some reference values. Shifting these values will cause the contact area between the fuel

and atmospheric air to change. Consequently, different heat losses through the tank walls are expected.

Increasing both chord and wingspan percentages is similar to increasing the value of Uwall but leads to

slightly different magnitude results. Due to the high degree of similarity between these results and those

of Uwall, they are not presented here.

Other parameters

In parallel with the above sensitivity analyses, there are other design variables, namely the length

and thickness of the ducts, whose system impact is predictable, but must also be considered. Increasing

the length of the ducts will, firstly, increase the total system mass and, secondly, increase the pressure

drop of the fluids through their path. Accordingly, the pump work that needs to be done to ensure an

unconstrained circulation is going to be higher. The thickness of the ducts only has an influence on the

system mass, so it is expected to use thicker ducts to minimise the TMS mass impact.
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4.4 Optimisation results

According to the parametric study presented in Section 4.3, the choice of some design variables has

a great impact on the overall system. In this context, a multi-objective optimisation design problem is set

up as described in Section 3.6. The objectives to minimise are the ones presented before: mass, energy

consumption and drag. The drag results are estimated by integrating the drag profile throughout the whole

mission time. A 3-D Pareto front was obtained for A2, A4 and A5 using the design variables described in

Table A.1. For sake of brevity, only the results of cases 2 and 4 are presented in this section. Plots of 2D

slices of the 3D problem are presented in Figures 4.18, 4.19 and 4.20 for a better understanding. Each

figure compares A2 to A4.
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Figure 4.18: Pareto front for drag penalty and energy consumption (A4 versus A2).

250 300 350 400 450

Mass (kg)

10
7

10
8

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 (

J
)

A2

A4

300 350 400 450

Mass (kg)

1.6

1.8

2

2.2

2.4

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 (

J
)

10
8

A2

250 300 350 400

Mass (kg)

3.8

3.85

3.9

3.95

4

E
n

e
rg

y
 C

o
n

s
u

m
p

ti
o

n
 (

J
)

10
6

A4

Figure 4.19: Pareto front for total mass and energy consumption (A4 versus A2).

According to the reference values presented in Table 4.4, the energy consumption in A2 is expected

to be two orders of magnitude higher when compared to A4, due to the double compressor contribution
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Figure 4.20: Pareto front for mass and drag penalty (A4 versus A2).

(one VCS for each side of the aircraft). This way the Pareto fronts related to the minimisation of energy

consumption are presented in a logarithmic scale to better understand the difference between cases. A

closer look at each case is also presented to clearly highlight the system behaviour.

The trade-off in the optimal layouts is the one expected. In the parametric studies was concluded that

the variation of the three objective functions followed the same trend for most of the design variables,

i.e, changing one design variable led to an increase or a decrease of all three functions. Only the skin

heat exchanger area had the reverse effect: by increasing the skin heat exchanger area, the mass

would increase, but both drag and energy consumption would decrease. With that said, all the design

variables except the ASHX tend to one of the limits of the range considered. Consequently, the Pareto

fronts presented are mostly influenced by ASHX.

Comparing the two architectures, looking at Figure 4.18, case A2 (identified by the red colour) can

reach lower values of drag penalty for some design layouts, but has a much superior energy consumption.

Figure 4.19 shows that, in terms of mass, A4 (identified by the blue colour) can reach lower values for

much lower energy consumption. Lastly, Figure 4.20 validates the results presented before: A4 can

be lighter but with a higher drag penalty when compared to A2. Therefore, the use of A4 to dissipate

the hybrid-electric propulsion waste heat seems to be advantageous in terms of mass and energy

consumption but creates a larger ram drag.

After the deterministic optimisation study, some variables carrying uncertainty were added to the

problem to illustrate their importance in the design. First, the take-off temperature was considered

raging between ISA±10 K. Secondly, the thickness of the external flow boundary layer was set to carry

uncertainty due to the not well known behaviour of the boundary layer in flight. A variation of 5% with

respect to the reference value was accounted. For clarity, only the results obtained for A4 are presented

in Figures 4.21, 4.22 and 4.23. As expected, since the design is more robust, i.e, its performance is

less sensitive to inherent variability, the maximum values obtained in the three domains are higher when

compared to the deterministic results. This more effective strategy takes into account the unpredictability

of operational conditions and optimises the predicted performance over a wide range of scenarios. The

robust TMS design achieves a good performance even with uncertainty in the outside temperature and in

the boundary layer thickness of the external flow.
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Figure 4.21: Pareto front for drag penalty and energy consumption (A4 versus A4 with uncertainty).
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Figure 4.22: Pareto front for total mass and energy consumption (A4 versus A4 with uncertainty).
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Figure 4.23: Pareto front for mass and drag penalty (A4 versus A4 with uncertainty).
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In a further analysis, A5 was coupled with propulsive computational models created by Iara [18] and

different optimisation studies were conducted. The optimisation models use the hybridisation factor as

design variable and the series, parallel and turbo-electric architectures for propulsion (as presented

in Figure 2.1). The optimisation is set to minimise: (i) the CO2 emissions associated with the energy

source and EGW production/recharge/consumption; and (ii) the combined mass of the HEP and TMS.

Different hybridisation factors influence the power required by the various components in the powertrain

and consequently the power dissipation values throughout the flight and the mass flow of fuel required by

the engine, which are used as inputs of the TMS. Figure 4.24 shows the NSGA-II optimisation results for

a population of 50 individuals. Three different cases are presented here and a more detailed analysis of

this topic can be found in [18]:

• Case 1 (green marks): Using SAF in an optimistic scenario, described in Table A.2, where EGW is

obtained from biomass and the battery is recharged in Sweden. The TMS manages the heat from

the battery, the electric motor/generator and the gearbox.

• Case 2 (red marks): Using SAF in a pessimistic scenario, described in Table A.2, considering

EGW from coal and the electric grid of the European Union. The TMS handles the heat from the

battery, the electric motor/generator and the gearbox.

• Case 3 (blue marks): The same considerations as for Case 1, except for the fact that now the TMS

is also responsible for managing the power dissipated by the ICE.
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Figure 4.24: Pareto front for HEP and TMS (A5) total mass and CO2 emissions mass - Overall, series
and parallel cases.

To explain the overall Pareto behaviour, it is worth mentioning that the battery pack has the largest

influence in terms of mass, while the fuel flowing to the ICE has the largest influence in terms of CO2

emissions. A greater hybridisation factor, will increase the power required from the battery. This will lead

to a large mass penalty, while bringing an advantage in terms of CO2 emissions (less impact in terms of

fuel production and consumption on the ICE level).
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Comparing both green and red trends corresponding to the optimistic (Case 1) and pessimistic

(Case 2) scenarios, respectively, the result is the one expected. For the pessimistic scenario, an increase

in emissions for the same mass of HEP and TMS is registered. This increase is greater for a higher

hybridisation factor, due to the greater dependence on fossil energy for recharging the batteries.

Looking at the different propulsive architectures, important remarks can be made. Even though the

parallel powertrain is preferable when compared to the series case in terms of emissions, it has a higher

mass penalty. This, again, can be justified by the battery impact. According to Figure 2.1 and to the

electrical branch chain, the power required to the battery pack is higher for the parallel case. This way,

the system will be heavier for all the hybridisation factors and the turboshaft will be downsized leading to

fewer emissions. The turboelectric architecture is similar to the series architecture but does not include

a battery in the powertrain. When comparing the turboelectric case and the lowest hybridisation factor

series case, it can be seen that the CO2 emissions and the overall mass are identical. This is because

the series case for a hybridisation factor of 0% corresponds to the turboelectric architecture. In the

optimisation simulation, the random design space ended up not including a hybridisation factor of 0%.

Otherwise, the corresponding series result would coincide with the turboelectric result.

In Case 3, the turboshaft efficiency is around 30% as in a typical thermodynamic cycle. For this

scenario, the TMS has significantly more heat that needs to be managed for lower hybridisation factors.

The current externally exposed turboshafts already have efficient refrigeration systems. However, the shift

to an electric powertrain might lead to the integration of the ICE into the fuselage, making it harder for

the heat generated to be removed. Thus, the TMS mass and the liquid production CO2 impact become

higher when compared to Case 1 or Case 2 in all propulsive architectures. The TMS trend in terms of

mass and emissions is the reverse of the one shown in Figure 4.24 for Case 3, but not significant enough

to impact the contribution of battery and fuel and invert the Pareto front evolution.

Two important mass references are added to this analysis. The reference mass represented by the

black dashed line indicates the propulsion mass for a similar aircraft. This value was set to 31% of

the MTOW of FutPrInt50 aircraft [111], considering the mass of the engines, propellers and fuel of the

ATR42-600. The zone on the right side of the reference line gives ambitious values of CO2 emissions by

increasing the power required by the battery, but unrealistic values in terms of the maximum propulsive

mass. Only the series architecture can reach the realistic zone (left side of the black dashed line) for

hybridisation factors ranging between 0 and 9%. The red dashed line represents a corrected mass

feasible zone for the HEP+TMS system in the case that the 5000 kg of passengers payload is eliminated

and the propulsive and thermal system mass can reach higher values. For this case, both series and

parallel architectures remain in the acceptable zone for a hybridisation factor of 36% and 6%, respectively.

To design a coupled HEP and TMS system it is advisable to use hybridisation factors that keep both

objective functions in the realistic zone. Noting that there is no mass constraint imposed on the system

as a whole, these findings should be analysed with care, since the same aerodynamic properties are

being evaluated and the mass is rising. This leads to the conclusion that a multidisciplinary effort with

other relevant aircraft design disciplines, namely aerodynamics and structures is of extreme importance.
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Chapter 5

Conclusions

This chapter contains the final conclusions of this thesis, its major accomplishments, and recommen-

dations for future work.

5.1 Achievements

Design for sustainability is becoming one of the primary motivators for the next generation aircraft.

Providing adequate thermal management is anticipated to be a significant design challenge for future

aircraft using electric propulsion. The objective of FutPrInt50 project is to explore and find answers to

these challenges. Thus, within this context, the goal of this study was to design and implement several

potential thermal management architectures for a more electric propulsion system, while addressing the

key research questions outlined in Chapter 1.

The research started by reviewing several models for calculating the cooling capabilities of different

heat sinks in order to assist the design and optimisation of the TMS for the increasingly severe thermal

management challenges of current hybrid-electric aircraft. The three main heat dissipation components

include fuel, ram air and the use of the aircraft skin. Using the identified main heat sinks (atmosphere

and fuel), five different thermal management architectures using multiple heat transfer technologies

have been proposed. The modelling and simulation of the systems were conducted on Matlab and

Simulink and were based on the physics of heat transfer within a closed channel system with EGW as

the principal fluid. Newton’s cooling law, the log-mean temperature difference method for designing heat

exchangers, first law of thermodynamics and external flow empirical methods are some examples of the

modelling principles used. Also, validation and evaluation of the methodology proposed and developed

were conducted using data available in the open literature.

The systems were analysed based on the heat transfer rate potential and the managed fluid tem-

peratures were determined at each heat sink station and compared. The overall system mass, drag

penalty and energy consumption for each are also analysed. This research revealed that a heat sink is

more desirable when its cooling capacity is greater while its mass, drag, and power impact are smaller.

The cooling capacity of each heat sink is also not only dependent on its design characteristics and

thermophysical states, but also on the flight conditions.
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Regarding the main three components considered, it is important to highlight the following findings:

(1) Fuel is one of the most significant heat sinks in current aircraft but its cooling capacity is restricted

by the mass of the tank. Given the trends of less on-board fuel and high thermal loads, it is going to

be hard to meet the cooling requirements and safety issues may arise;

(2) Ram air has a great cooling capacity, since large external air mass flows can be theoretically

pulled into the aircraft. The problem is that it will inevitably introduce an additional drag penalty

depending on the thermal loads being dissipated. Also, the current heat exchangers can not

manage large mass flows as the initial mass flow required to cool the load considered in this work.

A rearrangement of multiple RHXs would be needed;

(3) SHX is insufficient itself for advanced modern aircraft due to limits in the fuselage size and available

area for the mission here considered. It would be more beneficial for long and medium hauls

with longer cruise phases when the atmospheric properties are favourable to the heat transfer.

Simultaneously, the increasing use of composite airframes has decreased the likelihood of removing

excess heat waste through the aeroplane skin, because the thermal conductivity of these materials

is typically lower when compared to the metallic materials.

The next phase passed through a parametric study that provided a comprehensive sensitivity analysis

of the design variables in order to increase the performance of each architecture, facilitating the integration

of the TMS in future hybrid propulsion aircraft. With the insights from the parametric study, a multi-objective

optimisation model using a genetic algorithm was then formulated. The established method describes

how a design can be optimised to minimise TMS drag, weight, and energy consumption. The results

showed a more clear comparison between the different architectures in terms of the three objective

functions. The five architectures were compared and the following conclusions can be drawn.

(1) A1 and A2 have large power consumption penalties because they introduce two vapour compression

systems and the compressor work in each of them is considerable. Besides, these two architectures

seem a good option in terms of both drag penalty and mass, especially A1 because it does not

consider the SHX (adds additional mass). In terms of ram air, the value is relatively low when

compared to the other architectures given the higher working temperature of the refrigerant.

(2) Configurations A3 and A4 present good results in terms of energy consumption and drag penalty

(especially during cruise). The problem with these systems is the high ram air mass flow rate

required during take-off and landing, making it hard to manage using only one exchanger and

setting these flight phases as critical points. This also creates a higher drag penalty during these

segments.

(3) The difference between A2 and A4 (from different cooling families) was emphasised during the

optimisation study. The use of A4 to dissipate the hybrid-electric propulsion architecture heat

load seemed advantageous in terms of mass and energy consumption, reaching lower values for

some design variables, but creating a larger drag penalty. It is worth mentioning the importance of

considering uncertainty in the design in order to make it robust.
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(4) Configuration A5, due to the higher number of components, has a greater impact on the overall

mass. Additionally, with the design conditions used, the fuel heat exchanger does not have much

heat rejection capacity leading to a high quantity of ram air required during both take-off and landing

at the RHX level. The power consumption is slightly higher compared to A3 and A4 because there

is a need for a fuel pump to recirculate fuel again to the fuel tank. The use of the SHX in the wing

also seems a worse option when compared to the fuselage location due to the influence of the

external Reynolds number on the overall convective heat transfer coefficient.

From this study, it was found that none of the investigated architectures performs ideally across all

of the studied metrics. Thus, when designing the TMS for future HEA, different architectures must be

analysed and the different objective functions must be evaluated so they can be prioritised according to

the different power requirements and design needs. The direct integration in early design phases of the

TMS and HEP system, as done in the last section of this work, is of extreme importance to study the

feasibility of this aircraft concept. A multidisciplinary effort with other relevant aircraft design disciplines,

including aerodynamics and structures, must also be conducted.

5.2 Future work and recommendations

Several assumptions and simplifications have been made in this research to restrict its scope. The

corresponding limitations have led to the following suggestions and recommendations for future work:

• Develop a high fidelity model for the ram air system to obtain a more accurate estimation of the

drag coefficient penalty of RA systems, and consequently, the impact on fuel consumption.

• Integration of the TMS closely with the propulsive architecture to benefit from synergies

between each other and obtain a more precise estimation of the heat load. Multidisciplinary

analyses addressing aerodynamics and structures may also be accounted for.

• Model the liquid pressure losses through the different components adequately to achieve a

more reliable impact on the pumping power consumption.

• Model the volumetric representation and positioning of the aircraft components in more

detail. By imposing restrictions on where components can be put and taking installation regulations

into consideration, a more accurate volumetric and mass impact can be achieved.

• Evaluate aircraft heat flux distribution through CFD simulations instead of using semi-empirical

external flow heat transfer models.

• Implementing a phase change material as a thermal management system to evaluate if it is

possible to eliminate the need for a heat exchanger or pump in the system, and compare the system

performance to the already implemented architectures.

• Comparative study under the model developed with different coolants and, eventually, using

novel fluids, such as nanofluids, and additives to enhance the heat transfer.
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Appendix A

Extra figures, graphs and tables

A.1 Aircraft initial design and sizing parameters

Figure A.1: FutPrInt50 aircraft initial design.

Figure A.2: FutPrInt50 aircraft initial sizing parameters.

93



A.2 Simulink blocks diagram

Figure A.3: Architecture 5 blocks diagram.
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A.3 Regression component mass curves

Figure A.4: Hydraulic pump mass regression.

Figure A.5: Fan mass regression.

Figure A.6: Compressor mass regression.
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Figure A.7: Fuel pump mass regression.

A.4 Architectures flowcharts
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Figure A.8: Architecture 1 flowchart.
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Figure A.9: Architecture 2 flowchart.
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Figure A.10: Architecture 3 flowchart.
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A.5 Optimisation design variables

Table A.1: Design Variables Upper Boundary (UB), Lower Boundary (LB), nominal value and the respective
reference.

DV LB UB Nominal Reference

A2

ASHX 2 7 5 FutPrInt50 aircraft
X 5 18 18 FutPrInt50 aircraft
tbd 0.005 0.05 0.01 Project, [67]
ṁliquid 0.023 ·Qequip 0.045 ·Qequip 0.045 ·Qequip [115]
∆T (HEX) 6 12 10 Project

A4

ASHX 2 7 5 FutPrInt50 aircraft
X 5 18 18 FutPrInt50 aircraft
tbd 0.005 0.05 0.01 [67]
ṁliquid 0.023 ·Qequip 0.045 ·Qequip 0.045 ·Qequip [115]
∆T (HEX) 6 12 10 Project

A5

ASHX 2 5 5 FutPrInt50 aircraft
Xwing 0.25 0.75 0.5750 FutPrInt50 aircraft
tbd 0.005 0.05 0.01 Project, [67]
ṁliquid 0.023 ·Qequip 0.045 ·Qequip 0.045 ·Qequip [115]
∆T (HEX) 6 12 10 Project
TT0 280 290 288 [87]
ṁr 0.15 0.2 0.15 [87]
Tank b percent 60 85 70 [126]
Tank c percent 12 71 25 [127]
Uwall 30 50 40 Project

A.6 Emission factors

Table A.2: Different emission factors (optimistic and pessimistic scenarios.)

Production

Component Emission factor Reference

Biofuel ATJ from wheat straw 31 gCO2-eq/MJfuel [139]
Jet Fuel A1 87.5 gCO2-eq/MJ-fuel [139]
Li-ion battery (LFP-Graphite) 40 kgCO2-eq/(kWh) [140]
EGW (from a biomass source) 3489 kgCO2-eq/ton-EG [141]
EGW (from coal) 7538 kgCO2-eq/ton-EG [141]

Consumption

Component Emission factor Reference

Biofuel and fuel 3.16 kgCO2-eq/kg-fuel [142]
Electric Mix (EU-27, 2020) 229 gCO2-eq/(kWh) [143]
Electric Mix (Sweden, 2020) 8 gCO2-eq/(kWh) [143]
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