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Abstract
Psychosis is a brain condition that affects the subject and the
way it perceives the world around, impairing its cognitive and
speech capabilities, and creating a disconnection from reality in
which the subject is inserted. Psychosis lacks formal and pre-
cise diagnostic tools, relying on self-reports from patients, their
families, and specialized clinicians. Previous studies have fo-
cused on the identification and prediction of psychosis through
surface-level analysis of diagnosed patients targeting audio,
time, and paucity features to predict or identify psychosis. More
recent studies have started focusing on high-level and complex
language analysis such as semantics, structure, and pragmatics.
Only a reduced number of studies have targeted the Portuguese
language. Currently, no study has targeted structural or seman-
tic features in European Portuguese, thus this is our objective.
The results obtained through our work suggest that the use of
structural and semantic features, particularly for European Por-
tuguese, holds some power in classifying subjects as diagnosed
with psychosis or not. However, further research is required to
identify possible improvements to the techniques employed and
to concretely identify which particular features hold the most
power during the classification tasks.
Index Terms: psychosis, schizophrenia, coherence analysis,
structure analysis, content analysis, natural language process-
ing, classification

1. Introduction
In 2017, it was reported that at the time around twenty million
people suffered from psychosis, which represents 0.3% of the
world population [1]. Specifically, regarding Portugal, a recent
study reported that around 3% to 4% of the Portuguese popula-
tion has at one point suffered from psychotic disorders [2].

According to the World Health Organization [3], ”psy-
choses, including schizophrenia, are characterized by distor-
tions in thinking, perception, emotions, language, sense of self,
and behavior. Common psychotic experiences include halluci-
nations (hearing, seeing, or feeling things that are not there) and
delusions (fixed false beliefs or suspicions that are firmly held
even when there is evidence to the contrary)”.

1.1. Motivation

Psychosis is marked by various symptoms, such as hallucina-
tions, typically involving sounds or voices, sudden reclusive-
ness, longer pauses’ duration, frequent and unnatural repeti-
tions, disorganized or completely incoherent speech, and poor
speech, marked by short sentences with low complexity. Due
to inherent aspects of the disorder and the stigma propagated,
patients who suffer from psychosis feel isolated from society.

The successful reintegration and recovery of diagnosed pa-
tients can be improved by early detection through preceding
indicators [4], which justifies possible changes to diagnostic
tools in terms of efficiency. Computerized aided diagnoses have
long been introduced into other domains. Even though studies
have proposed solutions in the domain of mental disorders and

specifically for psychosis, none have been employed in real di-
agnosis. Such solutions have distinguished control from diag-
nosed patients [5, 6, 7, 8, 9, 10, 11] and even predicted future
psychosis [12, 13, 14]. Computerized solutions mainly help di-
agnosis and prevention: for their efficiency, lower requirements
in specialized training needed for their use, and ability to detect
humanly imperceptible speech deviations.

Moreover, previous research work either differentiates con-
trols from diagnosed patients [5, 6, 7, 12, 8, 9, 13, 14, 10, 11],
patients with varying degrees of the disorder, [15, 16, 17, 18]
or sometimes, although rarely, patients with different disorders
[19, 20, 21]. When using computerized solutions, it is impor-
tant that they also consider the various disorders, distinguishing
them, and that such solutions are studied worldwide.

Lastly, to the best of our knowledge, only one study has fo-
cused on the European Portuguese language, the work of Forjó
et al. [6]. The authors collected the first European Portuguese
corpus of speech, from patients diagnosed with psychosis and
controls. The mentioned corpus is composed of recordings from
patients, following a protocol that does not require private or
medical information. [6] developed a model capable of distin-
guishing patients diagnosed with psychosis from healthy con-
trols through speech fluency and acoustic features.

1.2. Objectives

Our work took as a starting point the work of Forjó et al. [6].
We extended the previous work by exploring discourse’s co-
herence, semantics, and content. Then, we evaluated whether
the results could be supported or improved with these features.
Additionally, we extended the corpus developed by [6], follow-
ing the same protocol, with recordings from patients diagnosed
with psychosis and subjects who are diagnosed with other men-
tal disorders, specifically, bipolar disorder in its various stages.
By expanding the current European Portuguese corpus for psy-
chosis we can assess whether the results obtained for the cor-
pus by [6] reflect inherent differences between psychotic sub-
jects and the rest of the population or the classifier adjusted to
other factors. [6] does not reflect the diversity that exists in the
world, since, in the study, a subject is either healthy, showing
no other disorders or signs thereof, or is diagnosed patient with
psychosis. Therefore, it is possible that the developed classifier
targeted other factors, possibly, side-effects of the medication,
which have been shown to affect and be detectable [22].

Our work does not attempt to distinguish the various men-
tal disorders, but instead on identifying which subjects are di-
agnosed with psychosis in a population of healthy controls, pa-
tients diagnosed with psychosis, and patients diagnosed with
other mental disorders. In Portugal, patients usually only con-
tact clinicians after the first episode of psychosis. Consequently,
our work aims only at identifying patients already diagnosed
with psychosis and not at predicting psychosis.

2. Methods
Several methods were used in our work that need to be defined.
The methodologies employed are separated into methodologies



for corpus acquisition and treatment, methodologies for the ex-
traction of fluency and acoustic features, and methodologies for
the extraction of coherence, structural and content features, in
subsections 2.1, 2.2, and 2.3 respectively.

2.1. Corpus Acquisition and Treatment

Our study relies on the extension of the corpus in [6], Figure
1. The original version, collected data from 92 subjects, where
56 were healthy subjects and 36 subjects were diagnosed with
psychosis. During our research, we extended the existing cor-
pus with 85 subjects, where 9 were healthy, 47 were diagnosed
with psychosis, and 29 were diagnosed with bipolar disorder.
Note that, per the ethics committees’ agreement, the corpus de-
veloped will not be available to the public.

Figure 1: Corpus used for research (original and extension).

2.1.1. Protocol

Since our work aimed at extending the corpus already devel-
oped, we followed the same protocol as Forjó et al. [6]. The
mentioned protocol takes approximately 20 minutes organized
in seven tasks: (1) phonetic verbal fluency task in which the sub-
jects enumerate words starting with ’p’ for 60 seconds; (2) cate-
gorical verbal fluency task in which the subjects enumerate an-
imals for 60 seconds; (3) reading of a well-known children’s
story; (4) retelling of a well-known children’s story; (5) descrip-
tion of a positive affective image; (6) description of a neutral
affective image; (7) description of a negative affective image.
We also registered demographic information regarding the sub-
jects, namely sex, age, education level, and particularly for the
diagnosed patients, the duration of the diagnosis, to better char-
acterize the corpus and compare groups’ characteristics.

2.1.2. Recordings Processing

We used the previous transcription of the various recordings to
assess speech coherence, structure, and content. Our team de-
cided on using Tribus, an already developed transcriber for Eu-
ropean Portuguese, developed by Carvalho and Abad [23]. We
chose Tribus since it had already been used in [6], it is efficient,
free, and works offline without requiring the submission of the
audio files to online tools, possibly violating the patient’s con-
sent. It is noteworthy to mention that Tribus does not segment
the transcribed text into sentences and that no good alterna-
tive exists for sentence segmentation of European Portuguese.
Therefore, in the following methods defined hereafter, when
segmentation of speech into sentences is required, we chose to
segment the transcribed text into sets of words of equal length,
basing ourselves on the technique of n-grams [24, 25].

An important step for various of the methods defined here-
after rely on word mappings, either from word embedding mod-
els or lexicons. Thus it is imperative to reduce the number of
word inflections present in the transcriptions. We experimented

with various lemmatizers and decided on using Stanza [26], due
to its simplicity, efficiency, and results.

2.2. Speech Fluency and Acoustic analysis

Since in our work, we aim to compare the results obtained
through speech fluency and acoustic features with the results
that can be obtained with coherence, structural and content fea-
tures, we developed the solution described in [6]. However, it is
still meaningful to mention, that this model was not the focus of
our work and served merely to achieve baseline values for the
results obtained.

We extracted as speech features: (1) the number of words
spoken during the recording; (2) the number of syllables spo-
ken during the recording; (3) the duration of recording, in sec-
onds; (4) the speaking rate of the subject during the recording,
in words per second; and (5) the articulation rate of the subject
during the recording, in syllables per second.

The acoustic features were computed through GeMAPS
[27, 28], a software that allows for the automatic extraction of
speech features from audio recordings. In our model, we used
eGeMAPS, an expansion of GeMAPS, used by [6], which out-
puts 88 features instead of 62 features.

2.3. Coherence, Structural and Content Analysis

As mentioned, the focus of our work was on the features ex-
tracted with the methods that rely on the speech’s content, struc-
ture, and coherence.

2.3.1. Latent Semantic Analysis’ Features

Latent Semantic Analysis (LSA) consists of an extrapolation of
the latent meaning of a word or passage, developing an embed-
ding for it. Word embeddings are developed, from a corpus,
through analysis of co-occurrences of these words with other
words in a set of documents. It is important to mention that
LSA computes embeddings independent of context. Therefore
these embeddings are unable to correctly capture the various
meanings that can be given to a word according to its context.

For this purpose, we used CETEMPúblico [29], a corpus
made up of 1.485.828 extracts of articles published in a Eu-
ropean Portuguese journal to achieve the mentioned word em-
beddings. One important step of LSA is the selection of the
dimensionality to which the word embeddings are reduced. For
this reason, we studied the coherence achieved for various lev-
els of dimensionality reduction and attained the best results for
a dimensionality of 20.

Finally, we segmented the text into groups of words, av-
eraged the word embeddings of each group, and followed the
methods of [7, 12, 16], computing the first and second-order
coherence. The first-order coherence is calculated by comput-
ing the average of the cosine difference between each group and
the subsequent group. The second-order coherence is calculated
by computing the average of the cosine difference of each group
and the group two positions ahead. In literature, patients diag-
nosed with psychosis, are identified as having low coherence
[12, 16, 8, 17], marked by sudden changes in discourse topic.

2.3.2. Latent Content Analysis’ Features

Following the methodology of Rezaii et al. [14], we start by
selecting the 95% most common words, in our case, for Eu-
ropean Portuguese, using once again the CETEMPúblico [29]
corpus. The corpus served not only to identify the most com-
mon words but to compute Word2Vec [30] embeddings for each



word, which were averaged out, according to groups.
Then, for each transcription and each one of the most fre-

quent words, we compute the highest cosine between any of
the transcription groups and the frequent word. Subsequently,
we selected the top 50 words that maximize the difference of
cosines between groups as well taking into account their preva-
lence amongst all the documents by applying TF-IDF. Effec-
tively we achieved the 50 words most prevalent in meaning in
one group and least in the other. From these words we devel-
oped clusters, choosing the number of clusters that maximize
their silhouette coefficient. An example of the clusters devel-
oped can be seen in Figure 2.

As features for the classification task, we required a value
that expressed the similarity of the transcription with each one
of the clusters. To this objective, we computed the highest co-
sine value from the various group embeddings, of a given tran-
scription, with each one of the cluster centers computed. We
expected these clusters to differ according to the group, and the
distances to these clusters to express this difference in topic.

Figure 2: Word clusters developed for patients diagnosed
with psychosis on Task 6 using Latent Content Analysis and
KMeans clustering. Manifold TSNE was used to visualize high-
dimensional data in two dimensions.

2.3.3. Vector Unpacking’s Features

This method also has as its foundation the work of Rezaii et al.
[14]. Once again, we used word embeddings computed using
Word2Vec [30] from CETEMPúblico [29] corpus and average
out the embeddings of groups of words.

The various word embeddings and corresponding group
embeddings are then fed through the neural network as input
and expected output, respectively. The neural network is com-
posed of two layers, the input, and output layer, connected as
displayed in Figure 3. The neural network must minimize the
sum of squared errors by updating the various word weights. At
any time, if the weights fall beneath a certain threshold defined
through the following Equation 1, the weight value is set as 0.

Figure 3: Structure of Rezaii’s Neural Network.

iterationnumber

τ ×max{iterations} (1)

with τ being a constant with a value of 100, achieved through
experimentation.

When the neural network has finished updating the weights
and minimized the sum of squared errors, we extract as fea-
tures for the classification: (1) the number of epochs for which
the network had to run; (2) the ratio of weights set as 0 from
the total number of weights trained; (3) the lowest loss score
achieved by the network throughout its execution; and (4) the
highest cosine difference achieved between the expected and
achieved outputs throughout its execution.

This technique allows for the measurement of the semantic
density of the discourse. Literature suggests that patients diag-
nosed with psychosis have a noticeably low semantic density,
consequently, it was expected that more of the weights of the
neural network would be set as zero for these patients.

2.3.4. Word Graph’s Features

This technique allows for the assessment of topological struc-
tures of discourse [18, 9, 21, 13]. A connected and directed
graph is created from transcribed speech samples where each
node represents a given word, and each link represents tempo-
ral connections between words/nodes. From the word graph,
topological structures can be evaluated and compared to others
to identify possible deviations.

From word graphs we extracted: (1) number of nodes;
(2) number of edges; (3) number of nodes in largest connected
component; (4) number of nodes in largest strong connected
component; (5) probability of the largest strongly connected
component occurring; (6) number of repeated edges; (7) num-
ber of parallel edges; (8) size and number of cycles; (9) average
total degree; and (10) the diameter. These features have been
shown to relate well with speech attributes such as complexity,
connectedness, and recurrence. Coincidentally, these speech at-
tributes serve as good markers for psychosis identification in
clinicians’ diagnoses.

2.3.5. Sentiment Analysis’ Features

The models and data available for sentiment analysis of Euro-
pean Portuguese are highly limited. Most of the data available
pertain to social network posts, which differ greatly from the
data achieved through our protocol, both in topic and in struc-
ture. For this reason, our team decided on a simpler technique.
We used SentiLex-PT [31], a sentiment lexicon that maps lem-
mas and inflected forms of European Portuguese to -1 or 1, with
-1 being generally a negative token and +1 a positive token. This
approach although simple has its limitations since it does not
consider the sentence’s structure and context.

Nonetheless, in an attempt to measure the valence of
discourse, which has been shown to differ in patients diag-
nosed with psychosis due to their speech apathy [11], we used
SentiLex-PT. We extracted both the number of tokens that were
matched with the ones present on the lexicon and the average
valence of the words matched.

3. Results
The final size of the First European Corpus for Psychosis Iden-
tification is limited, even after our efforts for its expansion.
For this reason, when developing our models, we employed
leave-one-out cross-validation, as to prevent model overfitting.



Figure 4: Box plot of the results achieved with sound and speech features against the results achieved with structural and content
features in each task.

Our team explored various well-known techniques for devel-
oping classification models such as Support Vector Machines,
K-Nearest Neighbours, Decision Trees, Random Forests, and
Feed-forward Multi-Layer Neural Networks. Lastly, we also
explored variations in the values of the hyperparameters for the
mentioned techniques.

To evaluate the models developed, we used the F1-Measure,
defined as the harmonic mean of the precision and recall. The
F1-Measure is considered a robust measurement of model qual-
ity, since it takes into consideration two different metrics, be-
having well in both balanced and imbalanced datasets.

With the speech fluency, time, and acoustic features men-
tioned in section 2.2 the best score achieved was 0.7901. This
score was acquired by a Random Forest composed of 75 trees,
with the entropy criterion, and a max depth of 32 for each one of
the trees developed. The model was developed from the corpus
recordings and transcriptions for Task 2.

Regarding the coherence, structural and content features
mentioned in section 2.3 the best score achieved was 0.7340.
This score was achieved by a Multi-Layer Neural Network with
two hidden layers, with 100 and 50 neurons respectively, using
the hyperbolic tangent as their activation function, a constant
learning rate of 0.005, and a maximum of 3000 iterations. The
model was developed from the corpus transcriptions for Task 2.

When comparing these feature sets on a task level, as seen
in Figure 4, it is noticeable that the structural and content fea-
tures achieved undeniably better results than sound and speech
features on Tasks 6 and 7. Nevertheless, as seen from Figure 5,
sound and speech features achieved slightly better results than
the structural and content features.

4. Discussion and Conclusions
The results obtained through fluency, time, and acoustic fea-
tures were generally better than the results obtained through co-
herence, structural, and content features as revealed in section 3.
This suggests that, at least for the current protocol, the first hold
more power over the subjects’ classification than the second.

However, the difference is small, and these types of features
should not be discarded and should still be explored to access
their full potential. A score of 73.40% is far from what is ex-

Figure 5: Box plot of the results achieved with sound and speech
features and with structural and content features.

pected from highly impactful domains such as mental disorder
diagnosis. Nonetheless, continuous improvements in these do-
mains could be helpful in early prevention efforts by flagging
potential converters. The score achieved shows that classifica-
tion is feasible, being well above random classification.

In Tasks 6 and 7, the structural and content features
achieved slightly better results than sound and speech features.
This may be since both of these tasks rely more on the subject
and its interpretation of somewhat more negative images. Liter-
ature regarding patients with psychosis refers that there is some
tendency from these patients to be more apathetic, and have less
awareness regarding negative perceptions, which might provide
some clarification on our results.

Due to space limitations, it was not possible to reveal fur-
ther results and their analyses, such as the impact of the models
developed on non-extended versions of the corpus.

Moreover, it is relevant to mention that further investiga-
tion was carried out for the dissertation. This work was not
described or reported here since, at the time of the submission
of this paper for a conference, it had not been developed. In this
study, we applied another feature extraction technique for sen-
timent analysis. We fine-tuned a XLM-RoBERTa transformer
model with web scraped information to output a valence score
for the various transcriptions. This work also allowed us to con-
clude that the models achieved with structure, coherence, and
content features were reliable and robust, showing a small con-
fidence interval (M = 2.24%, SD = 1.04%) for a confidence
level of 95% across all tasks. Furthermore, we also assessed
individual feature importance for these models, concluding that
word graph features were relevant across all tasks, and senti-
ment analysis features were especially relevant for tasks 5, 6,
and 7. This last conclusion was expected to a certain extent,
since in these tasks the subject is free to give its personal opin-
ion and point of view with regards to a open-topic.

Future work should also explore more methods for the ex-
traction of content features from transcriptions, such as the ex-
traction of the Level of Committed Belief, and possible alter-
ations to the corpus acquisition protocol that incentivize sub-
jects to speak more and more freely during their tasks.
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[6] M. Forjó, H. S. Pinto, and A. Abad, “Contributions towards the
possible identification of psychosis through speech processing in
portuguese,” Master’s thesis, Instituto Superior Técnico - Univer-
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