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Abstract

Nowadays, the world’s population is ageing. The downfall of physical and cognitive capabilities
is common due to advanced age or specific diseases. Physical activity emerges as an important tool
in the maintenance of the elderly’s quality of life, since their independence relies on the capacity
to maintain themselves autonomous in their daily routines. However, the senior population are not
very keen on physical exercise, for a variety of reasons, such as, fear of injuries, lack of motivation
and company, or the shortage of activities for their age group. Over time, some strategies have been
implemented to minimize the lack of commitment demonstrated by the eldery. Exergames, virtual
coaches and robot-assisted training are the ones that stand out the most. In these approaches, the
physical exercises are projected to the senior population, taking into consideration their limitations
and restraints. One of the most important factors is the feedback provided during the activities,
which stimulates and motivates their participation. The aim of this thesis is to add motivational
feedback in a set of specific exergames. The data was obtained from several sessions with the elderly
playing the exergames, supported by physiotherapists. Through the Learning from Demonstration
approach and the kNN, CRF and HCRF algorithms, it is intended to generate a classifier that
predicts which feedbacks should be given in certain game situations. Even though the results were not
optimal, the accuracy of some feedbacks was positive. Finally, suggestions are delineated for future work.
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1. Introduction

The world is facing the generalized ageing of the
population [1]. For the first time in human history,
in 2018, the number of people over 65 years old
surpassed the number of children under five years
of age [2]. Beyond that, in 1990, only 54 million
people in the world were aged 80 or more, while in
2019, this number reached 143 million people. It
is projected that in 2050 this number will increase
to 426 million people [2]. Thus, the need to help
and support this age group has become a focus of
concern and interest for governments worldwide [1].

Due to the advanced age, the human body loses
mental and motor capabilities, which leads to mo-
bility limitations, added fragilities, and other health
problems. In this regard, it is essential to adopt a
healthy lifestyle, to which physical exercise is intrin-
sic. According to Larsen et al. [3], the sport activity
can effectively reduce the weakness and the loss of
physical condition of the elderly.

However, there are a great number of barriers
that keep the elderly away from sports practice.
Aside from the motor difficulty in performing the
exercises, there is also the lack of interest and com-

pany, health debilitations, fear of injuries and the
shortage of activities directed to their age group [3].

In order to motivate the population to exercise,
several approaches have emerged over time, among
those, the exergames. These games are played by
executing actual physical movements. Larsen et al.
[3] reveal a positive impact of these games on the
physical condition of the elderly. Furthermore, and
according to the same source, the feedback given
during the exergames is one of the factors that make
them more motivating. As stated by Burgers et al.
[4], the feedback can have a substantial influence in
the motivation of the players, depending on how it
is delivered, the user’s interpretation and how much
it is related to their behaviour. The increase of the
players’ motivation can enhance their adherence to
the physical exercises [5].

Therefore, this work aims to add a verbal feed-
back feature in a set of exergames, specifically de-
signed for the elderly, with the goal of making them
physically active. To achieve this, a variety of clas-
sification models were studied, to predict the mo-
tivational feedback to be transmited to the elderly,
at certain moments of the game.



2. Background

Over the past few years, a variety of approaches
have been developed to motivate people, partic-
ularly the elderly, to engage in physical exercise.
These include serious games, robot-assisted train-
ing and virtual coaches.

2.1. Serious Games

A serious game is described as a game whose main
objective is not leisure. However, it can also be fun
at the same time [6]. Serious games have been devel-
oped in various fields, including education, training,
well-being, health care, among others.

Exergames can be considered serious games since
they have a greater purpose than just entertain-
ment. The main characteristic of these games is
that they require several physical movements to be
played. In that manner, they are an alternative to
traditional physical exercise.

As the practice of sport is so important in soci-
ety, exergames can be a reliable vehicle of physical
exercise, contributing to improving the quality of
life and satisfaction of the population [7]. Besides,
they can also help counteract the low participation
of older people in physical activity, due to their mo-
tivating and stimulating characteristics.

2.2. Robot-Assisted Training

Advances in robotics have made it possible to ap-
ply robots as a tool of assistance to man and can
also be specific to a particular target audience, from
children, elderly, students, to patients who have suf-
fered a stroke. Robot-assisted training is a growing
area of research in the field of Human-Robot Inter-
action. This area studies how robots can interact
with humans, helping them to perform determined
tasks of physical and cognitive training [8]. These
systems can be applied in the most diverse areas,
from post-stroke rehabilitation to therapy with chil-
dren with Autism Spectrum Disorders, to cognitive
training for patients with dementia or Alzheimer’s
disease, among other applications.

2.3. Virtual Coaches

Virtual coaches have also emerged with the evolu-
tion of technology. Their goal is to continuously
monitor the activities of their users and their envi-
ronment, in order to detect situations where inter-
vention is needed, providing immediate assistance
[9]. One of the applications of these devices is in
helping patients who leave the hospital and do not
have the necessary training to continue the health
care they have received until then. For example, in
the handling of newly prescribed medical devices or
following more complex medical regimes. Virtual
coaches can act in this regard, ensuring compliance
with rehabilitation instructions and the following of
new medical regimes.

2.4. Example - Interative Exercise Coaching Sys-
tem

Although several fitness applications have already
been launched over time, many of these have not
been designed for the elderly, but rather for the
younger population. For this reason, they are not
suited to the limitations and difficulties character-
istic of older people.

To this end, Ofli et al. [10] developed a training
system that leads their users through a set of video
exercises, tracking and measuring their movements,
while providing real-time feedback on user perfor-
mance, and recording it over time. This system
aims to improve the flexibility, balance, strength
and endurance of the elderly, in order to reduce the
risk of falls and promote their independence in daily
activities. In this system, a Kinect camera is used,
which allows the skeletal reconstruction of the user,
from 20 joints. Thus, it is possible to have an esti-
mate of the player’s body posture in real time, used
to evaluate his performance, to count successfully
performed repetitions and to send feedback alerts
at the necessary moments.

Each exercise begins with a video of a trainer in-
dicating its health benefits and making a demon-
stration of the movements required for the task.
After this initial step, the players start the exer-
cise, following the feedback that is given through-
out the game. In the end, the user’s performance is
recorded and summarised. There is also a history
which allows the visualization of a monthly sum-
mary or the player’s last 10 sessions.

Ofli et al. have studied various exercises, one of
which is the Buddha’s Prayer exercise that consists
of lifting and lowering the arms, always with the
palms of the hands together [10]. This exercise is
to be done while seated and its objective is to raise
the hands as much as possible without separating
the palms. The relevant joints in this exercise are
marked in orange in Figure 1.

—

H

Threshold H > Threshold
Figure 1: Verification of Buddha’s Prayer exercise
movements. Source: Ofli et al. [10].

Several measurements are made throughout the
game to ensure there is sufficient lifting of the arms
and the palms are not separated. If they separate
and that distance exceeds a certain threshold, the



system sends a message to alert the user, as illus-
trated in Figure 1.

Figure 2 provides an example of how feedback is
delivered to the user. At the top of the screen, it
can be seen the number of the exercise, its name
and the number of successful repetitions. The per-
formance bars illustrate the user’s performance and
their length evaluate the user’s current pose, i.e.
the bars are dynamic and constantly swinging ac-
cording to the player’s posture.
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Figure 2: Feedback screen displayed during the

games. Source: Ofli et al. [10].

As shown in Figure 2, feedback messages and
alerts such as “sit tall” and “keep your feet on the
ground” also appear on the screen. These messages
are also transmitted via audio. Additionally, short
sounds (e.g. “ding”) are emitted whenever the rep-
etition of movements is successfully performed.

In this study, 6 elderly participated and all of
them found the feedback screen useful during the
exercise and enjoyed receiving the audio motivation
during the tasks. They also found the initial demon-
strations helpful for the correct performance of the
exercises. Although this study had some limitations
in the number of participants and the duration of
the tests, it was possible to hypothesize the poten-
tial of these interactive exercise systems in promot-
ing physical activity in the elderly.

3. Study Definition

For this work, it was used the Portable Exergame
Platform for Elderly People (PEPE) presented in
Figure 3. This system consists of an augmented re-
ality game platform and aims to promote the prac-
tice of sports in the elderly, contributing to their
autonomy in the daily routine tasks, while simul-
taneously providing an entertainment activity [11].
The exergames are projected on the floor, and the
player’s movements are captured through a Kinect
sensor, allowing the control of the game elements
[12].

Figure 3: PEPE robotic system, with the represen-
tation of the referential. Adapted from: AHA [11].

These exergames aim to train motor skills (bal-
ance, agility and flexibility), aerobic endurance and
muscular strength. In this system there are 5 ex-
ergames in total: Grape Stomping, ExerFado, Exer-
Pong, Toboggan Ride and Rabelos. The first three
concentrate on exercising the lower limbs, while Ra-
belos and Toboggan Ride focus on the trunk and
arms.

3.1. Games Data

The data used, for this work, was collected in 5 vis-
its to the “Residéncia Sénior de Belverde”, Seixal, a
nursing home, where 22 elders, aged over 70, partic-
ipated along with 5 physiotherapists. The elderly
were selected by the physiotherapists, according to
their mental capacities, since it was required from
the chosen players to understand the game and its
objective.

In total, 158 games were played: 34 of the To-
boggan Ride game, 39 of the Grape Stomping, 34
of the ExerPong, 40 of the Rabelos and 11 of the
ExerFado.

During each game, the PEPE system executes 60
reads per second. Each read collects data of the cur-
rent state of the game and the player’s position. As
it might be expected, the parameters that charac-
terize the current state of the game vary according
to its objective, meaning that each game has its own
set of parameters. Concerning the position of the
player, at each read, records are made for the 25
joints detected by Kinect V2. The identification of
joints is shown in Figure 4, and their measurements
are the same for the five exergames. The referen-
tial, from which the measurements are performed,
is depicted in Figure 3.

Therefore, for each joint, the following data is
recorded:

e JointType - the name of the joint, which allows
its identification;



1. HEAD

2. NECK

3. SPINE_SHOULDER
4. SHOULDER_LEFT
5. SHOULDER_RIGHT
6. ELBOW_LEFT

7. ELBOW_RIGHT

8. WRIST_LEFT

9. WRIST_RIGHT

10. THUMB_LEFT

11. THUMB_RIGHT
12. HAND_LEFT

13. HAND_RIGHT
14. HANDTIP_LEFT
15. HANDTIP_RIGHT
16. SPINE_MID

17. SPINE_BASE

18. HIP_LEFT

19. HIP_RIGTH

20. KNEE_LEFT

21. KNEE_RIGHT
22. ANKLE_RIGHT
23. ANKLE_LEFT

24, FOOT_LEFT

25. FOOT_RIGHT

Figure 4: Joints identified by Kinect V2. Source:
Ahmed et al. [13].

e PositionX, PositionY, PositionZ - XYZ joint
coordinates in meters, where Y corresponds to
the height of the joint in relation to the ground
plane, X refers to the lateral deviation in rela-
tion to the vertical plane of the camera’s centre
and Z indicates the distance between the joint
and the camera plane;

e OrientationX, OrientationY, OrientationZ,
OrientationW - Rotation of the joint refer-
ential relatively to the referential present in
Figure 3, in quaternions.

3.2. Feedbacks

All exergames were filmed in order to record the
player’s performance, together with the verbal feed-
back provided by the physiotherapists, always en-
suring the protection of the identity of all partic-
ipants. Therefore, 158 videos were recorded and
transcribed, to obtain in writing every instruction
transmitted to the elderly.

Based on the studies of Johnson et al. [14] and
Burgers et al. [4], the feedback was divided into
three types: explanatory, corrective and motiva-
tional. To each one of them it was established a def-
inition. The explanatory feedback gives the player
information on how he must proceed to achieve the
correct answer; provides clues to improve its per-
formance and explains why a determined answer
was either right or wrong. Regarding the corrective
feedback, it only indicates whether the player’s re-
sponse, at a specific moment in the game, is correct
or incorrect, and does not provide any additional in-
formation. Lastly, the motivational feedback refers
to encouragement messages so that the player does
not give up and manages to complete the game.

All the transcriptions were divided and labelled
with these three distinct types of feedback.

3.3. Selection of exergame and feedback type

The aim of this work is to encourage the elderly
to take physical exercise by playing exergames, so
it was decided to replicate only the motivational
feedback. Note that, on its own, the feedback is
already considered as motivation in these games.
However, it was important to emphasize the mes-
sages which have a motivational nature and, for this
reason, these were the focus of the work.

All messages classified with the motivational
feedback label were collected and counted. As it
was expected, there are a great number of words
and expressions that have the same meaning, even
though they slightly differ. Thus, some of these
messages were grouped, accordingly with their se-
mantics.

Subsequently, and taking into account that each
exergame collects different parameters, it was de-
cided to study only the Rabelos, since it had the
highest number of executions, being played a total
of 40 times. The purpose of this game is to row
a Rabelo boat and collect the wine barrels, while
deviating from the rocks. This game exercises the
upper limbs of the participants and requires a lat-
eral rotation of the trunk.

The parameters specific to this game, collected at
each read, are described in the following points:

e TimelnSeconds - hour of the day, in seconds;

e SessionTimelnSeconds - Time passed since the
beginning of the game, in seconds;

e PlayerPositionX, PlayerPositionZ, PlayerRota-
tionY - XZY coordinates of the boat inside the
game. The Z-direction is positive along the
river, starting at 0. The X-axis has its origin in
the centre of the river and assumes positive val-
ues to the right and negative values to the left.
The parameter PlayerRotationY is the Y coor-
dinate, in quaternions, referring to the boat’s
rotation;

e PickingLeft - Its values can be 0 or 1, being 1
if the gesture of catching the barrels to the left
is executed successfully, and 0 otherwise;

e PickingRight - Its values can be 0 or 1, being
1 if the gesture of catching the barrels to the
right is executed successfully, and 0 otherwise;

e MovingForward - Its values can be 0 or 1, being
1 if the boat is advancing in the current frame,
and 0 otherwise;

e Rows - Number of paddings performed so far;
e Barrels - Number of barrels gathered so far;

o RocksHits - Number of rock collisions so far.



However, not all the parameters corresponding
to the player position and of the game itself were
used to perform the intended replication. Since the
game Rabelos implies the execution of movements
of the upper limbs, identical to the actions of rowing
and collecting barrels, the chosen parameters were
the ones with incidence in the arms, while the ones
regarding the lower limbs were ignored.

Thus, the joints chosen were the hands, wrists
and elbows of both sides. For each joint, it was
considered its XYZ coordinates and its rotation re-
garding the referential illustrated in Figure 3. Con-
cerning the parameters of the game itself, it were
only considered the number of rows performed until
a given moment (Rows) and the number of barrels
collected until the time instant at cause (Barrels).

The 7 feedback sets with more samples were the
ones selected to replicate in this study because it is
convenient to have enough data to apply the algo-
rithms. Hence, these feedbacks are synthesized and
labelled, with numbers from 1 to 7, in Table 1.

Table 1: Counting of the feedbacks used.
Label ) Feedbacks
(in portuguese)
Bora, Bora 14,
Vamos embora.
Continue,
2 Continua a remar,
Continue em frente.
Reme/Rema,
Remar, Rodar,
3 Reme bem, 50
Temos que remar,
Tem que remar.
Vamos 14,V4 14,
4 Vamos remar,
Vamos a isso.

Counting

128

161

210

Isso mesmo, E isso,
5 E isso mesmo, 45
Assim é que é.
6 Boa.
7 Isso.

148
109

To align the transcribed feedback messages with
the games, it was necessary to write down the
time instant in which these messages were deliv-
ered, preferably in the same order of magnitude in
which the data are read, that is, in milliseconds.

3.4. Methodology

In this work, it is intended to implement the abil-
ity to replicate the motivational feedback given by
physiotherapists, when the elderly are playing the
above mentioned exergames. To achieve this goal,
it is necessary to create a mapping that allows the
system to reproduce a certain feedback from the
current state of the game and the player. This map-

ping is entitled policy [15]. For this purpose, it is
required to know in advance the responses of the
physiotherapists to the various states of the game.

Several approaches can be used to learn a policy,
including Learning from Demonstration and Rein-
forcement Learning [15]. In the first one, a pol-
icy is developed from examples, which correspond
to sequences of pairs action-state, recorded during
teacher demonstrations. The algorithms employed
in this technique use these sequences to generate a
policy that reproduces the desired behaviour.

In this thesis, it was chosen the Learning from
Demonstration approach because it revealed advan-
tages over the challenges faced by the other meth-
ods, meaning that there is no need to determine an
extra function that provides rewards to the system,
such as in Reinforcement Learning, neither exist in-
accuracies characteristic of traditional approaches.

In order to clarify concepts, the teacher demon-
strations refer to the physiotherapist responses to
different game situations, being the teacher a phys-
iotherapist.

3.4.1. Learning from Demonstration

Formally, Learning from Demonstration consists of
a set of states S and actions A, mapped through
a probabilistic transition function. A teacher re-
produces certain demonstrations D that the agent
should be able to imitate. Generally, the state of
the world S is not fully observable and, therefore,
the agent only has access to an observed state Z,
through the mapping M : S — Z. However, in
this work, the system is able to collect all the infor-
mation of the game and the player, so the state of
the world is fully observable, i.e., the state Z corre-
sponds exactly to the state S. The policy 7 selects
the action to execute, from the observation of the
world state 7 : Z — A.

In Figure 5 the derivation and execution of the
policy is schematized. In a first phase, the policy is
derived from the demonstrations of a teacher and
then selects the action to be performed according
to the current state of the world.

LD Policy Derivation

?‘ Policy | m |

Derivation

Teacher
Demonstrations

Policy Execution
(single eycle)

Figure 5: Policy derivation and execution in Learn-
ing from Demonstration. Source: Argall et al. [15].

There are several procedures for developing a pol-



icy based on demonstrations. Figure 6 shows a
categorization of these approaches. Note that the
path 1-2-3 identified in the figure represents the ap-
proaches adopted in this work.

What is learned?

Mapping Funcllon] [ Plans ’ [ System Model }
2

Which statistical technique? Reward function source?

. . . Learned

Figure 6: Categorization of approaches for learning
a policy. Adapted from: Argall et al. [15].

Engineered
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The derivation of policies in the Learning from
Demonstration approach can be done through three
distinct methods: mapping function, plans, and
system model, as identified in Figure 6. The ap-
proach selected in this work for the generation of
a policy is the mapping function, since the system
aims to imitate the teacher demonstrations, with-
out the need of previous planning, with pre and post
conditions (Plans), nor the creation of a transition
model of the states of the world (System Model),
which can lead to several inaccuracies in the sys-
tem. This technique is considered deterministic be-
cause it is given all the necessary information for
the elaboration of the policy. Its objective is based
on the calculation of a policy that allows to make
a generalization from the set of demonstrations, in
order to acquire valid solutions also for states that
are similar or close to those studied.

Overall, the techniques used in the mapping func-
tion are divided in 2 categories: classification, if the
output of the algorithm is discrete, and regression,
if the output is continuous. Both are represented in
Figure 6. The classification algorithms categorize
the input data into discrete classes, in the attempt
to group similar values. In the context of this work,
this approach will be used since it is intended to
obtain a classification of the input data, and these
data and the respective output of the algorithm are
discrete.

There are several classification algorithms that
can be used in this approach [16]. The k-Nearest
Neighbors (kNN) and the Conditional Random
Fields (CRF) algorithms were chosen for their ad-
vantages and simplicity. Besides these, the Hid-
den Conditional Random Fields (HCRF) algorithm
is also used, which is considered an extension of
CRF. Regarding the kNN algorithm, it is consid-
ered one of the simplest and oldest approaches, used
in pattern classification [17]. Even so, it obtains
very competitive results compared to other classi-

fication algorithms. Its performance depends fun-
damentally on the distance metric used to identify
its nearest neighbours. Therefore, this metric must
be adapted to each problem individually [17], which
will be analysed later in this work.

4. Results and Discussion

In order to perform the tests, it was necessary to
firstly generate the data files to be studied. Af-
terwards, the kNN, CRF and HCRF classification
algorithms were applied to these files.

4.1. Pre-processing of data

About 20 files with different sizes were developed to
apply the kNN and CRF algorithms and they can
be grouped in 3 parts.

In the first part, there are files with time inter-
vals of the same value before and after the instant
of time that defines the beginning of the feedback.
The range of values tested extends from 200 to 2000
milliseconds. It was not considered necessary to test
values below 200 milliseconds due to the reaction
time of physiotherapists [18]. On the other hand,
it was assumed that the physiotherapist would not
take more than 2 seconds to react to the behavior
of the elderly. Consequently, the values analysed in
this part were 200, 250, 300, 350, 500, 1000, 1500
and 2000 milliseconds, before and after the instant
of time that defines the beginning of each feedback.

In the second part, it was maintained the same set
of values of 200, 250, 300, 350, 500, 1000, 1500 and
2000 milliseconds before the instant of time that
marks the beginning of the feedback and 0 millisec-
onds in the interval after that instant, because when
the feedbacks are spoken, they refer to something
that has already happened, i.e., that precedes the
feedback.

In the third part, it was taken into account the er-
ror that could exist when the alignment between the
video files of the games and the messages resulting
from the transcriptions was made. For this reason,
an error of 300 milliseconds was assumed, which
might have occured at the moment corresponding to
the establishment of each game’s beginning. Thus,
the time intervals analysed in this part observe only
the 300 milliseconds after that instant. Regarding
the values that precede it, the intervals 300, 500,
750, 1000 and 1500 milliseconds were considered,
which are never lower than the error established.

4.2. KNN Results

The fitcknn function from MATLAB allows the de-
termination of the most appropriate distance met-
ric and the optimal number of nearest neighbours
to consider for each input file. As a result of this
function, it was found that for the majority of tests
this distance was the city block and only 1 nearest
neighbour should be considered.



Hence, the results of these tests revealed that the
accuracies obtained are relatively close, varying in a
range between 0.1726 and 0.1890. The standard de-
viations were considered low compared to the calcu-
lated means, reaching a maximum value of 0.0133.
Either with the part 1 or part 3 files, accuracy val-
ues were always higher than 0.18, which demon-
strates the possible relevance of the time interval
after the start of the feedback.

4.3. CRF Results

To test this algorithm, the 20 data files were also
used. Additionally, 3 different values were tested for
the windowSize parameter, being them 0, 1 and 3.
The windowSize value defines the amount of data
that is used, before and after the current observa-
tion to predict its classification. A total of 60 tests
were performed with this algorithm.

With windowSize = 0, the accuracy results are
between 0.1814 and 0.2133. For windowSize = 1,
the accuracies obtained are in the 0.1802 to 0.2259
range, and finally, with windowSize = 3, results be-
tween 0.1802 and 0.2242 were achieved.

In general, the range of values was similar for the
3 windowSize values, and the same happened for
the standard deviation results. Comparing the out-
comes of the 60 tests, it can be verified that in 50%
of the cases the highest accuracies were achieved
with windowSize = 1, followed by windowSize = 3,
with the best results in 35% of the cases. It is also
possible to notice that accuracies tend to increase
when the intervals before and/or after the feedback
instant increase in value.

Analysing in more detail the accuracies of each of
the labels, it is noted that there is a preference for
those classes that have a higher number of samples,
and those that have fewer samples were barely used
in predicting the data.

4.4. HCRF Results

In the application of this algorithm only 2 files were
utilised due to the extension of the tests performed
in each one of them. So, the ones chosen were
those that cover the time intervals of [300,300]ms
and [500,300jms. The range of values applied to
test the nbHiddenStates and windowSize parame-
ters was 1, 2, 3 and 5 for the first and 1, 3 and 5
for the second.

This algorithm was applied in two different sit-
uations. In the first, there was no manipulation
of the data, while in the second, the data used in
the training of the classifier was replicated. In other
words, the number of samples in the training sets for
each of the labels was balanced in order to eliminate
the tendency/preference for certain classes. This
replication aims to obtain better results than those
achieved in the first case (without replication).

Therefore, the results achieved for each of the files

are displayed in Figures 7 and 8. These values refer
to the results obtained with the test sets, with and
without replication of the data used in the training
of the classifier (note figure legends).
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Figure 7: Accuracy results of [300,300]ms file.
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Figure 8: Accuracy results of [500,300]ms file.

In the case of the [300,300]ms file without repli-
cation, it can be seen that the accuracy results are
quite identical, ranging from 0.205 to 0.253. Re-
garding their standard deviations, they range from
0.016 to 0.06, reaching even relatively high values,
taking into account the obtained mean results. In
the case with replication, the accuracy values os-
cillated more than the ones indicated in the previ-
ous situation. This variation comprises mean values
between 0.111 and 0.206. The standard deviations
also reached relatively high values, compared to the
respective accuracy means, and encompass results
between 0.0238 and 0.0783.

With the data file [500,300]ms without replica-
tion, it was observed that all accuracy values are
greater than 0.20, oscillating more specifically in a
range between 0.201 and 0.253. Their standard de-



viations show a variation between 0.009 and 0.048.
In the case of data replication, there was an oscil-
lation in the results of the accuracy means between
0.0973 and 0.1966, never reaching the value of 0.20,
and a variation between 0.0119 and 0.1147 in the
values of the standard deviation.

Examining in more detail the specific accuracies
of each label, it can be verified that in the case
without manipulation of data, there was a notice-
able preference for the prediction with labels 2, 4
and 6, with emphasis on label 4. This is due to
the fact that these are the classes with the highest
number of samples in the training sets. In the sit-
uation where the data was replicated, there was an
improvement in this “preference”, since the choice
of labels in the prediction is more distributed.

4.5. Comparison of kNN, CRF and HCRF results
For the same set of data files, the kNN algorithm
revealed accuracies between 0.17 and 0.19, never
reaching values above this maximum limit, while
the CRF algorithm registered accuracy results be-
tween 0.18 and 0.22, for any value of windowSize
tested. So, it can be concluded that the CRF al-
gorithm demonstrated a better performance in its
predictions than the kNN algorithm.

Focusing only on the CRF algorithm, it was noted
that when the windowSize takes the value 1, it is
obtained accuracy values above 0.21 for 9 times. On
the other hand, when this parameter takes the value
0, only 1 result higher than 0.21 is counted and
2 results when the windowSize takes the value 3.
Thus, it can be stated that the CRF algorithm with
windowSize = 1 obtained better results in general
than the other two values tested for this parameter.

In order to facilitate the comparison with the
HCRF algorithm, the results were summarized in
the Tables 2 and 3. The accuracy mean indicated
in the CRF algorithm corresponds to the highest
achieved among the 3 windowSize values tested.
For the HCRF, the highest and the lowest accuracy
mean are displayed with the respective combina-
tion of parameters. The parameter nbHiddenStates
is represented by h and the windowSize by w.

From Table 2, it can be observed that the worst
value obtained with the HCRF is quite close to the
best achieved by the CRF. Regarding the highest
result reached by HCRF, it is possible to verify that
it is far from the others and an accuracy of 0.24 was
never achieved with any of the files studied with the
CREF algorithm.

Concerning what was obtained with the
[500,300]ms file, displayed in Table 3, it can be
seen that the results are quite identical to those
revealed in Table 2. The worst result of the HCRF
algorithm is close to the one achieved by CRF and
the best is also close to 0.24, distancing itself from

Table 2: Accuracies of the [300,300]ms file with the
3 algorithms.

Classification Accuracy
. Parameters
algorithms mean
kNN - 0.1866
CRF w =3 0.2083
h=25
HCRF w=5 0.2059
h=3 0.2494
w =3

Table 3: Accuracies of the [500,300]ms file with the
3 algorithms.

Classification Accuracy
. Parameters
algorithms mean
kNN - 0.1835
CRF w =3 0.2059
h=5
HCRF w=5 0.2014
h=2 0.2470
w=1

the remaining ones.

Additionally, and as expected, in both cases the
kNN algorithm presented the worst performance of
the 3 classification algorithms studied.

4.6. Comparison of HCRF results with and without
replication
Analysing the Figures 7 and 8, it can be observed
that, in both cases, the highest accuracies were al-
ways achieved without data replication. Further-
more, these results demonstrate a smaller oscilla-
tion of their values and reveal lower standard de-
viations. Comparing the size of the data files, the
advantage between any of the files is not percepti-
ble. Both have accuracies between 0.20 and 0.25,
and standard deviations with similar intervals.
The main objective of replicating the data in the
training sets was not achieved. However, as a re-
sult of the analysis of the accuracies of each label
individually, it was possible to consider more classes
during the prediction process. This means that the
balance in the number of samples per label, allowed
the classifier not to focus too much on specific la-
bels, ignoring the others. Due to this fact, replica-
tion revealed an advantage over the application of
the HCRF algorithm without any manipulation.

4.7. Other approaches

Other strategies could have been tested in the at-
tempt to obtain better accuracy values. Besides the
replication of the training set, the elimination of la-
bels with the lowest number of samples could have
been implemented, as well as the reduction of the
number of samples from the training sets to their
minimum value, or even the replication but with a



small amount of noise, to avoid a full repetition of
specific samples of the training data.

Consequently, the best combination of parame-
ters was selected, for each one of the files indi-
cated in the Tables 2 and 3, and these 3 additional
cases were tested: HCRF with replication and noise,
HCRF with training set reduction and HCRF with
label elimination. The results obtained for the new
tests are presented in Tables 4 and 5.

Table 4: Results of the new strategies for the
[300,300]ms file.

Strategies Modifications Accuracy
mean
HCRE (Wlt.hout i 0.2494

manipulation)
HCRF with Training set 0.1370
replication (with Training set 0.1954
and without noise) with noise '
HCRFE with Training set 0.1555
reduction

HORE with Al data 0.2754

label elimination

Table 5: Results of the new strategies for the
[500,300]ms file.
Strategies Modifications Acrflz::lcy
HCRF (without
manipulation) ) 0.2470
HCRF with Training set 0.1966
replication (with Training set 0.2588
and without noise) with noise ’
HCRE with Training set 0.2094
reduction
HCREF with All data 0.2038

label elimination

As can be seen, in both cases, the best results
were obtained with the elimination of the labels
with the smallest number of samples. The reduction
of the data from all training sets was not advanta-
geous, because the difference between the number of
samples was significant and, most likely, the train-
ing sets became too small, leading to the training
of the classifier to be ineffective. On other hand,
the noise revealed an improvement in accuracy com-
pared to the case with the full replication of the
data. This reveals that data replication with values
of features close to the real ones was advantageous
for the prediction of the classifications. Thus, if the
7 labels were to be maintained, this would be the
most suitable approach.

By comparing the size of the files, it is now pos-
sible to verify that, in general, the file covering a
longer interval of time achieves better accuracy re-

sults than the other file studied, with a smaller in-
terval.

5. Conclusions

The aim of this work was to generate a model of
a classifier to predict the motivational feedbacks to
be transmitted to the elderly at certain moments of
a game. The data was obtained from sessions where
the elderly played the exergames while the physio-
therapists provided the necessary indications. The
motivational feedbacks selected for replication cor-
respond to those with a higher number of samples,
in order to contribute to the training of the classi-
fiers.

The study was based on 3 different classification
algorithms: kNN, CRF and HCRF. After an anal-
ysis of the results achieved with each of the algo-
rithms, it is concluded that the one with the best
performance is the HCRF.

Afterwards, changes were made in the application
of the HCRF algorithm, which consisted in replicat-
ing the data used in the training of the classifier.
Although there were no improvements in the accu-
racy of the results, this replication revealed that,
with the balance of the number of samples per la-
bel, there is a more uniform distribution of the la-
bels used in the prediction, not giving preference to
those with a higher number of samples.

It was also verified that each data file revealed
different results, depending on the parameter set
nbHiddenStates and windowSize selected. The
same combination of these parameters may not be
ideal for the same file, with different training and
test sets. Hence, it is necessary to test several values
on these parameters in order to achieve a combina-
tion that produces good results.

Other approaches could have been developed to
improve the accuracies achieved. Among them, it
is highlighted the elimination of labels with a lower
number of samples, which reached the highest ac-
curacy values in this work. The results obtained,
when eliminating the labels 3 and 5, confirmed that
the discrepancy between the number of samples per
label was the main reason which led to a preference
for those with a higher number of samples, disre-
garding the others. However, and keeping the 7
labels, it is concluded that the best option would
be to perform the replication of the training data
with a small amount of noise. Therefore, the data
replicated are close but not exactly the same as the
originals, which proved to be an advantage, as the
accuracy results were higher for this case, compared
to the others which also used the 7 labels.

Although an overall accuracy of 0.2588 may seem
low, it is higher than predicting labels randomly.
More specifically, if the prediction of the 7 labels
were random, the probability of success would be,
approximately, 0.14 (1/7 a 0.1428571), so this clas-



sifier is already demonstrating an advantage.

5.1. Future work

Further decisions could have been taken when se-
lecting study data. For example, the choice of pa-
rameters from the games and joints read by Kinect
could have been different from the one selected. Ad-
ditionally, it could also be tested more or less pa-
rameters and analyse the influence that this would
have on the results. Beyond that, more tests can be
performed with the HCRF algorithm for data files
with other dimensions, which was not part of the
experiments performed in this study. The set of pa-
rameters used in the HCRF algorithm (windowSize
and nbHiddenStates) can also be extended, espe-
cially if the data file size is increased. It is also sug-
gested to further analyse the latest approaches indi-
cated in subsection 4.7, since some of them seemed
promising, in terms of improving the accuracy of
the classifier.
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