
Automated Assessment of Coronary Artery Stenosis in
X-ray Angiography using Deep Neural Networks

Dinis Lourenço Tavares Rodrigues

Thesis to obtain the Master of Science Degree in

Electrical and Computer Engineering

Supervisor(s): Prof. Arlindo Manuel Limede de Oliveira
Prof. Mário Alexandre Teles de Figueiredo

Examination Committee

Chairperson: Prof. José Eduardo Charters Ribeiro da Cunha Sanguino
Supervisor: Prof. Arlindo Manuel Limede de Oliveira

Member of the Committee: Prof. Alexandre José Malheiro Bernardino
Prof. Miguel Nobre Menezes

February 2020



ii



Declaration

I declare that this document is an original work of my own authorship and that it fulfills all the require-

ments of the Code of Conduct and Good Practices of the Universidade de Lisboa.

iii



iv



Acknowledgments

Ao Professor Arlindo Manuel Limede de Oliveira por me ter dado esta oportunidade única de trabalhar

num tema tão extraordinário e por todo o apoio ao longo desta dissertação. Ao Professor Mário Alexan-

dre Teles de Figueiredo por toda a orientação e conselhos. Ao Professor Miguel Nobre Menezes por

toda disponibilidade e trabalho conjunto no tratamento de dados. Por fim, ao meu pai António Manuel

Tavares Rodrigues e à minha mãe Otília Maria Moura Lourenço Rodrigues, por toda a vossa dedicação

em mim.

v



vi



Resumo

Existem vários métodos para avaliação quantitativa da gravidade de uma estenose da artéria coronária,

bem como diferentes medidas, levando a uma gestão distinta dos procedimentos de tratamento. É de

extrema importância identificar e classificar adequadamente todas as estenoses de um indivíduo. Uma

implementação de uma estrutura de três etapas utilizando aprendizagem profunda foi projetada para

automatizar a detecção e avaliação da gravidade da estenose. Este estudo apresenta um novo conjunto

de dados clinicamente obtidos de sequências de angiografia coronária invasiva de raios-X (ACI) devi-

damente desidentificadas de 480 pacientes do Hospital de Santa Maria. Para cada sequência, imagens

com contraste radio-opaco foram anotadas, definindo a visibilidade total da estenose. Caixas delim-

itadoras da estenose foram anotadas por um médico especialista em imagens de referência seguido

por técnicas de processamento de imagem para propagação das caixas em cada imagem. Dinâmica

de transferência de conhecimento de redes neuronais profundas são exploradas para aprendizagem

supervisionada em cada etapa. Com aplicação de redes neuronais convolucionais para a seleção do

ângulo correspondente da Artéria Coronária Esquerda / Direita (ACE / ACD) atingindo uma exatidão

de 0,97. Detectores de disparo único são utilizados para a detecção de estenose atingindo 0,83/0,81

mAR para ACE/ACD respectivamente. Uma nova abordagem de reforço de região de interesse com

CNN para regressão da gravidade da estenose do RCA foi explorada. O nosso método demonstra a

importância de transferência de aprendizagem na avaliação da gravidade da estenose com dados limi-

tados, alcançando bons desempenhos. Para o melhor do conhecimento do autor, esta é a primeira vez

que o iFR foi usado como uma métrica para tarefas de avaliação automática da gravidade da estenose,

usando técnicas de aprendizagem profunda.

Palavras-chave: Doença de Artéria Coronária (DAC), Rede Neural Convolucional (RNC),

Angiografia Coronária Invasiva (ACI), Deteção Automática de Estenose, Classificação de Imagem,

Transferência de Aprendizagem
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Abstract

Several methods for quantitative severity assessment of coronary artery stenosis exist as well as differ-

ent measures, leading to distinct management of treatment procedures. It is of upmost importance to

properly identify and classify all possible stenosis on an individual. A deep-learning three-step frame-

work implementation was designed to automate the detection and assessment of stenosis severity.

This study showcases a new clinically obtained dataset of properly de-identified X-ray invasive coro-

nary angiography (ICA) sequences of 438 patients from Hospital de Santa Maria. For each sequence,

radio-opaque contrast filled frames were annotated, defining full stenosis visibility with stenosis bounding

boxes being annotated by an expert physician on reference frames followed by image processing tech-

niques for propagation at each frame. Transfer learning dynamics of deep neural networks are exploited

for supervised learning at each step, employing CNN’s for angle view selection of the Left/Right Coro-

nary Artery (LCA/RCA) achieving 0.97 Accuracy, single-shot detectors for stenosis detection achieving

0.83/0.81 mAR for LCA/RCA respectively and a new region of interest boost approach with CNN’s for

stenosis severity regression of the RCA was explored. Our method showcases the importance of trans-

fer learning in stenosis severity assessment with limited data, achieving considerable performances. To

the best of the author’s knowledge, this is the first time that iFR was used as a metric for stenosis severity

assessment tasks using deep learning techniques.

Keywords: Coronary Artery Disease (CAD), Convolutional Neural Network (CNN), Invasive

Coronary Angiography (ICA), Stenosis Detection, Image Classification, Transfer Learning
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Chapter 1

Introduction

1.1 Motivation

There’s been a quest to understand the proper functioning and morphology of the human heart. Diagno-

sis quality on Coronary Artery Disease (CAD) has been shifting across decades, and it’s clearly shown

that further research in this subject is increasing.

In the latest published study from the Global Burden of Diseases, Injuries, and Risk Factors (GBD),

cardiovascular diseases, including coronary artery disease, is the leading non-communicable disease

(NCD) in regards to global mortality accountability. Responsible for an estimated 17.8 million deaths in

2017, showing an increase of 21.1% in occurrences, from 2003 to 2017, with groups of low and middle

income being the most affected [1].

Although several resources have been invested in prevention, proper available CAD assessment and

treatment procedures still aren’t reachable to the most general public due to the high costs involved.

The interest in producing reliable artificial intelligent applications and automated procedures has

been increasing in this new technology era. Clear evidence that proper automated and reliable ways

of quantifying stenosis lesions are being applied is lacking. Motivated by the opportunity to contribute

to the medical research field and the general public health care, with the application of state-of-the-

art technologies, an implementation using a three-step framework is proposed. The proposed solution

uses a deep convolutional neural network to automatically identify invasive coronary angiography (ICA)

angle views, and to detect and estimate stenosis severity. The approach can be used to aid expert

physicians in stenosis severity assessment procedures reducing clinical malpractices [2] and improving

patient welfare during procedures, by reducing the time complexity.

1.2 Topic Overview

Coronary artery disease (CAD), also known as coronary heart disease (CHD) or ischemic heart disease

(IHD), [3] is characterized by plaque buildup, a waxy substance, inside the coronary arteries. This

buildup can partially or totally block blood flow in the coronary arteries, leading to improper delivery
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of oxygen-rich blood to the heart, weakening the heart muscle, and possibly leading to heart failure [4].

Current standard diagnosis methods rely on an expert physician to assess the issue, off or on-site, using

non-invasive or invasive procedures.

1.3 Objectives

This study uses a new curated medical dataset of X-ray invasive coronary angiography with optimal

interval frames annotated with stenosis bounding boxes and labeled with a quantitative iFR severity

assessment measure, providing a path for novel implementations of automatic stenosis assessment.

Additionally, a three-step framework based on deep neural networks is presented for coronary angle

view selection, stenosis detection and stenosis quantitative severity assessment.

1.4 Thesis Outline

The present document is divided into eight chapters:

• Chapter 2 State-of-the-art: An overview of previous work carried in CAD assessment.

• Chapter 3 Coronary Artery Disease: Describes the overall notations, definitions, and issues

regarding CAD assessment.

• Chapter 4 Medical Data: Presents the processing steps of the applied medical dataset in this

study.

• Chapter 5 Implementation: Describes a three-step framework for automatic stenosis assessment

using deep neural networks.

• Chapter 6 Results: Showcases the performance metrics of each step of the framework and

presents comparisons with related work by other authors.

• Chapter 7 Conclusions: An overview through the completed study and contributions.

• Chapter 8 Future Work: A brief discussion on how to improve the current medical dataset and

possible implementations based on segmentation and attention mechanisms, with the objective of

improving stenosis detection and severity assessment.
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Chapter 2

State-of-the-Art

Subjective visual estimation of CAD severity by visually assessing coronary angiograms was standard

practice for several years until it was shown to be inadequate due to high degrees of intra-observer

and inter-observer variability [5]. Significant efforts have been made to develop new methods and algo-

rithms to objectively quantify the severity of CAD through quantitative coronary angiography (QCA) [6].

QCA starts with an invasive coronary angiography procedure (ICA), where the introduction of a contrast

medium through heart catheterization is performed. Different processes exist, but the core procedure

remains the same. A reference two-dimensional ICA still image is chosen, normally in the end-diastole,

where the coronary arteries are more expanded. The image is forwarded to a countour-detection algo-

rithm. Together with several other parameters, QCA can quantify the severity of the stenosis by assigning

a percentage metric where 0% indicates no blood flow and 100% indicates perfect flow [7].

In 2014 the European Society of Cardiology (ESC) and the European Association for Cardio-Thoracic

Surgery (EACTS) published their guidelines where a careful evaluation on this issue with all evidence

available at the time was made. The guidelines aim to assist health professionals in selecting the best

management strategies for an individual patient with a given condition. QCA (previously recommended)

in these guidelines was no longer favored for stenosis assessment through ICA, but rather a new upcom-

ing procedure called fractional flow reserve (FFR)[8]. Invasive measurement through FFR is performed

by placing clinically suited wires (connected to an external system) with a pressure sensor in the coro-

nary artery. With the pressure sensor, pressure values are recorded during several heartbeats. The

result is a pressure ratio between the distal and proximal location of the stenosis were a value below

0.71 indicates abnormal blood flow with a need for further treatment procedure [9].

In 2018 a new version of ESC/EACTS guidelines was published, introducing an equally recom-

mended procedure for quantitative stenosis assessment [10]. The instantaneous wave free ratio (iFR) is

a procedure that, contrary to FFR, needs no adenosine administration, a vasodilator that regulates the

heart rhythm. The principle remains the same: by placing clinically suited wires in the coronary arter-

ies, it results in a ratio between the stenosis’s proximal and distal pressures, where a value below 0.90

indicates abnormal blood flow and a need for further treatment procedure. Instead of recording several

pressure values like in FFR, it can provide an accurate quantitative measure by analyzing the heart in a

3



specific cardiac cycle, in the diastolic period, which is characterized by being very stable with minimum

microvascular resistance [11].

With more access to computing power, it opened a path that’s been leading to increased neural

networks and convolutional neural network (CNN) applications. Early developments in deep learning

techniques applied in cardiology imaging began by focusing on the structural segmentation of the ven-

tricles and stenosis centerline extraction from MRI and CT scans with the objective of aiding expert

physicians in visual assessment [12–16].

To deal with the lack of public ICA datasets Antczak and Liberadzki [17] generated and trained a

custom CNN on thousands of artificial 32 by 32 pixel patches mimicking the presence of stenosis. Using

a sliding window with the patches dimensions on the original frame with the trained CNN, detection

performance increased, but real test images were very few and were also scaled down.

To automate the process from start to finish in stenosis assessment Au et al. [18] showcased a

pipeline composed by three uniquely designed CNN’s with the intention of detecting, segmenting and

classifying stenosis severity through QCA annotations in ICA reference images of the left coronary

artery (LCA). Their study included 1024 study participants using only RCA viewing angles and reference

frames. A detector variant of the single-shot detector YOLO [19] was developed with the objective of

determining fixed dimensional regions of 192 by 192 pixels on which a stenosis was present. With the

proposed region another custom segmentation deep learning architecture was built, based on U-Net

[20], to automatically segment every pixel where the stenosis was present. Afterwards another but yet

small custom CNN with only five convolutional layers was built to classify the segmented frame.

Cong et al. [21] also developed a three-stage end-to-end workflow for stenosis characterization.

With a dataset wich included RCA and LCA sequences from 194 patients, the process of viewing angle

selection is initialized with transfer learning and fine-tuning of the InceptionV3 [22]. The reference frame

selection in each ICA sequence, which lies under the optimal frame interval, when the radio opaque

contrast is fully introduced and all coronary arteries and stenosis are best seen, it’s usually selected

by an expert physician. Features extracted from the last convolution layer of the InceptionV3, are used

to train a bi-directional LSTM, taking advantage of the temporal dimension to extract the exact frame

of the sequence corresponding to the reference frame. With the extracted frame another InceptionV3

is fine-tuned in a classification manner for the stenosis assessment under QCA labels. The detection

of the stenosis is then performed as a weakly supervised method by employing class activation maps

using Grad-CAM [23] to identify the most important regions based on the weights contribution for the

respective frame classification result. These detections are then evaluated against expert physician

manual annotations of 35 by 35 pixel bounding boxes.

Focusing in the detection task of the stenosis Wu et al. [24] developed a novel single-shot architec-

ture using the VGG16, a feature extractor from which feature maps from low and high level convolutional

layers are extracted. Those are then passed into a classification and regression sub network, to esti-

mate bounding box coordinates and the respective confidence scores. Their dataset constituted ICA

sequences from a different range of viewing angles of 134 participants where only bounding boxes for

verified stenosis above the QCA threshold were annotated and compared against estimations.
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Chapter 3

Coronary Artery Disease

3.1 Characterization

The heart muscle, like any other organ or tissue in the human body, needs oxygen-rich blood to survive

and endure. Blood is supplied to the heart by its own vascular system, named coronary circulation. The

aorta (the main blood supplier to the body) branches into two main coronary arteries. These coronary

arteries then also branch into smaller arteries, which supply oxygen-rich blood to the entire heart muscle

[25].

Right Coronary Artery (RCA)

Left Coronary Artery (LCA)

Circumflex (Cx)

Left Anterior Descending (LAD)

Right Marginal Artery (RMA)

Right Posterior Descending (RPD)

Aorta

Figure 3.1: Coronary arteries illustration.

The left main coronary artery (LCA) supplies blood to the left side of the heart muscle (the left

ventricle and left atrium). It then branches into the left anterior descending (LAD) artery and to the left
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circumflex (LCx) artery encircling the heart. The right coronary artery (RCA) supplies blood to the right

ventricle, the right atrium, and the SA (sinoatrial) and AV (atrioventricular) nodes, which regulate the

heart rhythm. It branches into the right posterior descending artery (RPD) and the right marginal artery

(RMA). Together with the left anterior descending artery, the right coronary artery helps to supply blood

to the middle or septum of the heart [26].

Narowing degree

Healthy Restricted

Figure 3.2: Fatty deposits restricting blood flow, narrowing the coronary artery.

CAD is characterized by the narrowing (stenosis) or blockage of the coronary arteries due to the

buildup of cholesterol and fatty deposits on the inner walls of the arteries. The stenosis may restrict

blood flow to the heart muscle by clogging the artery thus causing abnormal artery function [27]. These

can show up in multiple scenarios, i.e multiple coronary arteries and respective branches.

Untreated cases may lead to stable and unstable angina (chest pain), myocardial infarction (heart

attack), and sudden cardiac death (absence of blood flow)[28]. To prevent further CAD advances, correct

stenosis diagnosis is important in order to help in the definition further steps of treatment.

3.2 Stenosis Assessment

3.2.1 Coronary Angiography

The current standard in coronary artery stenosis evaluation is invasive coronary angiography (ICA) [11].

In this procedure, the patient lies on an X-ray table and a radio-opaque contrast agent is administered

intravenously through a catheter directly into the coronary arteries by an expert physician. With the

assistance of a C-arm X-ray unit that moves rotationally in two perpendicular planes (see Figure 3.3),

two-dimensional images are then taken, to build a temporal sequence of frames recording the entire

procedure and capturing the radio-opaque contrast flow.

The different retrieved image sequences are then individually separated and visually assessed by
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Figure 3.3: Rotational perpendicular planes of C-arm X-ray unit.

the expert for a first evaluation, by observing the radio-opaque contrast flow, which translates to the

blood flow in the coronary arteries, looking for any abnormal behavior. For confirmation, a quantitative

stenosis severity procedure is followed.

Coronary System
Angle (degrees)

Observed Arteries
LAO CRA

LCA

-20 20 LAD and LCx
0 40 LAD and LCx
0 -30 LAD
50 -30 LAD and LCx
50 30 LAD

RCA
30 0 RCA
-30 0 RCA
0 30 RPDA and RMA

Table 3.1: Common viewing angles in ICA.

Multiple occurrences of stenosis can show in coronary arteries and depending on the patient’s mor-

phology, the expert physician may move the C-arm X-ray unit in different angles in order to reach and

visualize certain coronary arteries where the most common angles can be summed in Table 3.1 [29, 30].

3.2.2 Quantitative Coronary Assessment

QCA is a computer-assisted procedure widely considered as a gold standard for measuring stenosis

percentage. It is typically performed either ‘online’ immediately after coronary angiography for clinical

decision making or ‘offline’ by angiographic core laboratory experts (for clinical trials). It involves visually

annotating diseased coronary arterial segments and the area surrounding each stenosis to determine

the percent diameter stenosis. Standard workflow for QCA consists of a multi-step analytical pipeline.

Single-frame images that best demonstrate the stenosis are selected by the analyst. Images are then

manually annotated by segmenting a portion of the lesion (i.e. stenosis) of interest, consisting of the
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lesion as well as the surrounding healthy vessel. Finally, annotated lesions are analyzed for percent

diameter stenosis relative to the reference vessel diameter of the lesion of interest [31].

3.2.3 Fractional Flow Reserve

Invasive measurement through Fractional Flow Reserve (FFR) is performed by placing clinically suited

wires (connected to an external system) with a pressure sensor in the coronary artery. Through the

time of several heartbeats pressure values are recorded with the pressure sensor. The result is a pres-

sure ratio between the distal and proximal location of the stenosis where a value below 0.71 indicates

abnormal blood flow with a need for further treatment procedure [32].

3.2.4 Instantaneous Wave-Free Ratio (iFR)

Instantaneous wave-free ratio (iFR) assessment is based on the physical law described by the Hagen-

Poiseuille equation, giving the pressure drop of Newtonian fluids with constant density in laminar flow,

running in a constant cross-section long cylindrical pipe. This law can be seen as a deviation from Ohms

Law (U = RI) with

P = Q×R (3.1)

where P , Q, and R is the respective pressure, flow, and resistance. By discarding many variations, the

problem can be simplified to a very simple model (see Figure 3.4) in order to obtain the pressure drop

caused by the stenosis

RS

Pa Pd

Qa Qd

Figure 3.4: Simplified iFR measurement model.

where the total pressure drop across the stenosis is given by

Pa − Pd = (Qa −Qd)×RS
Pressure change = Flow change× Constant Resistance

∆P ≈ ∆Q×Rs

(3.2)

with Pa being the proximal pressure (beginning), Pd the distal pressure (end) and RS the constant

resistance given by the stenosis. [11, 33, 34].

When the stenosis limits the blood flow, the pressures Pd and Pa differ over the wave-free period. iFR

is performed through an invasive procedure, by placing medical suited wires with a pressure sensor from

the proximal to the distal coronary stenosis (see Figure 3.5). The pressure values are then computed
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by proper medical systems and average the ratio Pa/Pd from usually five cardiac cycles in the diastolic

period, with a minimum of one. When we are in the presence of normal blood flow, iFR has a ratio

of 1.0 Any value below 0.90 will indicate abnormal flow and consequently further treatment procedure

indication [35].

(a) Clinical suited wire placement (b) iFR assessed quantitative value

Figure 3.5: iFR proceadure

From the coronary angiography to the quantitative iFR measurement, the procedure takes an average

time of one hour, with the coronary angiography taking only about ten minutes to visualize every coronary

artery.

3.2.5 Issues

The objective of the iFR measure is to quantify the severity of the stenosis. The expert then determines

whether the patient needs to proceed to further treatment procedures or not. The coronary angiography

takes only a fraction of the total assessment procedure time. The expert physician needs to evaluate

each individually coronary artery and correspondingly determine each iFR value. So in sum: (1) the

patient endures the coronary angiography, (2) the iFR measurement, and (3) if necessary the treatment

procedure time.
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Chapter 4

Medical Data

4.1 Overview

The available data for this work was firstly curated by cardiologist Miguel Nobre Menezes from Unidade

de Cardiologia de Intervenção Joaquim Oliveira, Serviço de Cardiologia from Hospital de Santa Maria,

Centro Hospitalar Lisboa Norte. It is composed of 9378 clinically obtained invasive coronary angiography

single and multiple ICA image sequences of 438 subjects, ranging from the year 2015 until 2019. The

data was properly de-identified to preserve participant privacy, and each subject was over the age of

eighteen.

For each subject, in addition to the ICA image sequences themselves, the Gender, Age, Date, iFR

Value, FFR Value and Coronary Artery Stenosis Location was also included at the patient level. The

Gender, Age and Date are considered only as auxiliary metadata and do not serve as features for this

study.

(a) Artery Annotation (b) Wire Placement Annotation (c) Stenosis Annotation

Figure 4.1: Annotations in RCA viewing angle by frame procedure indicating the full coronary artery,
wire placement from which the iFR was obtained and the most visually contributing stenosis.

For the stenosis severity assessment, the iFR procedure was preformed for the majority of the pa-

tients. As for the FFR, the procedure was in some cases performed together with iFR, but overall there

are insufficient assessments, resulting in a non-present value for the respective patients.
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The Coronary Artery Stenosis Location information indicates which artery had the most contributing

stenosis for which the iFR and FFR values were obtained.

For each patient with a valid iFR assessment value and stenosis location, annotations for the op-

timal sequences, i.e., stenosis is best seen under the radio-opaque contrast, were included in a non-

destructive way using Osirix [36], an image processing software (see Figure 4.1).

Several stenosis occurrences may happen at any given sequence and patient, whether on the same

coronary artery or multiple coronary arteries. In some viewing angles, different coronary arteries can

also be seen simultaneously and the stenosis themselves.

Figure 4.2: Custom annotation graphical user interface program.

For the optimal sequences, annotations were done such that for each coronary artery containing a

stenosis: (1) a unique frame was annotated showcasing the artery; (2) a unique frame was annotated

showcasing how the wire of the iFR procedure was placed; (3) a unique frame was annotated showcas-

ing all the stenosis of the corresponding artery, corresponding to the best contrast viewing frame and it is

considered the reference frame of the sequence. A total of 1593 sequences accounting for 438 patients

were annotated using this procedure.

4.2 Data Treatment and Annotation Process

The provided ICA image sequences were in the well known and documented DICOM format protocol.

DICOM Metadata
Identifier Detail Desired

Image Type Image identification characteristics No Protocols/Reports
Rows Number of pixel rows in the frame 512

Columns Number of pixel columns in the frame 512
Frame Time Time interval in milliseconds between frames 33 and 66

Pixel Spacing Physical distance (mm) between adjacent rows and columns centers 1
Photometric Interpretation Intended interpretation of the pixel data Monochromatic
Positioner Primary Angle Position of the C-arm X-Ray unit from the RAO to LAO Any

Positioner Secondary Angle Position of the C-arm X-Ray unit from CRA to CAU Any

Table 4.1: Relevant DICOM metadata of ICA sequences.
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The dataset contained variations in dimensions, frame rates, and unique cases that would affect the

result. Many of the DICOM files were patient study reports, protocols, and single-frame shots, which are

not directly usable. Following the criteria in Table 4.1a first step in standardizing the dataset only through

the DICOM metadata was performed. Only sequences with frame dimensions of 512 by 512 pixel were

allowed with pixel values ranging in the [0, 255] monochromatic scale (1 channel). Rare cases of 1024 by

1024 pixel were present having pixel values outside the allowed range. As a dimensional down-scaling

and a transformation in pixel value would be necessary, those were discarded.

From the single frame annotations in the optimal sequences (see Figure 4.1) an annotation frame-

work was developed to enrich the dataset with metadata. Starting with the optimal frame annotated by

the expert physician, they are automatically transformed into bounding boxes and propagated through

the entire sequence. Then it is possible to adjust the bounding boxes, define the sequence optimal in-

tervals (when the contrast is fully introduced), group-specific angle views of the sequences, and discard

unwanted sequences with image artifacts. A custom graphical user interface (GUI) (see Figure 4.2) was

specifically developed to suit the requirements necessary for this task.

4.2.1 Bounding box propagation

Before propagating the annotations, they are first transformed into bounding boxes, which is done by

taking the start/end coordinates and the original annotation’s maximum width/height coordinates. With

this information, any rectangular shape can be made and is considered a bounding box. Note that these

bounding boxes are generated only in the reference frame of the sequence.

Forwards Propagation 
(2) 

Backwards Propagation 
(3) 

Reference 
Frame 

Initial  
Bounding Box 

(1) 

Figure 4.3: Bounding box annotations propagation

To alleviate the labour of having to annotate all the bounding boxes in every single frame manually,

the object tracking algorithm Discriminative Correlation Filter Tracker with Channel and Spatial Reliability

[37] was implemented using the OpenCV image processing library. By defining our initial template of

13



the object, i.e. our initial bounding box, a set of correlation filters (Histogram of Gradients and Colour

filters) is initially trained and used to estimate and update the new object position at the next frame. The

correlation filters response is computed and weighted by their channel reliability. All the hyperparameters

and implementation details were followed according to the original paper.

The propagation is made through a three-step process (see Figure 4.3): (1) the initial bounding box

is obtained by transforming the initial annotation of the reference frame to a bounding box; (2) using

the tracking algorithm the initial bounding box is propagated to the forward part of the sequence; (3)

The same reference bounding box is propagated to the backwards part of the sequence. Using this

procedure the reference bounding box is propagated to all frames of the sequence.

Even though the tracking algorithm worked as intended, in some frames the bounding box was not

properly placed due to the occlusion of the stenosis, rapid shift of the lesion, frame rate and situational

sudden movements. These misplaced bounding boxes need to be manually corrected such that they

have a perfect fit in the region of interest.

4.2.2 Optimal interval definition

Not every frame of the sequence is suitable and can’t be considered an optimal frame. Only a specific

interval of the sequence, when the radio-opaque contrast is fully visible and introduced, filling all of the

coronary arteries with the stenosis best seen, can be considered optimal.

(a) No contrast is present (b) Contrast being introduced (c) Contrast fully introduced (d) Contrast is vanishing

Figure 4.4: Different sequence intervals of the radio opaque contrast placement

Four different intervals (see Figure 4.4) need to be manually labelled as: (a) no radio-opaque contrast

is present, and no coronary arteries and stenosis are visible; (b) the radio-opaque contrast is being

introduced but has not yet filled all the coronary arteries and stenosis; (c) the radio-opaque contrast

has been fully introduced, and all the coronary arteries and stenosis are optimally viewed (d) the radio-

opaque contrast is vanishing from the coronary arteries and is not an optimal viewing case.

4.2.3 Angle view selection

From the present metadata in each DICOM sequence file, it is possible to access the X-ray C-arm

unit’s angles in which the sequence was taken. A correlation between the machine’s angles and the

coronary arteries’ common viewing angles (see Table 3.1) is feasible. However, in many cases, they do
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not directly correspond to each other since several angle variations occur during the procedure, mainly

due to distinct patient morphology.

(a) RCA (b) LAD (c) LCx and LAD (d) LAD and LCx

Figure 4.5: Most common viewing angles from left to right, with the corresponding coronary arteries

To address this, sequences are firstly grouped by their respective angles (obtained by the DICOM

metadata) and then manually filtered to the most common viewing angle names (see Figure 4.5). For

simplicity reasons, sequences containing the only RCA and LAD are denoted RCA view and LCA view.

4.2.4 Metal implants

A minority of patients had pacemakers and/or metal implants. Being radio-opaque, they completely/partially

obstructed the coronary arteries in some sequences.

(a) Metal implants (b) Pacemaker wires (c) Pacemaker example 1 (d) Pacemaker example 2

Figure 4.6: Examples of image artefacts present in the sequences

As these sequences (see Figure 4.6) only represent a small portion of the dataset, they were dis-

carded as they would affect the optimal dataset quality.

4.2.5 Processed dataset

All of the sequences with implants were initially discarded and did not go through the bounding box

propagation procedure nor frame interval selection. Additionally, some sequences also required further

curation from the expert physician, as the annotations could not be programmatically retrieved.

The 1593 annotated sequences from 438 patients were processed with the described steps, resulting

in 1294 optimal sequences (see Table 4.2) with 20819 optimal frames, where the bounding box was

placed. From the optimal sequences, the most common angles (see Figure 4.5) were grouped.
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Frames
Sequence Detail Patients Sequences No Contrast Introducing Optimal Vanishing Stenosis Annotations iFR below iFR above
Total Sequences 438 1593 0 0 0 0 4234 554 1005

Discard 72 115 0 0 0 0 338 40 73
With Implants 82 184 0 0 0 0 472 81 96

Optimal 392 1294 11582 1294 20819 39266 3424 433 836
Optimal RCA 91 235 2249 235 3983 6323 309 25 210
Optimal LCA 126 155 1323 155 2474 5077 225 70 85

Optimal LCx/LAD 111 118 1155 118 1912 3869 159 53 65
Optimal LAD/LCx 90 92 865 92 1590 2616 105 43 49
No Lesion RCA 48 54 465 54 748 1450 0 0 0
No Lesion LCA 17 18 153 16 190 538 0 0 0

Table 4.2: Processed dataset, with all optimal sequences, frame intervals, stenosis annotations, and iFR
values count.

From the raw dataset, additional sequences without any stenosis were also annotated with their

optimal intervals to enhance the processed dataset.

Due to the limited sequences of Optimal LCx/LAD and Optimal LAD/LCx, only Optimal RCA and

Optimal LCA viewing angle sequences and the respective No Lesion sequences contributed to this

study.
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Chapter 5

Implementation

5.1 Concepts

5.1.1 Neural Networks

The human brain has been a source of inspiration in the world of computer science and vision problems.

The brain has a large number of neurons (∼ 1011), which, although being slow (∼ 1ms) comparatively

to today’s electronic devices, are able to seemingly achieve very complex and difficult tasks with ease in

real-time.

One of the first attempts to model the human brain was by McCulloch and Pitts [38] in the early

1940s. By studying the neuron’s biological anatomy, he tried to understand how the brain could perceive

highly complex patterns by using many neurons connected.

Figure 5.1: Simplified model of the neuron

The proposed artificial neuron model (MP neuron) (see Figure 5.1) has a linear part

s =
[
1 xT

]
w = x̃Tw (5.1)

which represents the weighted sum of the inputs, with w = [w0, . . . , wP ]T being the weight vector. It is

followed by non-linearity

ŷ = g(s) =

1 if s ≥ 0

0 otherwise
(5.2)
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where g : R→ R is known as the activation function. In the 1950’s Rosenblatt [39] proposed an improved

version, the perceptron together with an iterative algorithm to train the weights of the artificial neuron:

(1) start with a training set T = {(x(1), y(1)), . . . , (x(n), y(n))} with xk ∈ RP and yk ∈ 0, 1; (2) randomly

initialize the weights wi(0), i = 0 . . . , P ; (3) present a new training sample (x(t),y(t)) to the model and

compute the output ŷ(t) = g(x̃T (t)w(t− 1)); (4) update the weights according to

wi(t) = wi(t− 1) + ηxi(t)ε(t), ε(t) = y(t)− ŷ(t) (5.3)

where y is the desired outcome of the input x(t) and η is the learning rate that models the rate of

convergence. Then repeat steps 3 and 4 until convergence.

The algorithm was proven to solve any binary problem, as long the training set could be separated

by a hyperplane in feature space. Otherwise, and as well, with regression problems that are not binary,

the algorithm would not converge.

Figure 5.2: Simplified multilayer perceptron architecture

To solve the perceptron’s limitations, multilayer perceptron (MLP) architectures (see Figure 5.2) with

continuous and differentiable activation functions were developed.

Each unit si of layer L` is connected to a unit sj of the next layer L`+1 through a weight wij such that

for each unit j ∈ L`+1

sj = w0j +
∑
i∈L`

wijzi

zj = g(sj)
(5.4)

The network can thus be seen as a non-linear function

ŷ = f(x,w) (5.5)

that maps the input space to the output space controlled by a set of weights w. The optimal weights are

then estimated using a training set T , through loss optimization
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L =
1

N

N∑
k=1

Lk(yk, ŷk) (5.6)

where ŷk is the network output for a given input xk and the loss function L quantifies the deviation

between the output and the ground truth yk.

The minimization of L is commonly achieved with the gradient descent algorithm

wij(t+ 1) = wij(t) + ∆wij(t), ∆wij(t) = −η ∂L
∂wij

∣∣∣∣
w(t)

(5.7)

If in batch mode, the gradient vector ∆w at time step t includes all the training patterns of T . If only a

portion of the training patterns is used, it is called mini-batch mode. If only one pattern is used at a time,

it is called online mode, a situation also known as stochastic gradient descent (SGD).

Figure 5.3: Backpropagation network

To obtain each weight, wij , the derivative of the loss function L with respect to each weight is neces-

sary [40, 41]. This derivative is calculated for all network weights using the chain rule of differentiation

(see Figure 5.3).

5.1.2 Convolutional Neural Networks

Convolutional neural networks (CNN) have been the standard for image analysis in many fields, such

as image classification, recognition, and object detection. In contrast to MLP, which was inspired by the

general connections between neurons of the brain, CNN’s were inspired by how the visual cortex and

its receptive field respond to specific image patterns.

An image is a matrix with dimensions Width x Height x Channels with values in a given range, usually

from 0 to 255. CNN’s are then able to capture those features by convolving them with a set of learned

kernels w (filters) given by

vxy`n =
∑
m

P−1∑
p=0

Q−1∑
q=0

wpq`mnv
(x+p)(y+q)
(`−1)m (5.8)
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mth Feature Map 

Kernel nth Feature Map 

y

x

Figure 5.4: Convolution operation illustration

where P and Q are the dimensions of the kernel, and wpq`mn is the value of the kernel at position (p, q)

connected to the mth feature map. These are then often followed by sub-sampling. The result is a

lower-dimensional and easier to process feature map, which still bears a strong relation to the original

image features (see Figure 5.4).

The initial convolutional layers of a network, which have the most resolution, are responsible for cap-

turing low-level features like edges and color. By stacking even more convolutions (Deep Convolutional

Neural Networks), followed by sub-sampling, the architecture begins to capture even more high-level

features like curves, texture, and patterns [42]. It is then possible to connect the flattened feature map

to a fully connected classification/regression layer and start the training process for the specific task at

hand.

5.1.3 Transfer Learning

One problem with neural networks is that they will overfit the training set when there isn’t enough data

to train them due to the network’s large number of weight parameters.

Transfer learning is a technique to overcome the small dataset limitation, where the network is trained

in two steps. First, there’s a pre-training stage where the network is trained under a broad and wide

domain dataset with various classes/labels/categories, like ImageNet [43], which has over 20 thousand

categories and over 14 million images. The fine-tuning stage is where the network is trained once

more, but this time with the smaller dataset. The pre-trained network targets the specific target task of

interest, which may have fewer category examples than the first step’s broader dataset. This step is

commonly performed by replacing the last layer of the network (classification layer) and replacing it with

a fully connected randomized weighted layer with the number of categories require. The pre-training
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Sub-sampling Convolution ClassificationSub-sampling

Fine TuningLayer replacement

Figure 5.5: Transfer Learning and fine tuning example by replacing the last classification layer

step helps the network learn general features that can then be reapplied on the specific target task (see

Figure 5.5).

One of the benefits of transfer learning is that researchers often publish their state-of-the-art architec-

tures with the pre-trained weights available. It’s then possible to take advantage of the huge computing

time required in pre-training and give more focus to the fine-tuning stage where changes in hyperparam-

eters may be necessary. Although training a network from scratch would be considered the standard

procedure in a training pipeline, it has been shown that in small datasets and medical tasks specifically,

training from scratch may have a similar performance to transfer learning methods [44].

5.1.4 Cross-Validation

The standard approach when training and evaluating a model is to randomly split our training set T into

three subsets: (1) one for training the model; (2) one for validation during training, and (3) one to test

on unseen data when the training process is finished. But when working with small datasets and limited

data, the split operation is highly susceptible to selection bias. For example, if our test subset only

contains easy examples, the final evaluation will deliver high results, but if the test subset only contained

hard examples, the opposite result would occur.

In k-fold cross-validation, every observation is ensured to appear in both training and test subsets.

The training set T is randomly split into k exclusive folds {T1, T2, . . . Tk} with equal size, where the model

is trained and tested k times. In each iteration t ∈ {1, 2, . . . , k} the model is trained on T \ Tt and

evaluated on Tt. In stratified cross-validation, the folds are stratified, ensuring approximately the same

proportions of classes/labels as in the original dataset T

Performance of cross-validation is then obtained by computing the mean and variance from the
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Figure 5.6: 5-Fold Cross-validation procedure example.

evaluation on the test subset at each iteration (see Figure 5.6). A good performance in cross-validation

shows a high value in the mean and a low variance, indicating that the model could generalize well to all

unseen data [45].

5.2 Angle View Classification

The initial phases of detecting and assessing a stenosis require that a coronary viewing angle must

first be filtered and selected. Since every sequence was previously labeled with the respective viewing

angle, this task is address as a classification problem, as one frame can only belong to a specific viewing

angle. The ResNet-50 was chosen as the architecture for this task.

AvgPool

/2 /2Image 7x7 conv, 64

x1

C1

/2

maxPool

1x1 conv, 128
3x3 conv, 128
1x1 conv, 512

x4

C3

1x1 conv, 256
3x3 conv, 256
1x1 conv, 1024

x6

C4

/2 1x1 conv, 512
3x3 conv, 512
1x1 conv, 2048

x3

C5

FC, K

x1

1x1 conv, 64
3x3 conv, 64
1x1 conv, 256

x3

C2

Figure 5.7: ResNet-50 simplified architecture. Bottom of each block denotes the repeated set of layers
(Kernel size, operation, number of channels) in each convolution block (C). After each block (C1 to
C5) spatial dimension is reduced. The final layer is a fully connected layer FC with K units. Shortcut
connections occur every two layers but are omitted for readability.

The ResNet is characterized by shortcut connections that skip one or more layers, a technique that

improves the flow of relevant feature information into deeper layers [46].

The shortcut connections allow the summation of the previous layer outputs to the outputs of the

stacked layers, contributing to a better feature propagation across the deep network and can be de-

scribed by

y = F(x, {Wi}) + x (5.9)
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Figure 5.8: Residual block with shortcut connection used in the ResNet layers.

where F(x, {Wi}) is the residual mapping to be learned, eg. in Figure 5.8, F = W2ReLU(W1x). After

each residual block, sub-sampling is applied directly from the convolutional layers using a stride of

dimension 2. Since the dimensions of F and x must be equal, a linear projection Ws is made to match

the correct dimensions between such that

y = F(x, {Wi}) +Wsx (5.10)

only when there are spatial dimension changes and where Ws is the identity matrix. For each layer of

the ResNet network, except the fully connected layer, the ReLU activation function [47] is used

ReLU(x) = x+ = max(0, x) (5.11)

with batch normalization layers [48], This standardizes a layer’s inputs for each mini-batch by maintaining

the output close to zero with a standard deviation close to one.

In our application, the ResNet-50 was initially pre-trained on ImageNet with 224 by 224 images. For

fine-tuning, the last layer was replaced by a fully connected layer with two output units, and random

weights obtained through Xavier initialization method [49]. In this initialization the weights follow a

uniform distribution within the bounds
[
−

√
6√

nin+nout
,

√
6√

nin+nout

]
with nin and nout being the in-going and

out-going connections respectively, ending with softmax activation function

softmax(z)i =
ezi∑K
j=1 e

zj
. (5.12)

Softmax activation normalizes the units vector z, with sum add up to 1, being interpreted as probabilities.

The network was then trained under the categorical cross-entropy with loss defined as

Lclsangle = CCE = −
K∑
i=1

yi log(ŷi). (5.13)

Additional training details

The ResNet-50 was trained and evaluated using 5-fold stratified cross-validation at sequence-level, for

30 epochs and with a batch size of 32. To improve convergence speed, stochastic gradient descent
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with the Adam [50], a first-order gradient-based optimization algorithm was performed, with weights wij

being updated according to

wij(t+ 1) = wij(t) + η
m̂wij√
v̂wij

+ ε
, (5.14)

m̂wij
=
mwij (t+ 1)

1− β1
, (5.15)

v̂wij =
vwij

(t+ 1)

1− β2
, (5.16)

mwij
(t+ 1) = β1mwij

(t) + (1− β1)
∂L
∂wij

, (5.17)

vwij
(t+ 1) = β2vwij

(t) + (1− β2)

(
∂Lclsangle
∂wij

)2

(5.18)

m and v are initialized at zero and are the moving averages of the first and second moment of the

gradients (mean and variance) with weight decaying factors β1 = 0.9 and β2 = 0.99. With m̂ and v̂

correcting the bias towards zero, from the initialization procedure. To prevent zero division, ε = 10−8 is

set. The initial learning rate was initialized at η = 10−5 and was reduced by a factor of 0.2 on plateau, or

if the loss did not decrease after 5 epochs.

To reduce early stages of overfitting and large gradient updates to the network, due to the weight

initialization of the last fully connected layer, a two-stage training workflow was assembled where: (1)

for the first 15 epochs, the gradient updates on all layers of the network are frozen except for the C5

block and fully connected layer, so the gradient updates do not become too large preventing overfitting

in early steps; (2) for the next 15 epochs, the gradient updates of the entire model are restored allowing

the model to converge in its entirety.

5.3 Stenosis Detection

The objective of this step is to detect and estimate the position of every visible stenosis in a given frame.

Given the annotated bounding boxes for the stenosis in the optimal interval, it’s possible to approximate

this to an object detection/recognition problem where the stenosis is the object of interest to be detected.

Early state-of-the-art machine learning solutions for object detection were based on two-stage de-

tector architectures. The first stage could be a faster R-CNN [51], which possesses a Region Proposal

Network (RPN) that generates bounding boxes and classifies each one as having an object or not with

a defined threshold. Bounding boxes classified as having an object pass to the second stage which

estimate the coordinates of the bounding box by regressing its values and determines its class/category.

These types of networks and its variants still remain very capable of obtaining considerable results in the

COCO [52] (Common Objects in COntext) dataset, with 90 object classes, the most common and used
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dataset for object detection. One main issue relies on the network’s complicated training process as it

needs a four-step process to train the RPN and the classifier. Additionally, it is challenging to overcome

the network’s high inference time due to the high number of parameters.

Box +

Classifier

Box +

Classifier

Box +

Classifier

WxH
x256

WxH
x256

WxH
x256

WxH
x256

WxH
xKA

WxH
x4A

Classifier Sub-Network

Box Regression Sub-Network

(a) ResNet-50 (b) Feature Pyramid Network (c) Classifier (top) (d) Regressor (bottom)

Figure 5.9: RetinaNet architecture with (a) ResNet-50 and (b) Feature Pyramid Network as feature
extractor to (c) classify the lesion existence probability and (d) regress the bounding box coordinates.

We decided to adopt a state-of-the-art architecture for object detection, the RetinaNet [53], which

was first pre-trained on the COCO dataset achieving a 36.9 mean average precision (mAP) score, to

fine-tune it for the stenosis detection task. The RetinaNet’s architecture is based on the unified single-

shot detector architecture, composed of a backbone and two additional sub-networks (see Figure 5.9).

The backbone is responsible for computing and extracting relevant features of the image input. The

two sub-networks are responsible for correctly classifying a bounding box and regressing the estimated

coordinates.

Feature Extraction

In the backbone, the ResNet-50 is first applied for deep image feature extraction.

Upsample 2x

1x1 conv

(a) ResNet-50
     (Bottom-Up Path way)

(b) Feature Pyramid Network
(Top-Down Path way) (c) Lateral Connection

Figure 5.10: Backbone feature extraction is composed of a (a) bottom-up pathway with the ResNet
architecture and by a (b) top-down pathway which is a result of the illustrated (c) lateral connection
block.

On top of the ResNet-50, Feature Pyramid Networks (FPN) [54] is also adopted as a top-down path-

way to complete the RetinaNet architecture’s backbone (see Figure 5.10). The bottom-up pathway is the

feed-forward computation of the ResNet-50, extracting feature maps at distinct steps {C1, C2, C3, C4, C5}
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of the network. The top-down pathway then produces higher resolution features by up-sampling spatially

crude but semantically stronger feature maps, which are then enhanced with features from the bottom-up

pathway by means of lateral connections. Each lateral connection merges feature maps with the same

spatial size from the bottom-up pathway. From the crude-resolution feature maps, they are up-sampled

by a factor of two. This up-sampled feature map is merged with the corresponding bottom-up map, but

since the up-sampled map differs in the number of channels, a one by one convolution is performed to

match the correct channel depth.

The process is started with the one by one convolution on the C5 block, producing the crude feature

maps with C = 256 channels. A 3 by 3 convolution is applied to reduce the up-sampling process’s

effects for each merged feature map. The final set of feature maps is called {P3, P4, P5, P6, P7}, and

is computed from the last feature maps corresponding to the ResNet-50 blocks {C3, C4, C5} using the

lateral connections. P6 is obtained by applying a 3 by 3 convolution with stride 2 on the resulting feature

maps of C5 block, and P7 is obtained by applying ReLU followed by 3 by 3 convolution with stride 2 on

P6. These additional feature maps improve larger stenosis detection. P1 and P2 are not included in the

feature set due to the large spatial dimension, which would affect memory and increase computation

requirements.

Anchor Generation

For bounding box classification and regression, translation-invariant anchor boxes (pre-defined bounding

boxes) are generated in each pixel of the feature map for every pyramid level, P3 through P7, having

areas of 322 to 5122 respectively.

(a) Feature Pyramid Network
(Top-Down Path way)

(b) Anchor boxes in Feature Map (c) Anchor aspect ratios and scales

1:1

2:1

1:2

4:1
21

Ratios Scales

20

21/2

H

W

Figure 5.11: The process of generating anchor boxes from (a) Feature Pyramid Network. For each pixel
in the (b) feature map with dimensions H × W (c) distinct aspect ratios and scales are created and
assigned to their respective targets.

To improve bounding box coverage, several aspect ratios {1:1, 1:2, 2:1, 4:1} and scales {20, 21/2, 21}

are created for each anchor box (see Figure 5.11), resulting in A = 12 anchors per feature map pixel in

each pyramid level. Each anchor is assigned 4 length vectors of box regression values and a one-hot

vector with length K = 1 of classification targets, with only one target to detect, i.e., the stenosis.
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Detection

Ground truth

(a) Intersection

Detection

Ground truth

(b) Union

Figure 5.12: Illustration of the (a) intersection between the areas of the ground truth bounding box
(green) and the generated bounding box (cyan) (valid for anchors and further detections), and (b) the
union of areas.

The assignment of ground-truth bounding boxes to each generated anchor is made by setting a

matching Intersection-over-Union (IoU)

IoU =
Area of intersection

Area of union
(5.19)

threshold mIoU
th = 0.2 between the anchor and the ground truth (see Figure 5.12). If the IoU is below the

threshold, it is considered background. Otherwise, it matches the stenosis target. This assignment will

then be compared with the respective classification results and further regressed.

Classification sub-network

To identify the presence of a stenosis and regress the bounding box coordinates, two sub-networks are

created and attached to each pyramid level (P3 through P7), sharing weight parameters across all levels.

For the classification sub-network, the resulting pyramid feature map with dimensions W × H and

depth C is convolved with 3 by 3 kernels four times each, followed by ReLU activations. Each pixel of

the feature map is assigned A = 12 anchors and K = 1 targets. The last layer ends in W ×H ×K ×A

units with sigmoid activation functions

sigmoid(x) =
1

1 + e−x
(5.20)

for classification. For consistency across all pyramid levels where feature map dimensions and channel

depth differ, 256 channels are defined as the depth input for the following convolutions, performed by

reshaping the feature maps to the desired depth.

A class imbalance occurs between background and stenosis during the training process due to

the number of anchors being generated at each pixel of the feature map. Easy background exam-
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ples (smaller error), with estimated probability p � 0.5, weight heavily on the gradient updates, while

hard and well-classified stenosis examples (less frequent) don’t contribute as much when using binary

cross-entropy loss

CE(pt) = log(pt), (5.21)

where

pt =

 p , if y = 1

1− p , otherwise.
(5.22)

Where p ∈ [0, 1] denotes the class probability and y the respective class. To address the occurring

class imbalance between background and stenosis, the α-balanced Focal Loss function

FL = −αt(1− pt)γ log(pt) (5.23)

with an additional focusing parameter γ ≥ 0 and a class balancing hyperparameter α ∈ [0, 1]

αt ∈ [0, 1] =

 α , if y = 1

1− α , otherwise
(5.24)

is applied to reduce the loss contribution of well-classified detections. With γ = 0, the loss would be equal

to standard cross-entropy. By defining the modulating factor (1 − pt)γ , miss-classified detections with

a high confidence score p (low pt), the modulating factor tends to one, and the loss is similar to cross-

entropy. With well-classified detections and a high confidence score p (high pt) the modulating factor

tends to zero, adding less contribution to the loss. By setting the parameter γ ≥ 0, the down-weighted

loss contribution from easy and well-classified detections can thus be regulated. The α parameter offsets

the background/stenosis imbalance presence.

For each 512 by 512 pixel, ≈45 thousand anchor boxes are generated. The loss is calculated for

all bounding boxes and is normalized by the number of previously assigned anchors to ground truth

stenosis Ng

Lclsdet = − 1

Ng

[
yi log(pi)

γα+ (1− yi) log(1− pi)pγi (1− α)

]
, (5.25)

giving the classification loss between the estimated stenosis probability pt and the ground truth label

class yi. α = 0.25 and γ = 2 were defined by experimentation for this stenosis detection task.

Bounding box regression sub-network

For the bounding box coordinates regression, a second architecture is attached to each pyramid level

to estimate the offset between the predicted and the ground-truth coordinates. The architecture is the

same as the classification sub-network except for the last layer, which ends in W ×H × 4×A units with

linear activations.

The sub-networks objective is to estimate the relative offset between the predicted anchor Â and the

matched ground-truth bounding box G. First, a parameterized regression target T is calculated [55] for
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each matched pair (Â, G) as

tx =
(
Gx − Âx

)
/Âw, (5.26)

ty =
(
Gy − Ây

)
/Ây, (5.27)

tw = log
(
Gw/Âw

)
, (5.28)

th = log
(
Gh/Âh

)
, (5.29)

where (tx, ty) denotes a center scaling invariant translation and (tw, th) represent logarithmic space

translations of the width and height of the estimated anchor Â. The network is then trained to estimate

this parameterized coordinates offsets T under the smooth L1 loss function [56]

smoothL1
=

 0.5x2 , if |x| < 1

|x| − 0.5 , otherwise,
(5.30)

which combines L1 loss, having a constant gradient when x is large, with L2 loss, adding linear-gradient

updates. This makes the model more robust to outlier detections giving a total regression loss

Lregdet =
∑

j∈{x,y,w,h}

smoothL1
(
Tj − T̂j

)
(5.31)

between the estimated T̂ and ground-truth parameterized offset coordinates T .

Non-Maximum Suppression (NMS)

Many overlapping situations can occur with different confidence scores due to the amount of generated

candidate bounding boxes at inference. Only the greatest confidence is desired after the classification

and regression estimation. For example, two bounding boxes can have the same center coordinates

with different widths and heights, but one has the greatest confidence for stenosis detection. These

overlapping situations can negatively impact the loss and performance of the model.

To deal with this specific issue, the non-maximum suppression algorithm is applied only in inference

to filter overlapping occurrences of the set of candidate bounding boxes B with different confidence

scores.

The iterative process of suppression can be defined as: (1) from the set of candidate bounding boxes

B, the box b ∈ B with the highest confidence and above the threshold NMSclsth score, is moved to the

final proposed set D and is defined as bh; (2) with bh, the IoU is computed against every b ∈ B, and if the

IoU is greater than a predefined threshold NMSIoUth , the box b is excluded; (3) the process is repeated

starting from (1) until no bounding boxes b are left in B, thus leaving the final set of stenosis bounding

boxes D.

The confidence threshold was set to NMSclsth = 0, allowing the suppression of every overlapping

case. The IoU threshold was defined as NMSIoUth = 0.5.
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(a) Before Non-Maximum Suppression
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(b) After Non-Maximum Suppression

Figure 5.13: With a set of (a) candidate bounding boxes with difference confidence scores, the non-
maximum suppression algorithm is applied resulting in the (b) final set of bounding boxes.

Only the top 100 bounding boxes from the classification sub-network are selected to go through the

NMS post-processing algorithm to improve inference speed (see Figure 5.13).

Additional training details

The model was trained and evaluated under 5-fold stratified cross-validation at patient-level, for 3500

steps (≈ 20 epochs) with a batch size of 32, under stochastic gradient descent with an initial learning

rate of η = 8.10−4 and a momentum term γ = 0.9. Since high weight values increase chances of

overfitting, L2 regularization was implemented, applying a penalty for the networks weight values

L2
det = λ

W∑
i=1

w2
i . (5.32)

with a weight factor λ = 4.10−4. The total cost function for the RetinaNet is then a combination of the

classification, regression, and regularization loss resulting in

Ldet = Lclsdet + Lregdet + L2
det. (5.33)

The weights being updated according to

wij(t+ 1) = γwij(t) +∇wij(t), ∇wij(t) = −η ∂Ldet
∂wij

∣∣∣∣
w(t)

. (5.34)

The learning rate was then lowered with a factor of 0.2 on intervals of 1250 steps.

Data augmentation techniques were also implemented during training, enhancing our dataset’s qual-

ity and size by generating additional modified versions of the original frames to reduce overfitting and

aid the model at generalization. Early experiments showed that this technique must be implemented
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with caution. For example, if a horizontal/vertical flip transformation is applied, a scenario that originally

does not exist, the model will learn and adapt to that transformation, possibly harming its performance in

regards to the validation set. As such, only brightness and contrast variations were made to the original

frame fo, generating a new augmented frame

ga = λcfo + λb, (5.35)

during training, with varying contrast λc ∈ [0.2, 0.5] and brightness λb ∈ [0, 10].

5.4 Stenosis Severity Regression

The final desired outcome is to determine the quantitative value of iFR. This is not a straightforward

classification/regression problem. Revisiting chapter 3 and chapter 4, at any given frame, more than one

coronary artery can be seen. Additionally, for any given coronary artery, multiple stenosis occurrences

may exist. Thus it’s not possible to evaluate the bounding boxes independently as iFR represents the

stenosis’s contribution as a whole.

Attention mechanisms applied in natural language processing fields, image recognition, and image

captioning, in a broad manner, use an attention score a to learn which areas of the image contribute the

most to the desired outcome. This approach can further be developed into Hard and Soft Attention. Hard

Attention chooses the most contributing location by taking the highest attention score a, corresponding

to a memory state. On the other hand, Soft Attention can take advantage of all the image locations by

making a learnable weighted sum of the attention scores, resulting in all locations adding value to the

contribution [57–59].

(a) Original set of bounding boxes (b) Outer region regulation with β = 0.5

Figure 5.14: Proposed approach of contrast regulation from the (a) the original image with the bounding
boxes follows (b) the modification of outer regions RGB values.

The already determined bounding boxes, which are the main contributing regions to the quantitative
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iFR severity assessment, indicate where to look. The problem relies on determining how much the

bounding box’s outer regions contribute to the outcome, since other parts of the coronary artery still add

value to the contribution, even if small.

The approach used is based on Hard and Soft Attention principles as well as on image segmentation

techniques where the region of interest is converted to binary values and commonly takes polygon

shapes. An intuitive approach defined β-method was used, such that the main contributing regions, i.e.,

the regions of interest, remain invariant, and a variation is made to the outer region pixels corresponding

to regulation in contrast levels (see Figure 5.14). Outside the bounding boxes, each pixel is multiplied

by β

g(x∗, y∗) = βf(x∗, y∗) (5.36)

with f(.) representing the three-channel RGB original image, where x∗ and y∗ are the pixel coordinates

outside the bounding boxes.

Regression Network

To quantify the iFR assessment value, the InceptionV3 [22] was chosen.

Avg Pooling Max Pooling Concatenation Fully Connected

Inception Module A Inception Module B

Inception Module C

Grid Reduction A Grid Reduction B

x3 x4

x2

Convolution: 3x3 1x1 3x1 1x3 1x7 7x1 - Stride 2

Figure 5.15: InceptionV3 simplified architecture illustrating the main Inception A through C blocks and
Grid Reduction A,B blocks.

As the name implies, InceptionV3 derives from previous architectures while maintaining its core

ideas. The GoogleLeNet (InceptionV1) [60], which introduced the Inception blocks, contains multiple

filters of different dimensions engaging on the same level adding more width and depth to the network.

From previous state-of-the-art architectures, it is known that by adding width to the network, it is possible

to obtain more fine-grained features of the input. By adding depth, richer, and more complex represen-

tations of the input features are obtained.

InceptionV2 was presented along with InceptionV3, and they are similar, introducing Inception blocks

A through C, as well as Grid Reduction A and B blocks (see Figure 5.15). These new inception blocks

introduce convolution factorization, reducing weight parameters and computation from the original Incep-

tion block while maintaining performance. The 5×5 convolutions were replaced by two 3×3 convolutions,
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giving a close representation to the original. The convolution factorization is additionally propagated to

more n× n convolutions which are replaced by 1× n followed by n× 1 convolutions.

Max pooling layers reduces computational complexity at the cost of lowering feature representation

and dimensionality. In InceptionV3 these are replaced by grid reduction modules that achieve the same

purpose but maintaining richer representations through convolutional stride and concatenation.

Inception block A is a deeper variation of the original, replacing 5 × 5 convolutions through con-

volutional factorization with 3 × 3 convolutions to obtain richer features in early layers of the network.

Inception block B is the factorized version of the original, replacing 7 × 7 with 1 × 7 and 7 × 1 convolu-

tions. In Inception block C, more width is added from the original, to promote more complex features,

replacing 3× 3 convolutions with 1× 3 and 3× 1.

The last fully connected layer is replaced by one unit fully connected layer with Xavier weight initial-

ization and linear activation.

f(x) = x. (5.37)

It is trained under the mean square error loss function

LregiFR = MSE =
1

n

n∑
i=1

(yi − ŷi)2 (5.38)

to linearly estimate the iFR value.

Additional training details

A 5-fold stratified cross-validation at the patient-level was adopted, and all architectures were trained

for a total of 50 epochs with a batch size of 32 using the Adam optimizer. The learning rate started

at η = 10−4 and was lowered by a factor of 0.6 on loss plateau or if the loss did not decrease after 5

epochs.
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Chapter 6

Results

6.1 Metrics

6.1.1 Detection

To evaluate the performance of the detection models (see section 5.3), the mean average precision

(mAP) and mean average recall (mAR) defined for the COCO dataset metrics [52] are adopted.

Both confidence scores and intersection-over-union (IoU) contribute to the criteria determining if a

stenosis detection is a true positive (TP) or a false negative (FN). A detection is considered a TP only

if it validates the following three conditions: (1) the estimated confidence score is above 0.5; (2) the

estimated class matches the ground truth and (3) if the estimated bounding box as an IoU greater than

a threshold IoUth. If either of the latter two conditions fails to check, the detection is considered a false

positive (FP). COCO metrics use IoUth = 0.5 as a baseline. In our experiments it is set to IoUth = 0.2.

When the confidence score of the estimated detection that should correspond to ground truth is lower

than 0.5 (condition (1)), it is considered a false negative (FN). If the detection’s confidence score is lower

than 0.5 and does not correspond to any ground truth (background), it is considered a true negative

(TN).

Precision and Recall defined as

Precision =
TP

TP + FP
, (6.1)

Recall =
TP

TP + FN
, (6.2)

were used as performance metrics. By varying the IoUth across a given interval, e.g. IoUth ∈ [0, 1.0], it is

possible to achieve different precision/recall performances over IoU for the model, and a precision-recall

(y-x axis) curve can be drawn. To avoid possible high variations of the curve, the precision is interpolated

at 101 recall values, and average precision (AP) can is defined as the area under the interpolated curve

(pint)

35



AP =

N∑
i=1

(ri+1 − ri) pint(ri+1) (6.3)

where ri is the recall value at the ith interpolated step, and average recall (AR) is defined as the recall

averaged across the specified recall IoU interval.

Since AP and AR correspond to a single class, mean average precision (mAP) and mean average

recall (mAR) are the mean across all K existing classes

mAP =

∑K
i=1APi
K

, (6.4)

mAR =

∑K
i=1ARi
K

, (6.5)

where K = 1 for the stenosis detection.

6.1.2 Classification

To evaluate the performance of the viewing angle classification, both accuracy

Accuracy =
TP + TN

TP + TN + FN + FP
, (6.6)

and the F1 score

F1 =
TP

TP + 1
2 (FP + FN)

(6.7)

were used. Accuracy is a more generic score, and F1 is a relation between precision and recall. Both

values combined can give a more critical analysis of the performance since the dataset is not balanced.

Additionally, for the assessment of iFR, values of iFR are converted to a binary class, using a thresh-

old of 0.89. This makes possible the computation of both the accuracy and the F1 score

6.1.3 Regression

For the iFR regression task, performance is evaluated with the mean square error (MSE) (see Equa-

tion 5.38) and root mean squared error (RMSE)

RMSE =

√∑N
i=1 (yi − ŷi)2

N
. (6.8)

Both measure how close the quantitative iFR regression estimated values are to the ground truth.

6.2 Angle selection performance

For the angle view selection task, the objective is to correctly classify to which coronary angle the

respective reference frame belongs.
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(a) 512 by 512 RCA 1 (b) 512 by 512 RCA 2 (c) 512 by 512 LCA 1 (d) 512 by 512 LCA 2

(e) 224 by 224 RCA 1 (f) 224 by 224 RCA 2 (g) 224 by 224 LCA 1 (h) 224 by 224 LCA 2

Figure 6.1: Grad-CAM visualizations in the RCA and LCA viewing angles showcasing the regions of the
frame that most contribute to their correct classification.

From the original 512 by 512-pixel dimensions, a version of the input was generated by down-scaling

it to 224x224. The objective was to understand if the model would still correctly classify the images with

lower resolution.
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(a) Accuracy evolution over time
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(b) Cross entropy evolution over time

Figure 6.2: 5-Fold Cross validation performance and loss evolution over time showing their respective
mean and standard deviation for the viewing angle classification task for both 512 by 512 and 224 by
224-pixel images

On epoch 15 (see Figure 6.2), a spike occurs in accuracy and loss evolution due to the training im-

plementation described in section 5.2, where part of the model was frozen until epoch 15 for the gradient

updates. After epoch 15, the model recovers and continues to improve. If the freezing procedure was

not applied, from early experiments, the evolution would plateau and would never reach such equivalent

values in accuracy and loss, respectively.
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To better understand which regions the model is focusing on the frame to decide the correct viewing

angle, gradient-weighted class activation maps (Grad-CAM) [23] were employed to visualize the degree

of contribution of specific image regions. The gradient of the detected class yc is first computed, before

the softmax activation function in regards to the last convolutional layer A, these are then global-average

pooled over its dimensions i, j and neuron importance weights are obtained

αc =
1

Z

∑
i

∑
j

∂yc

∂Aij
, (6.9)

with Z being the number of feature map pixels. A weighted operation to obtain the relevant regions is

then followed with ReLu to eliminate negative influences on the class of interest

Lc = ReLU

(∑
k

αcA

)
, (6.10)

giving the final coarse region of importance.

It is possible to observe (see Figure 6.1) that the larger 512 by 512-pixel resolution model, by having

more parameters and larger feature map dimensions, instead of learning to focus on the coronary artery

themselves to differentiate the designated viewing angle, it focuses on more fine-grained patterns of

the human morphology, as a result from the variations of the C-arm X-ray unit. On the other hand, the

224 by 224 resolution model, due to the scaled-down resolution (resulting in lower-dimensional feature

maps), captures the more broad patterns of the LCA whilst still detecting human morphology patterns in

the RCA.

Image Dimensions Accuracy F1 Score Cross-Entropy Loss
512 0.96±0.01 0.96±0.01 0.14±0.27
224 0.97±0.01 0.97±0.01 0.08±0.31

Table 6.1: Coronary viewing angles classification metrics performance

From the observed performance shown in Table 6.1, it is clear that even with a scaled-down version of

the image, the model can correctly relate the images to their respective viewing angles. This is important

since decreased dimensions significantly improve training and inference time. The scaled-down image

input model shows marginal increases in accuracy and F1 score but a considerably lower value in the

cross-entropy loss, which corresponds to more confidence in the viewing angles predictions.

6.3 Stenosis detection performance

For the stenosis detection task, the objective is to generate bounding box proposals with a high IoU and

confidence score with reference to ground truth annotations. Two separate models with equal configu-

rations were trained, specifically for the RCA viewing angle and another for the LCA. The performance

is evaluated using COCO mean average precision (mAP) and recall (mAR) [52] for a maximum of five

detections under an IoU of 0.2. Following Cong et al. [21], sensitivity is also defined as the recall rate of

detection for a maximum of one detection, our highest confidence score detection, at an IoU threshold
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of 0.2 and confidence score over 0.5. Additionally, the performance of at least one candidate bounding

box per sequence with a confidence score over 0.5, corresponding to a ground truth, is also shown.
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(a) RCA mAP for top 5 detections under 0.2 IoU
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(b) RCA mAR for top 5 detections under 0.2 IoU
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(c) LCA mAP for top 5 detections under 0.2 IoU
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(d) LCA mAR for top 5 detections under 0.2 IoU

Figure 6.3: 5-Fold Cross-validation with standard deviation detection performance over time of the mean
average precision (mAP), recall (mAR) for the RCA and LCA viewing angles. B denotes our baseline,
BG denotes the addition of background (i.e., frames with no contrast) and NL denotes the addition of full
contrast healthy RCA/LCA (no lesion/stenosis) frames
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(a) Classification Loss
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(b) Box Regression Loss
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(c) Regularization Loss
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Figure 6.4: 5-Fold Cross-validation losses evolution with mean and standard deviation of the baseline
RCA/LCA models (B) through all steps of the training procedure. Total loss is the sum of classification,
regression and regularization loss (see section 5.3 for loss details)

Our baseline (B) is defined as having all frames from the full radio-opaque contrast interval (see

chapter 4) included in training. Performance is evaluated only in reference frames. In attempts to

improve the model’s capacity at differentiating positive examples (stenosis) from negative ones (back-

ground/healthy coronaries), experiments were made including background (BG, frames without any con-
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trast) and healthy coronary frames (NL) to the RCA and LCA model.

Analyzing the evolution of the baseline losses, the original data without the addition of background

and healthy frames, for both RCA and LCA, a plateau in validation loss occurs while training loss con-

tinues to decrease (see Figure 6.4). The RCA loss shows a better performance than the LCA, because

the training set was larger. Comparing the train set evolution with validation, we are in the situation

of slight and healthy overfitting as the order of magnitude difference is not extreme, and the validation

loss is not increasing. This loss difference was present in all variations and was common throughout all

hyperparameter fine-tuning.

The faster-RCNN [56] architecture was also trained in early experiments but was not re-trained be-

cause of the amount of overfitting in addition to the lack of performance. More recently published state-

of-the-art architectures for object detection EfficientDet [61] and CenterNet [62] were also tested in our

experiments. Although they performed well, they were inferior to the tested RetinaNet variations. Lastly,

the DETR architecture [63], which uses the transformer [59] with attention mechanisms for object detec-

tion was also tested. Still, due to the extensive amount of parameters, fine-tuning was not feasible.

Figure 6.5: Stenosis detection examples in validation set for RCA (top) and LCA (bottom) viewing angles,
with cyan bounding boxes denoting ground truth annotations and green representing the estimated ones.

From visual validation of the model’s performance (see Figure 6.5), it is possible to observe that it

performs better in frames with only one ground truth stenosis. However, in cases where more than one

is present, the model struggles at the detection in its entirety. It is possible to regulate the number of

detections the model predicts, whether true positives or false positives, by varying the matched threshold

mIoU
th . With a value too high, the detections decrease, harming all metrics, and with a value too low,

even with non-maximum suppression, the number of detections becomes overwhelming. Balancing this

hyperparameter was found to be of key importance. For aspect ratios definition, it was empirically found,

the more, the better until it reaches a plateau in performance. However, due to memory limitations, it is

not feasible to scale this hyperparameter.

Our detection model is configured to output a maximum of 100 bounding boxes at inference. But for
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evaluation mAP and mAR are set only to evaluate a maximum of five detections. This is a more strict

measure of performance, since by increasing the maximum number of possible detections, mAR would

increase as it measures the rate of true positives (correctly identified stenosis) against false negatives

(stenosis detected as background). However, mAP would drastically decrease since it counts the false

positives (background detected as stenosis). Both metrics combined then provide a better understanding

of the model’s real performance.

Viewing Angle Method Stenosis Detection Performance @ 0.2 IoU [mean ± std)]
Sensitivity At least One mAP max 5 det mAR max 5 det

RCA

B 0.72±0.03 0.81±0.01 0.61±0.03 0.82±0.02
B w/ BG 0.64±0.03 0.74±0.03 0.57±0.02 0.82±0.02
B w/ NL 0.68±0.04 0.74±0.04 0.59±0.02 0.83±0.01

B w/ BG w/ NL 0.65±0.03 0.71±0.02 0.59±0.02 0.83±0.01
Cong et al. [21] 0.71 - - -

LCA

B 0.68±0.04 0.77±0.03 0.56±0.04 0.81±0.03
B w/ BG 0.70±0.04 0.74±0.04 0.58±0.04 0.81±0.02
B w/ NL 0.65±0.02 0.71±0.02 0.54±0.03 0.78±0.02

B w/ BG w/ NL 0.58±0.03 0.65±0.03 0.49±0.01 0.78±0.01
Cong et al. [21] 0.60 - - -

Table 6.2: Stenosis detection metrics comparison on reference frames against different authors

We compare all our models’ performance in different settings against themselves and with previous

work by other authors (see Table 6.2). The work from Au et al. [18], as the detection stage of their

pipeline, only estimate regions of 192 by 192 pixel for the RCA viewing angle, are not comparable.

Additionally, the results from Wu et al. [24] are left out from comparison purposes since different metrics

were used, and their work only involves detections for confirmed stenosis above the QCA threshold.

These are easily classified positive examples, in contrast with ours, which includes hard to classify

examples, such as visually annotated stenosis above the iFR threshold.

The results show that our variations on the base model do not improve performance. Nevertheless,

the models can detect several stenoses per frame even with hard examples (iFR above threshold),

achieving good performances.

6.4 iFR regression performance

For the stenosis assessment task, the objective is to estimate its corresponding iFR value. We evaluate

the performance under binarized accuracy (see subsection 6.1.2) and analyze the error compared to

their corresponding target.

Distinct models were trained under 5-Fold cross-validation for different values of the hyperparameter

β, which varied from 0 to 1 with a step of 0.1, with the objective of studying the model’s ability to estimate

the iFR quantitative value.

For additional validation, Grad-CAM was again applied. From the performance metrics evolution

(see Figure 6.6), it is possible to observe that as β increases, there is a very slight downtrend in the

binarized accuracy. Still, in the error, it only up-trends for the last values (see Figure 6.6), indicating
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Figure 6.6: The binarized accuracy and root mean square error evolution against the β variation of the
outer regions regions of interest in the LCA frames. RMSE is shown for better error interpretability.

(a) β = 0 (b) β = 0.1 (c) β = 0.2 (d) β = 0.3 (e) β = 0.4 (f) β = 0.5

(g) β = 0.6 (h) β = 0.7 (i) β = 0.8 (j) β = 0.9 (k) β = 1

Figure 6.7: Grad-CAM visualizations through all β variations where it’s possible to see the highlighted
stenosis and the model’s main focus of interest to estimate the iFR.
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that the models failed to learn the task. With the Grad-CAM visualizations (see Figure 6.7) the β = 0.1

and β = 0.6 models started to take more information from the highlighted stenosis region, but all others

failed. From β = 0.8 to β = 1 the model loses its focus and takes random guesses at every region, since

outer regions were given more weight. All other models focus on all regions, but the highlighted one,

again indicating randomness.
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Figure 6.8: The binarized accuracy and mean square error evolution of train and validation set with
respective means and standard deviation for β = 0.1 from 5-Fold cross-validation

From the loss evolution during training (see Figure 6.8), it is clear that the model completely overfitted

as the validation loss is orders of magnitude higher than the training loss. As in this task, it is required

for the model to interpret very fine-grained features. During experimentation, it was noticeable that lower

width and depth models overfitted even more and failed to improve, showing even loss increase. Many

variations and hyperparameter fine-tuning were attempted but with no results. Dropout regularization

was excluded as in this task adding randomness in training deteriorated, even more, the performance.

Learning rate and optimizer were also key factors since Adam [50] converges quickly, and the model

is more prone to overfit. Other optimizers were tried giving the same result. Standard SGD was tried

and discarded since it requires many more epochs for improvements, and the time constraint was an

issue. Instead of regression, classification methods were also tried by having two classes: one for iFR

above the threshold and another iFR below the threshold. These models failed completely, giving just

one-sided predictions. No positive nor negative conclusions can be made with this experiment as more

work needs to be carried for the iFR assessment.
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Chapter 7

Conclusions

From the start of this study, the objective was to conduct relevant research in coronary artery disease

and automated stenosis assessment to contribute to both medical and machine learning fields.

At the time of writing, no public datasets of invasive coronary angiography (ICA) with stenosis labels

and annotations are publicly available. From the unprocessed, unlabeled, and de-identified Hospital

de Santa Maria (ICA) dataset, it was possible to create a newly organized data structure at the patient

level containing every corresponding sequence, iFR values, and coronary artery annotations. For each

sequence, from the coronary arteries annotations, it was possible to apply a new automated method

with discriminative filters for bounding box propagation, enriching every frame of the sequence with

more metadata. Additionally, intervals of optimal frames were also defined, and common viewing angles

were also grouped. Contributing to an optimal and curated dataset containing 1294 sequences from

392 patients, it’s sought to make it accessible to the research community enticing the creation and

development of new methods for stenosis assessment.

A three-stage framework based on convolutional neural networks was assembled to automate steno-

sis assessment. It started with viewing angle selection. The objective was to classify reference frames

as belonging to the right coronary artery (RCA) or the left coronary artery (LCA), with previously view-

ing angle labels. High-performance metrics of 0.97 accuracy and 0.97 F1 score were obtained with

transfer learning and fine-tuning of the ResNet-50, demonstrating the feasibility of frame down-scaling

to increase inference time memory optimization.

With the RCA and LCA viewing angles, two distinct models, based on the RetinaNet single-shot

detector architecture, were assembled as the second stage of the framework to automatically detect

stenosis by bounding box placement. Comparisons with the work of different authors confirm our work’s

relevance with obtained scores of 0.72/0.70 sensitivity, 0.83/0.81 mAR, and 0.61/0.58 mAP for the

RCA/LCA. Our models performed well at stenosis single and multiple detections but leave room for

precision improvement as many background regions were detected as stenosis.

The last stage of our framework ends with iFR quantitative assessment. Experiments were made

with transfer learning and fine-tuning of InceptionV3 as a regression task. A β method approach was

implemented that varies the outer regions contrast of the stenosis bounding box to boost the models
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focus on the region that most contributes to the iFR real value. From gradient-weighted class activation

mapping visualizations and metrics evolution, almost all models failed to gain a notion showing overfitting

and randomness in regression values, leaving room for improvement in this task.

46



Chapter 8

Future Work

Our processing method discarded a significant amount of sequences to be curated. Further medical

data is also expected to be received and possibly with segmentation annotations. As neural network

models improve with more information, data processing will be necessary to improve the dataset.

In all stages of the framework, transfer learning and fine-tuning were exploited since they eliminated

the time constraint from training from scratch and performed almost as equal. Experiments on designing

custom architectures suited for the tasks can be made to boost performance.

The assembled framework also considers that the reference frame is selected a priori. An additional

stage can be made taking advantage of the sequence temporal dimension. Since our labeling and

annotation process defined all possible intervals of the sequence together with the specific reference

frame, this task can be further explored with recurrent neural network application.

One post-processing procedure in stenosis detection was the application of non-maximum suppres-

sion that checks for overlapping candidate bounding boxes at the frame level, improving precision. The

application of sequence non-maximum suppression can also be explored, selecting the best candidate

bounding box by taking into account detections in the entire frame interval. Different frames are also

suited for stenosis representation.

The most difficult task to overcome was the iFR regression task, as our method did not quite perform

to expectations. New novel experiments can be done with possible incoming segmentation annotations

of stenosis and coronary arteries, for example, automatically segment and classify the regions of in-

terest obtained from the bounding boxes. Attention mechanisms are being increasingly developed and

published in the literature, demonstrating their applications in all research fields. These mechanisms

can be explored for iFR estimates since the stenosis only represents a small portion of the frame. It

could help the model learn that these specific regions contribute the most to the iFR assessment.
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