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Abstract

Ceramic pigments are widely used to give colour in several industries. The high temperatures that
characterize the pigment formation make this sector a very energy intensive one, contributing to green-
house gas emissions if conventional heating is used.
In this study, the continuous microwave production of pigments was modelled using COMSOL Multi-
physics together with a controller developed in MATLAB to automatically manage the input power
and the cavity impedance. A single-mode cavity operating at 2.45 GHz, together with a rectangular
waveguide, was used. A chemical model using experimental data was developed using a model-fitting
approach to predict chemical conversion with time. The mathematical model includes a two-way cou-
pling between Maxwell’s equations and heat equation as well as coupling between thermal and chemical
interfaces.
A parametric study including variation in velocity and convection coefficient was also performed to
evaluate the impact of these variables in the efficiency of the process. Attenuation occurs significantly
within the material as dielectric properties are high. As such, prohibitive temperatures can be attained
easily if the input power is not controlled properly. Electromagnetic efficiency is highly dependent
on the thermal field, making the boundary convection coefficient the parameter that affects the most
the electromagnetic heating performance. Thermal conductivity is also a crucial parameter that can
contribute to attenuation and superficial heating. To show the influence of physical properties in the
heating mechanism two pigments were used in the simulations.

Keywords: Ceramic pigments continuous production, High temperature microwave heating, Multi-
physics numerical simulation, Efficiency optimization, Input power control.

1. Introduction

Pigments are solid and insoluble substances that
give tone (whether it is a coloured, black or white
tone) and/or protection to a medium [1]. Alocro-
matic pigments, as known as solid solutions, are
one type of pigments in which the element that
gives the colouration (named chromophore) pene-
trates into the crystalline structure of a metallic ox-
ide (which is the host substance). In many cases, a
third metallic oxide is used to ensure the presence of
a counterion that guarantees electroneutrality bal-
ance within the mixture. A flux may also be used
to promote species mobility and thus reducing the
reaction temperature.

The method of production can vary depending
on the type of pigment to be produced. In the ce-
ramic method, one of the most used in the pigment
sector, the raw material comprising of several metal
oxides is heated continuously in a rotary kiln until it
decomposes thermally and suffers calcination. The

temperatures are high to improve mobility and re-
activity of the chemical species [2] and the heating
source is typically a hot gas flowing in the reactor
and exchanging heat with the solids by convection.
This hot gas generally results from the combustion
of a fossil fuel.

In the present days, pigments are used worldwide.
The high quantities of pigments produced, as well as
the high temperatures needed for their production,
make the pigment sector a very energy intensive
one, which can be aggravated by the low efficien-
cies of the conventional processes. Consequently,
the pigment sector contributes to a very high level
of greenhouse gas (GHG) emissions, because the
heating source depends extensively on fossil fuels.
As such, microwave heating has became one of the
most popular heating sources because of the zero
direct GHG emissions associated to it.

Microwave heating, as a volumetric phenomenon,
is more rapid and allows a higher temperature uni-
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formity if the electric field penetrates the material,
is less energy demand and is much more controllable
when compared to conventional heating [3]. Elec-
tromagnetic heating is a consequence of the rota-
tion of molecules having a non-zero dipolar moment
when an external electric field is applied, and thus
producing heat due to the presence of friction [3].
Joule effect may also play a role when the material is
a conductor. The electromagnetic heat source will
depend on the applied electric field and the complex
permittivity of the material, specially its imaginary
part, which determines the amount of heat dissi-
pated in the material.

There are a few disadvantages of microwave pro-
cessing concerning heating uniformity when there
is significant attenuation of the electric field within
the material. If the complex permittivity is too
high, the electric energy dissipates in the material
as heat and the electric field vanishes as it propa-
gates in the load. The penetration depth (δ), given
by the distance at which the electric field drops to
1/e (about 37%) of its value in the material sur-
face, is a measure of this attenuation. If the thick-
ness of the load is much higher than δ, then the
heating efficiency decreases and thermal gradients
may be aggravated. Thermal-runaway is another
problem that may arise when the complex permit-
tivity increase with temperature, which induce a
positive feedback mechanism that is difficult to con-
trol. This mechanism appears because the increase
in temperature leads to an increase in the heating
source, resulting in even higher temperatures [4].
Besides this, thermal gradients are also increased,
which can affect the material quality. To avoid this
phenomenon, control of the input power is a manda-
tory strategy in microwave heating devices. These
problems are more common in materials having low
thermal conductivity, due to the higher resistance
in the heat flow out of the hot-spots [5].

Several authors have dealt with microwave heat-
ing control. In Reference [6], a ceramic material is
heated using microwaves and it is concluded that
attenuation occurs significantly and there is a de-
lay between thermal and electromagnetic interfaces.
Glass production using microwaves is addressed
in Reference [7], where an automatic impedance
control is achieved by changing the cavity length
for microwave efficiency optimization. Concerning
microwave heating of pigments, small amounts of
(Pr,Zr)SiO4 were produced in Reference [8], requir-
ing pre-heating to start dielectric response of mate-
rials. Nevertheless, chemical conversion is slow and
unsatisfactory, which cause small colour change. In
Reference [9], non-doped TiO2 is produced and it
is concluded that microwaves promote anatase to
rutile phase transformation and reduce the temper-
ature of this transformation.

Concerning the conventional process, the mech-
anism of formation of zircon silicate is studied in
Reference [10], where it was concluded that the flux
is responsible for the formation of a melted phase
that facilitates the migration of Si4+ to the ZrO2

structure. This mechanism was also confirmed for
the Pr-doped pigment [11, 12]. The influence of
Sb2O3 in the anatase to rutile transformation was
studied in Reference [13] and an identical study was
conducted in Reference [14] including more com-
binations of chromophores and counterion species.
Both works conclude that Cr2O3 and Sb2O3 pro-
mote phase transformation from anatase to rutile.
The production of pigments in a rotary kiln was ad-
dressed in References [15, 16] for non-doped TiO2.

Regarding chemical kinetic analysis, one of the
fields of this work, model-fitting and model-free
methods were compared in Reference [17] for
isothermal and non-isothermal data. A model-
fitting approach was used to model the phase trans-
formation from anatase to rutile in Reference [18]
using a JMAK model (known as Avrami equation).
In Reference [19], the Coats-Redfern equation was
used to determine Arrhenius parameters for the de-
composition of metatitanic acid, one of the reac-
tions that occur in the production of TiO2 white
pigment.

The objective of this Thesis is to build a mathe-
matical model for the continuous production of ce-
ramic pigments having microwaves as heat source.
The model was built using COMSOL Multiphysics,
due to its versatility at combining different physics
and equations in the same model. It will be con-
ducted a parametric study of some operational vari-
ables, allowing a better insight into this heating pro-
cess and improving its efficiency. To accomplish this
goal, a numerical controller was built in MATLAB
to minimize temperature related problems. Solu-
tion Verification was also included to increase the
results reliability.

2. Background
2.1. Chemical model

In solid state kinetics, it is common to define the
reaction rate by equation (1) for a isothermal ex-
periment and by equation (2) for a non-isothermal
one. The reaction constant is defined in equation
(3), using an Arrhenius temperature dependence.

dα

dt
= k(T )f(α) (1)

where α is the conversion degree, t is the time [s], k
is the reaction constant [s−1], T is the temperature
[K] and f(α) is the kinetic model.

dα

dT
=
k(T )

β
f(α) (2)

where β = dT/dt is the heating rate [K/s].
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k(T ) = k0 exp

(
− Ea
RT

)
(3)

where k0 is the pre-exponential factor [s−1],
Ea is the activation energy [J/mol] and R =
8.314 J/(mol K) is the universal gas constant.

The set of variables k0, Ea and f(α) is named
the kinetic triplet, which was determined using a
model-fitting method. To conduct this approach,
it is necessary to choose an appropriate reaction
model. JMAK model, given by equation (4), also
known as Avrami equation, was used following the
procedure taken by Reference [18].

α(t) = 1− exp[−(kt)n] (4)

where n is the Avrami exponent.
The kinetic model is given by equation (5) and

the integrated kinetic model is showed in equation
(6).

f(α) = n (1− α)[−ln(1− α)]1−
1
n (5)

g(α) =

∫ α

α0

dα̃

f(α̃)
= [−ln(1− α)]

1
n (6)

where g(α) is the integrated kinetic model.
The reaction constant and Avrami exponent may

be determined from an isothermal experiment using
equation (7) and the line that better fits the exper-
imental points (ln(ti), ln[−ln(1 − αi)]). The same
procedure may be repeated for a non-isothermal one
with equation (8), which is Coats-Redfern equation.

ln[−ln(1− α)] = n ln(k) + n ln(t) (7)

ln

[
g(α)

T 2

]
= ln

[
k0R

βEa

(
1− 2RT̄

Ea

)]
− Ea
RT

(8)

where T̄ is an average temperature of the non-
isothermal experiment.

The Arrhenius parameters (k0 and Ea) can be de-
termined from the dependence of the reaction con-
stant with temperature using equation (9).

ln[k(T )] = ln(k0)− Ea
RT

(9)

The described model-fitting approach assumes a
single step mechanism for the chemical conversion.
The obtained Arrhenius parameters can only be
used together with the assumed reaction model and
do not have useful physical meaning.

The chemical species transport phenomenon is
modelled by equation (10), which includes convec-
tion and occurrence of chemical reactions, while as-
suming no diffusion transport. Equation (10) was
solved for α assuming stationary regime (∂/∂t = 0)

and setting R = ρk(T )f(α), giving a similar result
to equation (1).

ρ
∂ωi
∂t

+ ρ(v · ∇ωi) = Ri (10)

where i is the species index, ρ is the density [kg/m3],
ω is the mass fraction, v is the velocity vector [m/s]
and R is the chemical species source from chemical
reactions [kg/m3 s].

2.2. Thermal model

Heat transport phenomenon is described by the
energy equation (equation (11)), that includes heat
convection and conduction within the material.

∂

∂t
(ρCpT ) + v · ∇(ρCpT ) +∇ · q̇′′ = Q (11)

where Cp is the specific heat at constant pressure
[J/(kg K)], q̇′′ is the heat flux [W/m2] and Q is
the heat source [W/m3] – for example, provided by
electromagnetic heating. The heat flux is given by
the Fourier Law of conduction: q̇′′ = −k∇T , where
k is the thermal conductivity [W/(mK)].

An energy balance was performed to verify the re-
sults of the thermal interface and monitor the heat
flows in the domain. The energy balance is given in
the set of equations (12) and is formally given by
equation (12a).

B1 +B2 −B3 −B4 = 0 (12a)

B1 =

∫∫∫
VC

v · ∇(ρCpT ) dV (12b)

B2 =

∫∫
SC1

h(T − Text) dA+

+

∫∫
SC2

(−k∇T ) · n̂ dA
(12c)

B3 = Q̇EM (12d)

B4 =

∫∫∫
VC

|v · ∇α| (−∆H) ρ dV (12e)

where h is the convection coefficient [W/(m2K)] in
the boundaries where heat exchange through con-
vection was prescribed (given by SC1; SC2 are the
remaining boundaries), Text = 293.15 K is the exte-
rior temperature, n̂ is the exterior normal, Q̇EM is
the electromagnetic heat source [W] and ∆H is the
enthalpy of reaction [J/kg].
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2.3. Electromagnetic model
Electromagnetic field can be described by

Maxwell’s equations, presented in equation set (13).
Constitutive relations are given by equations (14),
where equation (14c) is Ohm’s Law.

∇×E = −∂B

∂t
(13a)

∇×H =
∂D

∂t
+ J (13b)

∇ ·D = ρc (13c)

∇ ·B = 0 (13d)

where E is the electric field [V/m], B is the mag-
netic flux density [Wb/m2], H is the magnetic field
[A/m2], D is the electric flux density [C/m2], J is
the electric current density [A/m2] and ρc is the
electric charge density [C/m3].

D = εE (14a)

B = µH (14b)

J = σE (14c)

where ε = ε′−jε′′ is the electric permittivity [F/m],
µ = µ′−jµ′′ is the magnetic permeability [H/m] and
σ is the electric conductivity [S/m] of the material.

Combining Maxwell’s equations with constitutive
relations, one obtains Helmholtz equation (equation
(15)), which is solved for the vectorial field E.

∇× 1

µr
(∇×E)− k20

(
εr −

jσ

ωε0

)
E = 0 (15)

The quantities ε and µ can be complex numbers.
Its real part accounts for the ability of the mate-
rials to store electric (ε) or magnetic (µ) energy,
while the imaginary part is related to the attenua-
tion of electric or magnetic dipole moments within
the material. These attenuations are responsible
for the heat generation, which means that a mate-
rial susceptible of being heated by microwaves must
have a non-zero permittivity and/or permeability
imaginary part. In the present case, attenuation of
magnetic dipole moments was neglected (µ′′ = 0)
and the heat source is thus given by equation (16).

Q̇EM =

∫
VC

σ

2
|E|2 dV +

∫
VC

ωε′′

2
|E|2 dV (16)

where |E| is the electric field norm [V/m2] and ω is
the angular frequency [rad/s].

2.4. Coupling
There is a major dependency between the three

interfaces introduced. The dielectric properties
change with temperature and the electromagnetic
heat source has to be considered in the energy equa-
tion. Besides this, temperature influences the reac-
tion constant (equation (3)) and the chemical re-
actions release heat (equation (12e)). These major
dependencies are summarized in figure 1.

Figure 1: Dependencies between physical interfaces.

3. Validation and Verification
A Validation/Verification study was conducted

using the Grid Convergence Index (GCI) method.
It was assumed that discretization error dominates
numerical one and follows a power series expansion
evolution of the form of equation (17), which is valid
in the asymptotic regime.

εi = φi − φ0 = αhpi (17)

where ε is the discretization error, φ is a control
variable, α is a constant to be determined, h is a
characteristic element length [m], p is the observed
order of convergence and i is the mesh index, that
decreases with mesh refinement.

An estimated value for zero size grid can be ob-
tained using Richardson extrapolation (φR), which
is given by:

φ0 ≈ φR = φ1 +
φ1 − φ2
rp21 − 1

+O(hp+1) (18)

where r21 = h2/h1 is the refinement ratio.
The order of convergence can be calculated using

the non-linear equation (19) and the GCI for the 2
most refined grids can be evaluated using equation
(20). Numerical uncertainty is calculated by setting
Unum = GCI12 [20].

φ1 − φ2
φ2 − φ3

=

(
h1
h2

)p
(
h2

h1

)p
− 1(

h3

h2

)p
− 1

 (19)

GCI12 =
Fs

rp21 − 1

∣∣∣∣φ1 − φ2φ1

∣∣∣∣ (20)

where Fs is a factor of safety.
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3.1. Yellow pigment

Yellow pigment has a nominal composition given
by Zr1−xPrxSiO4 and is produced by the following
chemical reaction:

(1−x) ZrO2 +SiO2 +
x

6
Pr6O11 +

x

12
O2 → P (21)

where x = 0.0189 is the doping fraction and P =
Zr1−xPrxSiO4 is the product.

Equation (7) was used to predict kinetic param-
eters from the isothermal data present in [12]. The
results are presented in table 1, where it is possible
to conclude that there is a major dependency of the
reaction constant and Avrami exponent on temper-
ature. Reaction constant increases with tempera-
ture due to higher reactivity and the R2 values are
close to unity, indicating an adequate fit with exper-
imental results. The fact that different Avrami ex-
ponents were obtained at low temperatures is con-
sistent with the different kinetic models proposed
by [12] at those temperatures.

Table 1: Results obtained for the kinetic analysis of
the experimental data in [12] (yellow pigment).

T [◦C] k [s−1] n R2

750 3.96× 10−5 3.71 0.9896

800 4.54× 10−5 2.81 0.9955

850 1.13× 10−4 1.98 0.9875

900 1.30× 10−4 1.95 0.9971

1000 2.71× 10−4 2.05 0.9978

Arrhenius parameters were obtained using equa-
tion (9), leading to k0 = 1.09319 s−1 and Ea =
87 754.27 J/mol. The obtained R2 = 0.952 indi-
cates that k follows closely an Arrhenius evolution.
Nevertheless, using equation (3) can induce errors
up to 30% in the prediction of the reaction constants
in the temperature range 800− 900 ◦C.

After the kinetic triplet is known, it is possible
to reproduce isothermal conversion using equation
(1). The results are presented in figure 2, where
it is possible to see excellent agreement with the
experimental data.

Table 2 summarizes the results obtained for So-
lution and Code Verification. The observed or-
der of convergence is pretty close to the theoretical
one (which is 2, because quadratic elements were
used to discretize the convection term). Conse-
quently, Code Verification is accomplished with suc-
cess. Moreover, it is possible to conclude that the
error associated with the third most refined mesh is
low and only about 10 times greater than the one
obtained with the finer mesh. As such, the third
most refined grid (h3 = 1.25× 10−3 m) was used to

(a) 750 ◦C

(b) 1000 ◦C

Figure 2: Obtained results for the isothermal con-
version simulations (yellow pigment). Simulation
time was 600 minutes.

present the results. Numerical uncertainty is less
than 0.01% for both heating rates.

Table 2: Results obtained for Solution and Code
Verification (yellow pigment).

Parameter 3 K/min 0.5 K/min

φR 0.0863030899 0.259187774

p 1.9707 1.9441

GCI23 3.00× 10−5 1.03× 10−4

GCI12 = Unum 7.59× 10−6 2.61× 10−5

ε3 8.10× 10−6 8.13× 10−5

ε1 5.18× 10−7 5.28× 10−6

3.2. Brown pigment
The nominal composition of brown pigment is

Ti1−2xCrxSbxO2 and its reaction is given by

(1− 2x) TiO2(a) +
x

2
Sb2O3 +

x

2
Cr2O3 +

x

2
O2 → P

(22)
where a stands for anatase phase, r for rutile phase
and P = Ti1−2xCrxSbxO2(r) is the product.

Equation (8) was used to extract Arrhenius pa-
rameters from non-isothermal data obtained by
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Reference [14]. Model-fitting method requires
the knowledge of Avrami exponent when non-
isothermal data is used. So, among several values,
n = 1.5 was chosen, leading to k0 = 4.54 × 103 s−1

and Ea = 1.44× 105 J/mol. Other combinations of
n, k0 and Ea could be obtained as kinetic analysis
is being made using non-isothermal data obtained
at one single heating rate.

Non-isothermal conversion profiles were simu-
lated via commercial software and the simplest
closed Newton-Cotes integration rule. The results
are presented in figure 3, together with experi-
mental results for β = 200 K/h, and show a very
good agreement between experimental and simu-
lated curves. Note that numerical results obtained
with commercial software and integration rule are
indistinguishable.

Figure 3: Results obtained for the non-isothermal
heating (brown pigment): NI stands for Numerical
Integration, CS for Commercial Software and E for
Experimental.

Table 3 summarizes the results obtained during
Verification. The observed order of convergence is
different from the theoretical one due to the inad-
equate boundary condition used, which prescribes
dα/dT = 0 at the final temperature. This inad-
equacy is higher at lower heating rates, justifying
the lower value of p at β = 200 K/h. However, the
obtained p is close to the theoretical one (p = 2)
for β = 500 K/h and numerical uncertainty is very
low, as well as the absolute error, which decreases
only slightly for the three most refined grids. Nu-
merical uncertainty is higher than absolute error, as
expected.

4. Mathematical model

2D and 3D geometries were tested in the present
model and are shown in figure 4. The rectangular
cavity is filled with air at ambient pressure and is
penetrated by a circular tube where the material
flows and is heated. In the 2D geometry, the tube
is completely filled with material while in the 3D
study a filling angle of 120◦ was used. The WR-

Table 3: Results obtained for Solution and Code
Verification (brown pigment).

Parameter 500 K/h 200 K/h

φR 0.285127761 0.404776707

p 2.0527 1.8486

GCI23 1.77× 10−6 6.90× 10−6

GCI12 = Unum 3.73× 10−7 1.91× 10−6

ε3 1.61× 10−6 8.04× 10−6

ε1 7.15× 10−8 6.18× 10−7

340 waveguide operates at single TE10 mode and a
frequency of 2.45 GHz.

(a) 2D

(b) 3D

Figure 4: Schematic representation of the cavities
used in the model.

The moving plunger allows for the control of the
cavity impedance by varying its length. The ampli-
tude of the moving plunger was chosen to be greater
than the electric field local wavelength (173 mm),
allowing the occurrence of at least one peak of elec-
tromagnetic efficiency. Initial conditions include
α = 0.001, E = 0 and a linear temperature pro-
file between the tube inlet (T = 300 K) and the
cavity outlet (T = 1200 K for yellow pigment and
T = 900 K for brown one). For the electromagnetic
interface, perfect electric conductor was assigned to
every boundary (except the port) as well as convec-
tive heat transfer in the thermal interface (except
at the inlet and outlet). For the convection coeffi-
cient at the boundaries free convection correlations
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from Reference [21] were used in the 3D case.
Density was assigned constant and equal to the

value for the stoichiometric mixture of reactants
(equation (23)), while specific heat was calculated
using equations (24) and (25). Temperature de-
pendent values for Cp were extracted from Refer-
ence [22]. Conductivity values used were: kyellow =
3.5 W/(m K) and kbrown = 0.5 W/(m K).

ρm =

( N∑
i=1

Yi
ρi

)−1
(23)

where m stands for mixture, Y is the mass fraction,
and i is the species’ index.

Cp,m =

N∑
i=1

YiCp,i (24)

Cp = (1− α)Cp,R + αCp,P (25)

where R stands for the reactants mixture and P for
the product.

To maximize electromagnetic efficiency and avoid
temperature related problems, power and plunger
position were controlled with a MATLAB routine,
whose algorithm is presented next. The input power
was calculated using equation (26).

Pport =
1

ηEM
[B1 +B2 − 0.999 ṁ (−∆H)] (26)

where the convective term B1 is calculated with
equation (12b), the thermal losses term B2 is de-
termined using equation (12c) and ṁ is the mass
flow rate [kg/s].

1. Introduce input variables: velocity, bound-
ary convection coefficient and simulation time
(15% of the residence time inside the cavity).

2. Perform a parametric study regarding plunger
position to determine the electromagnetic max-
imum efficiency and the associated plunger po-
sition for the initial temperature field.

3. Assign the plunger position and electromag-
netic efficiency to the values calculated in 2.

4. Simulations cycle:

(a) Run simulation, using equation (26) to de-
termine the input power.

(b) Extract a list of useful control variables to
analyse the results.

(c) Stopping conditions testing cycle:

i. Transient term less than 3% of ab-
sorbed power and conversion degree
higher than 0.99: simulation stops, go
to 5;

ii. Otherwise: simulation proceeds.

(d) Cycle to determine the new plunger posi-
tion that guarantees maximum efficiency:

i. Test actual position and the two ad-
jacent positions (left and right):

A. Maximum efficiency in the central
position: store the efficiency and
plunger position values; go to 4-e;

B. Otherwise: from the 3 positions,
the one that guarantees maxi-
mum efficiency is set to be the
central one; go back to 4-d-i.

(e) Update plunger position and electromag-
netic efficiency values and go back to 4-a;

5. Create a table with the evolution of control
variables with time.

5. Results
Non-zero complex permittivity allows the mate-

rial to heat but has the drawback of making the
electric field being attenuated in the load, decreas-
ing the heating efficiency. As such, there has to be
a compromise between efficiency and mass flow rate
in a 2D study, as the tube diameter for which effi-
ciency is maximum is close to 2.5 mm. High diam-
eters should also be avoided because of the super-
ficial nature of electromagnetic heating when com-
plex permittivity is high, leading to low temper-
ature zones when the electric field is significantly
attenuated (specially if the thermal conductivity
is low). The low values of penetration depth ob-
tained (less than 1 mm) are an indicator of the non-
volumetric heating.

As dielectric properties increase with tempera-
ture, penetration depth decreases and the heating
becomes even more superficial (figures 5b and 5c):
the heating source becomes higher but its volume
decreases, leading to a decrease in efficiency. Conse-
quently, maximum temperature increase but the av-
erage one decreases – figure 6. As such, electromag-
netic heating of materials having high or tempera-
ture increasing dielectric properties and low thermal
conductivity can be a problem if a certain temper-
ature is to be reached in every area of the load –
as happens when chemical reactions are occurring.
Superficial heating may thus slow down reaction ki-
netics far away from the surface and limit the veloc-
ities of the material to very low values. When the
reactions occurring are exothermic, there is a spe-
cial enhancement of superficial heating phenomena
as those reactions only occur where temperature is
above a certain value, i.e., energy release will oc-
cur where temperature is higher, aggravating the
superficial heating.

The reduced initial temperature for brown pig-
ment, together with lesser dielectric properties and
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(a) Yellow pigment – t = 0 s

(b) Brown pigment – t = 0 s

(c) Brown pigment – t = 2590.8 s

Figure 5: Initial heat source distribution [W/m3]
for both pigments.

a smaller tube, lead to a less significant attenua-
tion of the electromagnetic heat source in the tube
(figures 5a and 5b) and improved electromagnetic
efficiency (figure 6). Reducing initial temperature
and tube diameter can thus improve heating unifor-
mity and promote volumetric heating.

Although brown pigment has a smaller complex
permittivity (that makes the heat source less in-
tense – figure 5), its smaller thermal conductivity
leads to a higher maximum temperature, because
thermal losses are inhibited. Smaller conductivity
also makes the difference between maximum and
average temperatures higher for the brown pigment
– figure 6.

Using a smaller tube leads to more plunger po-
sition updates, since the electric field attenuation
in the tube is smaller. As such, the electric field
norm in the area between the load and the moving
plunger is higher for the smaller tube diameters, for
which there is much more benefit in having a mov-

(a) Yellow pigment

(b) Brown pigment

Figure 6: Convergence history for both pigments.

ing plunger.

The maximum temperature increases with ma-
terial velocity (figure 7) as more material is being
subjected to electric field and the heating is volu-
metric. The increase in convection coefficient makes
maximum temperature increase, which may seem
erroneous. The explanation is related to power con-
trol and equation (26): heating losses are being
accounted in the input power, which means that
higher thermal losses lead to higher input power.
As heating is superficial and the heating zone is
not close to the boundaries, the heat is released far
away from where it is generated, leading to a posi-
tive local energy balance that makes maximum tem-
perature to increase. The fact that non-volumetric
effects are aggravated by the increase in maximum
temperature creates a positive feedback mechanism
that makes that tendency even stronger. Note that
global energy balance is always net zero but the lo-
cal one may not be as it is impossible to give heat
in the same areas where it is released. This is also
why a convection coefficient parametric study was
performed in this work. These results clearly show
that thermal insulation must be carried out not
only for efficiency promotion but also to reduce the
maximum temperature in the solid bed (increasing
convection coefficient to reduce temperature field
would have the opposite effect in this context).
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Figure 7: Maximum temperature evolution with ve-
locity and convection coefficient for yellow pigment.

Maximum temperature should be as low as possi-
ble as long as chemical conversion occurs completely
because high temperatures lead to low electromag-
netic efficiencies, as electric field is more attenuated
at those higher temperatures (figures 5 and 6).

Thermal efficiency increases with velocity (fig-
ure 8), suggesting that higher velocities should be
tested for efficiency maximization. However, in-
creasing velocity leads to a decrease in residence
time that may become inferior to reaction time, in
which case total conversion is impossible to occur.

(a) Yellow pigment – h = 10W/(m2K)

(b) Brown pigment – h = 10W/(m2K)

Figure 8: Efficiencies and specific consumption evo-
lution with velocity.

Non-uniform heating makes the difference be-
tween average and maximum temperatures higher
due to superficial phenomena and low thermal con-
ductivity. As maximum temperature is limited by
materials’ thermal limit, average temperature de-
creases with the increase of non-uniformity, increas-
ing the reaction time and decreasing the maximum
velocity. Promoting mixing in the bed contributes
to diminish such non-uniformities in the tempera-
ture field, which benefits thermal efficiency and pro-
duction rate. Heterogeneous heating spoils global
efficiency and production rate.

Thermal conductivity (k) also affects thermal
losses dependency with velocity: for high values of
k, thermal losses are pratically constant with veloc-
ity but for lower k values, diffusive fluxes lose impor-
tance and convective fluxes become preponderant.
As such, for lower k, thermal losses increase with
velocity (because thermal gradients increase with
velocity). Consequently, electromagnetic efficiency
increases with velocity for brown pigment but has
an opposite evolution for yellow pigment (figure 8).
Thermal efficiency also benefits with a smaller k be-
cause thermal losses decrease. Global efficiency is
thus higher for brown pigment (figure 8).

6. Conclusions

The controller developed in MATLAB was able
to successfully avoid temperature related problems,
such as thermal-runaway and hot-spots. The results
show that it is possible to produce ceramic pigments
using microwaves while having efficiencies around
60%.

Electromagnetic heating of materials having high
dielectric permittivity and low thermal conductiv-
ity can be a challenge because of the heterogeneous
heating. This is a consequence of superficial heating
caused by attenuation of the electric field within the
material. When chemical conversion is to be con-
sidered, these problems become more important as
kinetic evolution is highly dependent on tempera-
ture.

The present results show the importance of pro-
moting solids mixing, as this contributes to lesser
temperature gradients and allow for higher veloci-
ties, while guaranteeing total conversion. The in-
crease in thermal efficiency and production rate is
the main advantage.

Finally, electromagnetic heating can be a sustain-
able alternative to the conventional one as it allows
a significant reduction in GHG specific emissions.
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