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Abstract 

Abstract 

The exploitation of offshore wind resources is considered to have tremendous potential in providing carbon-free 

energy. In order to increase the economic viability of wind farms, improvement in power generation is sought by 

mitigating the wake losses. While the industrial standards still favour turbine-level power maximization, a 

concept of collaborative yaw-based plant-level control has gained significant attention in recent years. This 

thesis investigates the potential of such a control strategy based on predictions of different wake modelling 

approaches under a range of atmospheric conditions and plant layouts. The utilized wake velocity deficit models 

are the top-hat Jensen model, the Gaussian-shaped Bastankhah model and its novel extension, termed Gauss–

Curl Hybrid (GCH) model that accounts for secondary steering effects. The yaw control optimization is 

conducted on a row of eight NREL 5-MW turbines using the FLORIS modelling utility and SLSQP optimization 

algorithm. Generally speaking, the Jensen model shows lack of robustness and is not recommended for yaw 

control studies. In contrast, the two Gaussian-shaped models are well handled by the optimization algorithm and 

produce consistent results. More specifically, the Bastankhah model prefers yaw offsets of nearly equal 

magnitude throughout the whole wind farm except for the most downstream machine that remains aligned with 

the freestream. On the other hand, the GCH model suggests a large offset at the most upstream turbine, which is 

gradually reduced at consecutive machines. For a reference wind farm considered, the achieved power 

improvement yielded 3.59% and 14.66% for the Bastankhah and GCH models, respectively. 

Keywords 

Offshore Wind Energy, Wind Farm Optimization, Wind Farm Control, Wake Steering, Yaw Control, Wake 

Models 
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Resumo 

Resumo 

A energia eólica tem um enorme potencial no fornecimento de energia verde. Para aumentar a viabilidade 

económica dos parques eólicos, tenta-se aumentar a produção de energia mitigando as perdas de esteira. Embora 

os operadores de parques favoreçam ainda a maximização da potência em cada turbina, recentemente o controlo 

colaborativo do parque baseado no desalinhamento intencional das turbinas tem ganho atenção significativa. 

Esta tese investiga tal estratégia de controlo utilizando diferentes modelos de esteira sob uma variedade de 

condições atmosféricas e disposição geométrica das turbinas. Os modelos de déficit de velocidade utilizados são 

o modelo Jensen, o modelo Bastankhah e o modelo Gauss-Curl Hybrid (GCH), este último considerando os 

efeitos secundários de desalinhamento das turbinas. A optimização do controlo do parque é efectuada numa linha 

de oito turbinas NREL de 5 MW usando o software FLORIS e o algoritmo de optimização SLSQP. Em geral, o 

modelo Jensen mostra falta de robustez e não é recomendado para este tipo de estudos. Os dois modelos com 

perfil de velocidades gaussiano quando utilizados pelo algoritmo de optimização produzem resultados 

consistentes. Concretizando, o modelo Bastankhah resulta em ângulos de desalinhamento de magnitude quase 

igual em todo o parque, excepto para a máquina mais a jusante que permanece alinhada com o escoamento não 

perturbado. Já o modelo GCH sugere um desalinhamento maior na turbina mais a montante, que é gradualmente 

reduzido em máquinas consecutivas. Para as condições do parque eólico de referência, o aumento de energia 

alcançado é de 3,59% e 14,66% para os modelos Bastankhah e GCH, respectivamente. 
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Energia Eólica Offshore, Otimização de Parque Eólico, Controlo de Parque Eólico, Direção de Esteira, Controlo 

Yaw, Modelos de Esteira 
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Chapter 1 

Introduction 

1 Introduction 

This chapter gives a brief overview of the undertaken dissertation project. The role of offshore wind energy in 

the global energy transition process is discussed. Further, the background information on wake problem within 

wind farms is presented, followed by the motivation behind the research into wind farm control. Next, the scope 

of the study is established and the addressed research question is stated. At the end of the chapter, the work 

structure is provided. 
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1.1 Overview 

The energy transition is a process of shifting from fossil fuel-based towards zero-emission renewable sources of 

energy, shaping the development of the global energy sector in the 21
st
 century. This transformation requires 

collaborative action of governments, industry and research to seek new and improve existing ways of carbon-

free electricity production, that not only ensure sustainability and minimal environmental impact but also are 

economically competitive in the energy market. 

Wind energy production has experienced spectacular growth over the last decades marking this renewable 

resource as a recognised alternative to the conventional ways of electrical power generation. As the wind 

technology becomes more mature, the global averaged levelized cost of electricity (LCOE) continuously falls, 

amounting to 0.06 USD/kWh for onshore wind, and 0.13 USD/kWh for its offshore counterpart in 2018. While 

onshore wind projects are highly restricted by the availability of land and the resource, strong interest is now 

focused on harvesting offshore wind power, which offers tremendous potential [1]. 

A number of reasons justify the superiority of the wind energy capture offshore over onshore. Starting from 

environmental impacts, civil works related to the construction of transportation infrastructure are unnecessary. 

Also, the visual and audible concerns are mitigated. This gives the possibility to construct larger wind farms 

consisting of more powerful machines. As many major cities are located close to the seaside, shorter 

transmission lines are required. Besides, the resource quality is more favourable away from the land, since winds 

are stronger and less turbulent due to the absence of obstructions and uneven terrain [2, 3]. As a consequence, 

offshore wind turbines accumulate less fatigue damage and can produce more electricity relative to their onshore 

kin, quantified by the average annual capacity factor of 43% and 34% for the respective technologies [4]. 

Despite these benefits, in many regions, offshore wind power still lacks competitiveness against onshore wind 

and fossil-fuel-based alternatives. To increase its economic viability, improvements are constantly being made in 

turbine design and materials, wind farm planning and control [5]. Further advancement in these core areas is 

therefore imperative for the proliferation of offshore wind power, which is currently the priority within the wind 

energy research communities [6]. 

1.2 The motivation behind wind farm control 

The number, size and complexity of wind farms have been gradually increasing over the past years, resulting in 

remarkable development in the design of large-scale wind energy conversion systems. While this approach helps 

to reduce the overall cost of energy due to many economies of scale, it introduces the problem of aerodynamic 

interaction between the machines via their wakes, as depicted in Figure 1.2.1. The term “wake” refers to the 

volume of the flow affected by the kinetic energy extraction, that travels downstream of the turbine rotor. It is 

characterised by a reduced streamwise velocity, high vorticity and increased turbulence levels compared to the 

freestream conditions. The two major issues related to such aerodynamic coupling are reduced power output of 
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downstream turbines because of lower incident wind speeds, and shortened lifespan of the rotors due to 

enhanced fatigue loads caused by increased turbulence and operation in partial wake overlap. In the global scale, 

the wake effect contributes to considerable losses in power generation of wind farms as well as significantly 

increased operation and maintenance costs [7, 8, 9]. 

 

Figure 1.2.1 Wakes at Horns Rev wind park made visible by weather conditions [10] 

Many research efforts have been undertaken to decrease the adverse influence of wind turbine wakes through 

wind farm layout optimization. To avoid excessive layout related wake losses, the minimum turbine spacing of 5 

rotor diameters (5D) is maintained as a design standard [11]. Although placing turbines further apart would 

decrease the level of their aerodynamic interaction, it is not economically viable to fully eliminate it due to farm-

size dependent costs. Therefore, the general idea is to place wind turbines as far apart as possible in the local 

dominant wind directions and group them closely in wind sectors that on average receive less wind or are 

perpendicular to the dominant winds. However, due to the unsteadiness of wind direction and externally imposed 

design restrictions, there is still a high occurrence of wake losses even for aerodynamically optimized wind plant 

layouts [7]. In the case of direct alignment between the wind direction and a row of turbines, the power drop at 

the second machine can amount to as much as 40%, relative to the front one, showing a large, still existing 

potential for improvement [12]. Therefore, a large subdivision of wind energy research is now seeking ways to 

overcome the wake problem by investigating the potential of various wind farm controls strategies. 

Modern wind turbines are equipped with control systems allowing the machines to maximize their power output 

in the time-varying atmospheric conditions. The current industrial standards of controlling a wind farm, which, 

in fact, is a distributed control of individual turbines, still favour the power maximization of each turbine alone, 

ignoring the negative effects that the machines have on one another through their wakes. As wind farms 

constantly grow in size and more knowledge on the wake effect has become available, the scientists’ perception 

of the optimal wind farm control undergoes a paradigm shift, moving from so-called “greedy” into more 

collaborative inter turbine control strategies [13]. 

In brief, this broad concept explores the possible ways of adjusting the available degrees of freedom of 

individual turbines to intentionally manipulate the wind field across the wind farm. This way a plant level 

objective of either power maximization or power set-point tracking with loads reduction can be achieved [6]. In 

recent years, yaw-based wake redirection technique has gained significant attention and is considered as a 
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promising solution for the wake loss mitigation in existing and future wind farms, showing encouraging results 

obtained via simulations [14, 15, 16], wind tunnel experiments [17, 18, 19], and field tests [20, 21, 22]. 

The crucial part in wind farm control is the understanding of the flow behaviour when control actions are being 

implemented, necessary for the development of a control algorithm. The role of such algorithm includes 

supervision of the plant operation and adjustment of the control settings of the machines in real-time, based on 

present wind conditions. Such an algorithm can be either model-free, utilizing, for example, Game-Theoretic 

methods [23] or model-based, utilizing mathematical models of wind turbine and wake aerodynamics. The latter 

approach assumes that, when applying a model-based controller in a real wind farm, its resulting performance 

will be equivalent to the predictions of the models used to design the controller. The main challenge associated 

with this assumption lies in the credibility of the implemented models, especially these accounting for the wake 

effects, which have stochastic nature and are still not fully understood. Thus, assessment of the reliability of the 

mathematical models in terms of capturing control-relevant wake behaviour and their impact on the suggested 

control actions remains an open research question [6]. 

This Master’s Thesis aims to investigate the impact of several wake modelling approaches on the solution of 

yaw-based plant-wise control optimization with the objective of farm yield maximization. The present study 

mainly involves testing the effectiveness of yaw control under a range of wind conditions and farm layouts in 

steady-state. It is of interest to assess how different characteristics of the employed wake models affect the 

incident distribution of yaw settings and the resulting power gains at individual turbines. From the perspective of 

a real wind farm operation, the optimal control would rely on finding the compromise between the level of 

power generation and fatigue loading on the machines. However, the present investigation does not take into 

account the effect of the imposed yaw settings and the resulting partial wake overlap situations on the loads 

experienced by the turbines, focusing solely on power maximization. In this work, a control-oriented modelling 

framework developed at National Renewable Energy Laboratory in the U.S. (NREL) – FLOw Redirection and 

Induction in Steady-state (FLORIS) is used [14]. FLORIS consists of a range of wake models and optimization 

tools that allow to determine the optimal control set-points for each turbine of an arbitrary wind farm, under 

given wind conditions, neglecting any unsteady aerodynamic phenomena, such as wake meandering [8]. 

1.3 Document outline 

The remaining body of this Master’s Thesis is structured as follows. Chapter 2 covers the theoretical 

background of wind turbine and wind farm aerodynamics. Some fundamental concepts behind the mechanism of 

wind energy extraction are introduced and the utilized wake modelling approaches are described. Chapter 3 

addresses the possible ways of controlling an individual wind turbine and a wind farm as a whole. In Chapter 4 

the applied methodology together with some preliminary optimization studies is covered. Chapter 5 is intended 

for the discussion of the optimization results. The impact of the wake modelling method on the proposed yaw 

control strategy under various wind conditions and farm layouts is assessed. Finally, in Chapter 6 the most 

important conclusions from the present research are drawn and suggestions for further investigations are made. 
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Chapter 2 

Wind energy aerodynamics 

2 Wind energy  

This chapter covers some basic concepts of aerodynamics, which is one of the main scientific disciplines of wind 

energy engineering. First, the physics of the interaction between moving particles of fluid with the blades of a 

rotor, known as rotor aerodynamics, is discussed, and some fundamental theories of this subfield are brought up. 

Then, the wind farm aerodynamics, which addresses large scale inter turbine flow effects is covered. The 

physical phenomena related to creation and evolution of the wake are elaborated, followed by the presentation of 

the employed wake velocity deficit, deflection and combination models. 
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2.1 Wind turbine aerodynamics 

Wind energy capture is a consequence of the aerodynamic interaction between the flowing air and wind turbine 

blades. Major aspects of wind turbine performance rely on the aerodynamic forces generated by the mean wind. 

The analysis of rotor aerodynamics can be subdivided into two categories: (1) induction aerodynamics, dealing 

with the global flow field around a wind turbine to determine the induced velocities at the blade, and (2) blade 

aerodynamics, accounting for the loads experienced by the blades as a response to this flow field [24]. Although 

there exist many highly advanced engineering approaches to simulate wind turbine behaviour [25], it is deemed 

appropriate to introduce here only the most basic and commonly known models of rotor aerodynamics. This 

subchapter provides an overview of the Momentum Theory accounting for the wake rotation, the Blade Element 

Theory and their combination known as the Blade Element Momentum (BEM) Theory. The theories and 

derivations presented below are based on the two widely known and comprehensive books on wind energy [2, 

26], with no further references made. 

2.1.1 Momentum Theory and the Betz Limit 

Momentum Theory, also commonly referred to as Actuator Disk Theory, is a very basic approach to describe the 

process of extraction or injection of kinetic energy between flowing fluid and a conceptual device created for 

such purpose, called an actuator disc. The formulation of this theory dates back to the late 19
th

 century and to the 

three prominent figures of the aerodynamics: W. J. M. Rankine, A. G. Greenhill and R. E. Froude. The theory is 

based on one-dimensional momentum and mass conservation laws and does not account for any specific design 

of a wind turbine. 

A wind turbine rotor, represented as an actuator disc, extracts the kinetic energy carried by the wind. The 

affected part of the airflow forms a stream-tube with the cross-sectional area upstream of the turbine smaller than 

the one downstream, as visualized in Figure 2.1.1. The expansion of the stream-tube is due to the mass 

conservation law of the flowing fluid. The control volume in this analysis is made of the stream-tube surface area 

and its two cross-sections: far upstream and far downstream. The following assumptions are introduced: (1) 

homogenous, incompressible, inviscid, steady-state fluid flow, (2) an infinite number of blades, (3) uniform 

thrust over the disc or rotor area, (4) a non-rotating wake, (5) the static pressure far upstream and far downstream 

of the rotor is equal to the ambient static pressure. 

 

Figure 2.1.1 The concept of an actuator disc from [26] 
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As indicated in Figure 2.1.1, the symbol ∞ refers to conditions far upstream, 𝑑 to conditions at the actuator disc 

and 𝑤 to conditions in the far wake. The air which passes through the actuator disc undergoes an overall rate of 

change in momentum equal to the total change in velocity 𝑈∞ − 𝑈𝑤 multiplied by the mass flow 𝑚̇. The force 

causing this drop in momentum comes entirely from the pressure difference across the disc, therefore: 

𝐹 = (𝑝𝑑
+ − 𝑝𝑑

−)𝐴𝑑 = (𝑈∞ − 𝑈𝑤)𝜌𝐴𝑑𝑈𝑑 (2.1) 

where 𝐴𝑑 denotes disc area and ρ air density. The pressure drop on the left side of the equation can be found by 

applying Bernoulli’s principle, separately to the upstream and the downstream region, this yields: 

1

2
𝜌𝑈∞

2 + 𝑝∞ =
1

2
𝜌𝑈𝑑

2 + 𝑝𝑑
+ and 

1

2
𝜌𝑈𝑤

2 + 𝑝∞ =
1

2
𝜌𝑈𝑑

2 + 𝑝𝑑
− (2.2) 

Subtracting these equations gives: 

(𝑝𝑑
+ − 𝑝𝑑

−) =
1

2
𝜌(𝑈∞

2 − 𝑈𝑤
2 ) (2.3) 

The rate of momentum drop can be then described by: 

1

2
𝜌(𝑈∞

2 − 𝑈𝑤
2 )𝐴𝑑 = (𝑈∞ − 𝑈𝑤)𝜌𝐴𝑑𝑈𝑑  (2.4) 

After some simple mathematical transformations one arrives at the following dependency: 

𝑈𝑑 =
𝑈∞ + 𝑈𝑤

2
  (2.5) 

Thus, the application of this model implies that the wind velocity at the rotor plane is equal to the average of 

upstream and downstream wind speeds. An axial induction factor, denoted by 𝑎 is then defined as a fractional 

decrease in wind velocity between the free-stream and the rotor plane and will be used in further considerations. 

𝑎 =
𝑈∞ − 𝑈𝑑

𝑈∞

 (2.6) 

Then, 

𝑈𝑑 = 𝑈∞(1 − 𝑎)     𝑎𝑛𝑑    𝑈𝑤 = 𝑈∞(1 − 2𝑎)  (2.7) 

The term 𝑎𝑈∞ is often referred to as the induced velocity at the rotor. The value of the axial induction factor 

ranges from 0 to 0.5, which means no wind speed reduction in the system and wind speed reduction to zero 

velocity behind the rotor, respectively. The latter value is the limit of applicability of this simple theory and for 

cases with 𝑎 ≥ 0.5 empirical modifications have to be made. The thrust force exerted on the wind by the 

actuator disc becomes: 

𝑇 = 2𝜌𝐴𝑑𝑈∞
2 𝑎(1 − 𝑎) (2.8) 

The power, considered as the rate of work done by this force on the flowing fluid is concentrated at the actuator 

disc and expressed as force 𝑇 times the velocity 𝑈𝑑, which yields: 

𝑃 = 2𝜌𝐴𝑑𝑈∞
3 𝑎(1 − 𝑎)2 (2.9) 

The efficiency of a wind turbine rotor is usually characterized by its power coefficient 𝐶𝑃. This parameter is 

defined as a ratio of the power extracted by the rotor and the total available power in the wind with the absence 
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of actuator disc. 

𝐶𝑃 =
𝑅𝑜𝑡𝑜𝑟 𝑃𝑜𝑤𝑒𝑟

1
2

𝜌𝐴𝑑𝑈∞
3

 (2.10) 

Therefore, 

𝐶𝑃 = 4𝑎(1 − 𝑎)2 (2.11) 

The maximum value of the power coefficient is found for 𝑎 =
1

3
 and it is known as The Betz Limit named after 

Albert Betz, German aerodynamicist. 

𝐶𝑃,𝑚𝑎𝑥 =
16

27
= 0.5926 (2.12) 

Similarly, the thrust coefficient can be defined as a non-dimensional thrust force exerted on the rotor. 

𝐶𝑇 =
𝑇ℎ𝑟𝑢𝑠𝑡 𝐹𝑜𝑟𝑐𝑒

1
2

𝜌𝐴𝑑𝑈∞
2

 (2.13) 

2.1.2 Momentum Theory with wake rotation 

An extension to the previous analysis could be made by accounting for the rotational effects. As the airflow 

exerts a torque on the rotor disc, the conservation of angular momentum implies that a torque of equal magnitude 

and the opposite direction is imposed upon the air. When passing through the rotor, the air gains a tangential 

velocity component which is expressed in terms of an angular induction factor 𝑎′ and equals: 

𝑤 = 2𝑎′𝛺𝑟 (2.14) 

where Ω is an angular velocity of the rotor and 𝑟 a radial distance from the rotor axis. The tangential velocity 

differs for all radial positions and therefore it is more convenient to consider the annular control volume of width 

𝛿𝑟𝑎 at the radial distance 𝑟. The resulting torque on the annular element 𝛿𝑄 is equal to the rate of change of 

angular momentum of air passing through its area 2𝜋𝑟𝛿𝑟𝑎, thus: 

𝛿𝑄 = 2𝜌𝑈∞𝑎′(1 − 𝑎)𝛺𝑟22𝜋𝑟𝛿𝑟𝑎 (2.15) 

The incremental thrust force 𝛿𝑇 exerted on the annular ring can be obtained similarly using the previous one-

dimensional analysis: 

𝛿𝑇 = 2𝜌𝑈∞
2 𝑎(1 − 𝑎)2𝜋𝑟𝛿𝑟𝑎  (2.16) 

An important parameter that often occurs in aerodynamic equations for the wind turbine rotor and relates both 

induction factors is the tip speed ratio 𝜆. It is defined as a ratio of the blade tip speed to the freestream wind 

velocity, given by: 

𝜆 =
𝛺𝑅

𝑈∞

     𝑎𝑛𝑑    𝜆𝑟
2 =

𝑎(1 − 𝑎)

𝑎′(1 + 𝑎′)
  (2.17) 

where 𝑅 stands for the rotor radius while the local speed ratio 𝜆𝑟 =
Ω𝑟

𝑈∞
 defines this proportion at any radial 
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distance. The infinitesimal power generated by each annual element is then given by: 

𝛿𝑃 = 𝛺𝛿𝑄 = 2𝜌𝑈∞𝑎′(1 − 𝑎)𝛺2𝑟22𝜋𝑟𝛿𝑟𝑎 (2.18) 

2.1.3 Blade Element Theory 

Blade element theory is based on an approach in which a wind turbine blade is divided into a certain number of 

sections along its radius that are addressed individually. Each of these sections has an aerofoil shape 

characterized by its lift 𝐶𝐿 and drag 𝐶𝐷 coefficients, as shown in Figure 2.1.2 b). Due to the rotor rotation 

movement, the apparent wind speed 𝑈𝑟𝑒𝑙  seen by an aerofoil is a vector sum of the freestream velocity 𝑈∞(1 −

𝑎) and the tangential wind speed 𝑟Ω(1 + a′). The angle formed by the local velocity and the rotor plane is called 

the inflow angle 𝜑, the angle between the chord line and the rotor plane is the section pitch angle 𝜃, and the 

angle of attack 𝛼 is the difference between 𝜑 and 𝜃, as presented in Figure 2.1.2 a). 

 

Figure 2.1.2 a) Illustration of rotating aerofoil section aerodynamics, b) Exemplary lift and drag characteristics 

of an aerofoil, based on [27] 

As a result of the aerodynamic interaction between the airflow and the blade section, incremental lift 𝛿𝐹𝐿 and 

drag 𝛿𝐹𝐷 forces arise on the aerofoil, which act perpendicularly and parallel to the apparent flow direction, 

respectively. The projections of these forces on the directions normal and tangential to the plane of rotation 

allow finding their contributions to the incremental thrust 𝛿𝑇 and torque 𝛿𝑄, as illustrated in Figure 2.1.2 a). 

Thus, the following relationships apply: 

𝑡𝑎𝑛𝜑 =
𝑈∞(1 − 𝑎)

𝑟𝛺(1 + 𝑎′)
=

1 − 𝑎

(1 + 𝑎′)𝜆𝑟

 (2.19) 

𝑈𝑟𝑒𝑙 =
𝑈∞(1 − 𝑎)

𝑠𝑖𝑛𝜑
 (2.20) 

𝛿𝐹𝐿 =
1

2
𝜌𝑈𝑟𝑒𝑙

2 𝑐𝐶𝐿𝛿𝑟 (2.21) 

𝛿𝐹𝐷 =
1

2
𝜌𝑈𝑟𝑒𝑙

2 𝑐𝐶𝐷𝛿𝑟 (2.22) 

𝛿𝑇 = 𝛿𝐹𝐿𝑐𝑜𝑠𝜑 + 𝛿𝐹𝐷𝑠𝑖𝑛𝜑 (2.23) 
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𝛿𝑄 = 𝛿𝐹𝐿𝑠𝑖𝑛𝜑 − 𝛿𝐹𝐷𝑐𝑜𝑠𝜑 (2.24) 

where 𝑐 stands for the chord length of the aerofoil. Considering a wind turbine rotor with 𝑁 blades, and 

expressing the relative velocity 𝑈𝑟𝑒𝑙  as a function of the freestream velocity as in equation (2.20) the total normal 

force (thrust) on the section at the distance 𝑟 from the rotor axis equals: 

𝛿𝑇 =
1

2
𝑁𝑐𝜌

𝑈∞
2 (1 − 𝑎)2

𝑠𝑖𝑛2 𝜑
(𝐶𝐿𝑐𝑜𝑠𝜑 + 𝐶𝐷𝑠𝑖𝑛𝜑)𝛿𝑟 (2.25) 

while the total force contributing to the sectional torque would be: 

𝛿𝑄 =
1

2
𝑁𝑐𝜌

𝑈∞
2 (1 − 𝑎)2

𝑠𝑖𝑛2 𝜑
(𝐶𝐿𝑠𝑖𝑛𝜑 − 𝐶𝐷𝑐𝑜𝑠𝜑)𝑟𝛿𝑟 (2.26) 

At this point, it is worth to notice that the effect of the aerodynamic drag is to reduce the torque and as a 

consequence the power while at the same time to increase the thrust loading. By applying blade element theory 

one also obtains the normal and tangential forces on an annular section of a rotor. However, their magnitude is 

directly related to the blade geometry, the characteristics of the aerofoil and the inflow conditions. 

2.1.4 Blade Element Momentum Theory 

Blade Element Momentum (BEM) theory combines the previously described formulations of the Momentum 

and the Blade Element Theories. In this way, the relationship between blade shape, flow conditions and turbine 

performance can be found. By imposing equality between the forces: equations (2.16) and (2.25), and torques: 

equations (2.15) and (2.26), derived previously, after some algebraic manipulations one can arrive at the 

following expressions for axial 𝑎 and angular 𝑎′ induction factors: 

𝑎 = (
4𝑠𝑖𝑛2 𝜑

𝑐𝑁
2𝜋𝑟

(𝐶𝐿𝑐𝑜𝑠𝜑 + 𝐶𝐷𝑠𝑖𝑛𝜑)
+ 1)

−1

 (2.27) 

𝑎′ = (
4𝑠𝑖𝑛𝜑𝑐𝑜𝑠𝜑

𝑐𝑁
2𝜋𝑟

(𝐶𝐿𝑠𝑖𝑛𝜑 − 𝐶𝐷𝑐𝑜𝑠𝜑)
− 1)

−1

 (2.28) 

Then, the forces and flow conditions at each blade section can be determined iteratively. According to [28], once 

the axial induction factor has been obtained for each section of the blade, the forces on the blade can be 

determined and the overall rotor power coefficient can be calculated from the expression: 

𝐶𝑃 = (
8

𝜆2
)∫ 𝜆𝑟

3𝑎′(1 − 𝑎) [1 − (
𝐶𝐷

𝐶𝐿

) 𝑐𝑜𝑡𝜑] 𝛿𝜆𝑟

𝜆

𝜆ℎ

 (2.29) 

where 𝜆ℎ is the local speed ratio at the hub. 
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2.2 Wind farm aerodynamics 

The study of the wind farm aerodynamics has become a very prominent area of wind energy research, as 

nowadays the majority of turbines both, onshore and offshore, got clustered into large wind farms. The process 

of optimal wind farm planning involves two major objectives: (1) maximization of the capacity factor, and/or (2) 

minimization of the Cost of Energy (COE) [29]. Therefore, owing to the costs of land, civil works, electric 

current transmission infrastructure and operations & maintenance activities, wind turbines should be placed close 

to each other, in tight clusters. On the other hand, the proximity of turbines introduces two major issues of 

aerodynamic nature: reduced power production due to wake velocity deficits, and increased dynamic loads on 

the blades due to higher turbulence levels and operation in partial wake overlap. As a result, the overall energy 

output of a wind farm is always less than the sum of energy extracted by each stand-alone turbine. According to 

the studies of Barthelmie et al. [30, 31], the power losses of a single downstream turbine being completely in the 

wake of an upstream one can easily reach 40%, depending on the inter turbine spacing and wind conditions. 

When considering the full operational performance of a wind farm, the averaged losses caused by the wake 

effect can amount to approximately 8% for onshore and 12% for offshore wind farms. Thus, a good 

understanding of the turbine interaction through their wakes is crucial for both optimal wind farm planning and 

development of collaborative wind turbine control strategies. This subchapter provides a description of physical 

phenomena involved in the wake development as well as a presentation of the wake models utilized in this study. 

2.2.1 The wake effect 

As mentioned before, wind turbine wake is a flow region behind a rotor characterized by decreased wind 

velocity, high vorticity and increased turbulence levels. As the wake propagates downstream, it slowly recovers 

to the freestream conditions as a result of turbulent mixing with the flowing air particles unaffected by the 

turbine. Depending on the downstream distance behind a turbine rotor, it is common to consider two different 

flow regions: near and far wake. 

In general, the near wake is a region just behind a turbine, where flow field characteristics are directly affected 

by the geometry and operational conditions of the machine. The longitudinal length of near wake region depends 

on many factors like atmospheric stability, inflow conditions, number of blades and blade aerodynamics, and 

scientists state different values for this distance, ranging from one [9] up to four [32] rotor diameters. 

Nevertheless, it is known that air movement in this zone is driven by a non-zero pressure gradient together with 

strong turbulence caused by vortices that emanate from the blade tips. As the wake propagates downstream, 

these vortices break down and the impact of the axial pressure gradient vanishes marking the transition to the far 

wake. 

In the far wake, the actual shape of the rotor impacts the flow indirectly through reduced axial velocity and 

increased turbulence intensity, causing the flow profile to depend more on atmospheric and topographic effects. 

In this region turbulence is the dominating physical phenomena acting as an efficient mixer, which comes from 

three sources: (1) atmospheric turbulence related to surface roughness and thermal effects, (2) turbulence 

induced by the rotor blades and the presence of the nacelle and tower, and (3) turbulence from tip vortices 
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breakdown. As a result of turbulent mixing in the flow, the velocity deficit and overall turbulence intensity level 

recover to the freestream conditions. Progressing downstream, the velocity profile becomes approximately 

Gaussian, axisymmetric and self-similar. Also, large-scale energetic oscillatory motions of the entire wake might 

be observed, commonly referred to as wake meandering [8, 33]. 

Accurate prediction of the aerodynamic interaction between the turbines in a wind farm and associated wake 

losses is a challenging task due to a combination of the numerous processes involved. Firstly, the wind hits the 

blades of a turbine and induces rotational movement of the rotor at a rate that simultaneously depends on many 

meteorological, aerodynamic and control factors such as wind speed, wind shear, turbulence intensity, 

aerodynamic properties of the aerofoils, incident yaw and blade pitch angle settings. Then, the inflow conditions 

combined with the amount of extracted kinetic energy from the wind, the angular velocity of the blades and the 

nacelle yaw alignment angle determine the airflow characteristics as it leaves the rotor plane. The resulting wake 

expands in the lateral and vertical direction, meanders and eventually dissipates in a chaotic manner governed by 

ambient turbulence, atmospheric stability and presence of other wakes overlapping with the original one [34]. 

The attempts to describe and relate these processes in a mathematical form have led to the development of many 

wake models of varying fidelity and computational cost.  

2.2.2 Wind turbine wake models 

Studying and modelling of wind turbine wakes is in itself a broad, ongoing research area, aiming to understand, 

explain and mathematically describe the observed behaviour of wakes. Over the years, extensive analytical, 

numerical and experimental efforts have been taken to develop models that can reliably predict this type of 

flows. The range of models available today varies from low to high fidelity, where the latter describes the wake 

more precisely and tries to capture more of its characteristics than the former, at the expense of higher 

computational costs. In the context of wake steering, model-based controllers require computationally efficient 

models that capture enough physics to predict wake behaviour while running fast enough to allow real-time 

optimization. Therefore, simple analytical wake models are still considered as a very useful tool for wind farm 

aerodynamics studies [6]. 

The wake characteristics are space-, time- and parameter-dependent. The flow field behind a wind turbine differs 

with the downstream distance from the machine and is time-dependent as both, the turbine operation and 

surrounding free-stream flow change over time. Wake behaviour is also influenced by external factors such as 

temperature or surface roughness. A model giving a full description of the wake would account for: (1) wind 

velocity deficit, as a consequence of kinetic energy extraction, (2) increased turbulence intensity due to the 

presence of rotating turbine blades and other components, (3) wake recovery, denoting that downstream of a 

turbine the flow recovers to freestream conditions due to turbulent mixing, (4) wake meandering, being large-

scale stochastic oscillations of the entire wake structure in the horizontal and vertical directions. (5) wake 

expansion, resulting from the fact that in incompressible flows the decrease in velocity means a proportional 

increase in the wake’s cross-sectional area, (6) wake deflection, caused by the rotational effect of the blades 

and/or non-perpendicular orientation of the rotor with the incoming wind, (7) wake skewing, as a result of veer, 

(8) vertical wind shear, meaning the change of wind velocity with height, and lastly (9) kidney-shaped wake 
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deformation due to operation in yaw misalignment [6]. 

Certain groups of abovementioned components of a wake are usually accounted for separately by different wake 

models, namely wake velocity deficit, wake deflection and wake combination models. In the remainder of this 

chapter, the corresponding wake models employed in the present study will be discussed. 

2.2.2.1 Jensen velocity deficit model 

The Jensen wake model [35, 36] is one of the oldest and most widely known models for predictions of the wind 

velocity field in the wake. It is characterized by a high degree of simplicity, low computational cost and 

relatively accurate performance, being the reason for its numerous implementations in wind energy studies. 

The model assumes a steady inflow, linear wake expansion, and uniform velocity field inside the wake, as 

illustrated in Figure 2.2.1. By applying a conical control volume limited by the cross-sectional area making up 

the rotor plane and a cross-section of the wake at an arbitrary downstream distance, coinciding with the turbine’s 

axis of rotation, the conservation of mass equation for the flow of air can be written as: 

𝐷𝑟
2𝑈𝑟 + (𝐷𝑤

2 − 𝐷𝑟
2)𝑈∞ = 𝐷𝑤

2 𝑈𝑤 (2.30) 

where 𝐷𝑟  [m] and 𝑈𝑟  [m/s] stand for the wake width and streamwise wind velocity at the rotor while 𝐷𝑤 [m] 

indicates wake width in the far wake cross-section. Then, assuming turbine operation with an induction factor 𝑎, 

the velocity profile at a given downwind distance 𝑥 and radial position 𝑟𝑤 can be computed as: 

𝑈𝑤(𝑥, 𝑟𝑤 , 𝑎) = 𝑈∞ (1 − 𝑈𝑑𝑒𝑓(𝑥, 𝑟𝑤 , 𝑎)) (2.31) 

where the velocity deficit 𝑈𝑑𝑒𝑓  is given by: 

𝑈𝑑𝑒𝑓(𝑥, 𝑟𝑤 , 𝑎) = { 2𝑎 (
𝐷𝑟

𝐷𝑟 + 2𝑘𝑥
)

2

,      𝑖𝑓 𝑟 ≤
𝐷𝑟 + 2𝑘𝑥

𝐷𝑟

0                ,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.32) 

In this model, wind velocity in the wake 𝑈𝑤, is defined in the axial direction only, and depends on the magnitude 

of the induction factor 𝑎, distance behind the machine 𝑥 and a tuneable non-dimensional wake decay constant 𝑘. 

Typical values of 𝑘 range from 0.01 to 0.1 depending on the ambient turbulence, topographical effects and 

turbine operation region. 

 

Figure 2.2.1 Visualization of a single Jensen’s wake, modified from [37] 
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The simplicity of the Jensen wake model determines many limitations to the description of the factual wake 

behaviour. To mention just a few, it does not conserve the momentum as shown in [38], it is only applicable in 

the far wake region as it does not account for the vortex shedding from the rotor and has no notion of the added 

turbulence due to varying turbine operating conditions. Additionally, the unrealistic velocity field description 

due to presumably too large wake expansion and the uniform velocity profile within the wake (whereas it 

follows a Gaussian profile as shown by P. Vermeulen [39] in a wind tunnel test and G. Taylor [40] in a field test) 

often leads to an overestimation of downstream turbine power in full wake conditions and underestimation of 

power in partial wake conditions. These deficiencies of Jensen wake model might severely impact the 

effectiveness of the wake steering in which accurate flow field prediction is crucial. 

2.2.2.2 Gauss velocity deficit model 

Many studies on wind turbines wakes reported that after some downwind distance, the factual velocity deficit 

profile within the wake approximately follows the Gaussian shape, as shown in Figure 2.2.2. This velocity 

profile was observed by numerical simulations [41], wind tunnel measurements [42] and data from operating 

wind farms [43]. Thus, it was deemed appropriate to use the Gaussian curve to describe the velocity deficit in the 

far wake regions, regardless of the inflow conditions. The model proposed by M. Bastankhah and F. Porté-Agel 

[38], further referred to as Gauss wake model represents a large group of analytical velocity deficit models 

assuming the self-similar Gaussian velocity profile. 

 

Figure 2.2.2 Visualization of Gaussian-shaped wake velocity profile with wind shear, modified from [38] 

To find the velocity distribution downwind of a wind turbine, the integral form of the streamwise momentum 

equation is considered. By neglecting the viscous and pressure terms and applying mass and momentum 

conservation, the rate at which momentum is removed at the turbine rotor plane can be given as follows: 

𝜌 ∫𝑈𝑤(𝑈∞ − 𝑈𝑤)𝛿𝐴 = 𝑇 (2.33) 

where 𝐴 is the rotor swept area. Next, assuming self-similar Gaussian shape of the velocity deficit in the wake, 

the incident velocity profile at the given downstream location can be expressed by: 

𝑈𝑤 = 𝑈∞ (1 − 𝐶𝑒
−

𝑟 𝑤
2

2𝜎2) (2.34) 

where 𝐶 represents the maximum normalized velocity deficit at each downwind location 𝑥 at the centre of the 
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wake and 𝜎 is the standard deviation of the Gaussian-like velocity deficit profiles at each 𝑥. 

Inserting equations (2.13) and (2.34) into equation (2.33), integrating from 0 to ∞ and solving the resulting 

expression for 𝐶, one can find that 𝐶 is given by: 

𝐶 = 1 − √1 −
𝐶𝑇

8 (
𝜎
𝐷𝑟

)
2 (2.35) 

Then, assuming a linear expansion for the wake region similarly to the one considered by Jensen, 𝜎/𝐷𝑟   can be 

written as: 

𝜎

𝐷𝑟

= 𝑘∗
𝑥

𝐷𝑟

+ 𝜀𝑤 (2.36) 

where 𝑘∗ = 𝜕𝜎/𝜕𝑥 is the wake growth rate and 𝜀𝑤 is equivalent to the value of 𝜎/𝐷𝑟   as 𝑥 approaches zero. The 

value of 𝜀𝑤 was determined by equating the total mass flow deficit rates at 𝑥 = 0 for this and the Frandsen wake 

model [44], yielding: 

𝜀𝑤 = 0.25√𝛽          𝑤ℎ𝑒𝑟𝑒          𝛽 =
1

2
(
1 + √1 − 𝐶𝑇

√1 − 𝐶𝑇

) (2.37) 

Lastly, combining the equations (2.35) and (2.36) with equation (2.34), the final analytical expression for the 

three-dimensional velocity deficit in the far wake behind a wind turbine is obtained: 

𝑈𝑤(𝑥, 𝑦, 𝑧) = 𝑈∞ (1 − 𝐶 𝑒𝑥𝑝 (−𝑀 {(
𝑧 − 𝑧ℎ

𝐷𝑟

)
2

+ (
𝑦

𝐷𝑟

)
2

})) (2.38) 

𝐶 = 1 − √1 − 0.25𝑀𝐶𝑇 (2.39) 

𝑀 =
1

2 (𝑘∗ 𝑥
𝐷𝑟

+ 0.25√𝛽)
2 

(2.40) 

where 𝑦 and 𝑧 are spanwise and vertical coordinates, respectively, and 𝑧ℎ is the hub height. This model was 

further extended across several papers of F. Porté-Agel et al. to account for the atmospheric stability [45], 

operation in yaw [46] and rotor-added turbulence [47]. Introduction of these improvements to the description of 

wake velocity deficit modifies the previous equations (2.38), (2.39), (2.40) as follows: 

𝑈𝑤(𝑥, 𝑦, 𝑧) = 𝑈∞ (1 − 𝐶𝑒𝑥𝑝 (−
(𝑦 − 𝛿𝑤)2

2𝜎𝑦
2

−
(𝑧 − 𝑧ℎ)

2

2𝜎𝑧
2

)) (2.41) 

𝐶 = 1 − √1 −
(𝜎𝑦0𝜎𝑧0)𝑀0

𝜎𝑦𝜎𝑧

         ;           𝑀0 = 𝐶0(2 − 𝐶0)          ;          𝐶0 = 1 − √1 − 𝐶𝑇  (2.42) 

where 𝛿𝑤 is the wake deflection while 𝜎𝑦 and 𝜎𝑧 define the wake width in the y and z directions, respectively. 

Each of these parameters is defined for each turbine and the subscript “0” refers to the initial values at the 

beginning of the far wake. The wake grows differently in lateral and vertical direction, so the respective growth 
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rates 𝜎𝑦 𝑎𝑛𝑑 𝜎𝑧 are defined as follows: 

𝜎𝑧

𝐷
= 𝑘𝑧

(𝑥 − 𝑥0)

𝐷
+

𝜎𝑧0

𝐷
     𝑤ℎ𝑒𝑟𝑒    

𝜎𝑧0

𝐷
=

1

2
√

𝑈𝑟

𝑈∞ + 𝑈𝑏𝑟

 (2.43) 

𝜎𝑦

𝐷
= 𝑘𝑦

(𝑥 − 𝑥0)

𝐷
+

𝜎𝑦0

𝐷
     𝑤ℎ𝑒𝑟𝑒    

𝜎𝑦0

𝐷
=

𝜎𝑧0

𝐷
𝑐𝑜𝑠𝛾 (2.44) 

with 𝑥0 being the downstream position at the beginning of far wake, 𝐷 the rotor diameter, 𝑈𝑏𝑟 the wind velocity 

just behind the rotor, and 𝑘𝑦 and 𝑘𝑧 define the wake expansion in the spanwise and vertical directions, 

respectively. 

Despite the applied simplifications, this model represents a great improvement on the flow field description in 

the wake compared to top-hat wake models. Moreover, it conserves momentum unlike the Jensen model, though 

it’s applicability is also limited to the far wake region only. The observed deficiencies of this model include its 

tendency to under-predict power gains of downstream turbines compared to high fidelity simulations and field 

test data. 

2.2.2.3 Gauss – Curl Hybrid velocity deficit model 

Recent studies have reported that the wake produced by a yawed wind turbine does not only deflects in the 

direction opposite to the yaw angle, but its cross-section deforms and becomes kidney-shaped in the far wake 

region. This phenomenon was first identified by M. F. Howland et al. [48] and described by a pair of counter-

rotating vortices, which are shed from the top and bottom of the yawed rotor, shown in Figure 2.2.3. As the flow 

propagates downstream, these vortices move the wake to the side and create a curled wake shape. This behaviour 

was further observed in wake tunnel tests and elaborated by M. Bastankhah and F. Porté-Agel [46]. Large Eddy 

Simulation (LES) studies under various atmospheric stability conditions performed by L. Vollmer et al. [49] and 

T. Berdowski [50] also revealed such behaviour of the wake. Fleming et al. [51] investigated the influence of 

these counter-rotating vortices on yaw-based wake control and concluded that the inclusion of their impact in 

controls-oriented wake models is of critical importance, especially when considering arrays of multiple turbines. 

 

Figure 2.2.3 Collection of counter-rotating vortex pairs shed from a yawed rotor from [52] 
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The following Gauss-Curl Hybrid (GCH) model, presented in the work of King et al. [53], is a modification of 

the previously presented Gauss wake model [38, 45, 46, 47, 54] with the approximations made from the Curl 

model, proposed by L. A. Martínez-Tossas et al. [52] and modified in the work of C. Bay et al. [55]. In brief, the 

Curl model relies on the concept to capture steered wake behaviour (deflection and deformation) by direct 

modelling of the counter-rotating vortices pairs (CVP) shed from a yawed rotor. The reader is referred to the 

work of L. A. Martínez-Tossas et al. [52] for a detailed derivation and C. Bay et al. [55] for extension of the Curl 

model. The incorporation of the impact of CVP into the Gauss wake model starts from the determination of the 

spanwise 𝑉𝑤𝑟  and vertical 𝑊𝑤𝑟  wake velocity components due to wake rotation: 

𝑉𝑤𝑟 =
𝛤𝑤𝑟(𝑦 − 𝑦𝑡)

2𝜋((𝑦 − 𝑦𝑡)
2 + (𝑧 − 𝑧ℎ)2)

(1 − 𝑒𝑥𝑝 (
−((𝑦 − 𝑦𝑡)

2 − (𝑧 − 𝑧ℎ))
2

𝜖2
)) (2.45) 

𝑊𝑤𝑟 =
𝛤𝑤𝑟(𝑧 − 𝑧ℎ)

2𝜋((𝑦 − 𝑦𝑡)
2 + (𝑧 − 𝑧ℎ)

2)
(1 − 𝑒𝑥𝑝 (

−((𝑦 − 𝑦𝑡)
2 − (𝑧 − 𝑧ℎ))

2

𝜖2
)) (2.46) 

where 𝑦𝑡 is the spanwise position of the machine, Γ𝑤𝑟 is the circulation strength of the wake rotation vortex 

computed as: Γ𝑤𝑟 = 𝜋(𝑎 − 𝑎2)𝑈∞𝐷𝜆−1 and 𝜖 represents the size of the vortex core (𝜖 = 0.3𝐷 in their work).  

When operating with the yaw angle offset, the counter-rotating vortices are released from the top and bottom of 

the rotor, contributing to the spanwise (𝑉𝑡𝑜𝑝 and 𝑉𝑏𝑜𝑡𝑡𝑜𝑚) and vertical (𝑊𝑡𝑜𝑝 and 𝑊𝑏𝑜𝑡𝑡𝑜𝑚) velocity components 

in the wake. The strength of these vortices is a function of the applied yaw angle 𝛾, given by: 

𝛤(𝛾) = 0.125𝜋𝜌𝐷𝑈∞𝐶𝑇𝑠𝑖𝑛𝛾𝑐𝑜𝑠𝛾2 (2.47) 

and is used to find respective velocity components: 

𝑉𝑡𝑜𝑝 =
𝛤(𝑦 − 𝑦𝑡)

2𝜋 ((𝑦 − 𝑦𝑡)
2 + (𝑧 − (𝑧ℎ + 𝑅))

2
)
(1 − 𝑒𝑥𝑝 (

−((𝑦 − 𝑦𝑡)
2 − (𝑧 − (𝑧ℎ + 𝑅)))

2

𝜖2
)) (2.48) 

𝑉𝑏𝑜𝑡𝑡𝑜𝑚 =
𝛤(𝑦 − 𝑦𝑡)

2𝜋 ((𝑦 − 𝑦𝑡)
2 + (𝑧 − (𝑧ℎ − 𝑅))

2
)
(1 − 𝑒𝑥𝑝 (

−((𝑦 − 𝑦𝑡)
2 − (𝑧 − (𝑧ℎ − 𝑅)))

2

𝜖2
)) (2.49) 

𝑊𝑡𝑜𝑝 =
𝛤(𝑧 − (𝑧ℎ + 𝑅))

2𝜋 ((𝑦 − 𝑦𝑡)
2 + (𝑧 − (𝑧ℎ + 𝑅))

2
)
(1 − 𝑒𝑥𝑝 (

−((𝑦 − 𝑦𝑡)
2 − (𝑧 − (𝑧ℎ + 𝑅)))

2

𝜖2
)) (2.50) 

𝑊𝑏𝑜𝑡𝑡𝑜𝑚 =
𝛤(𝑧 − (𝑧ℎ − 𝑅))

2𝜋 ((𝑦 − 𝑦𝑡)
2 + (𝑧 − (𝑧ℎ − 𝑅))

2
)
(1 − 𝑒𝑥𝑝 (

−((𝑦 − 𝑦𝑡)
2 − (𝑧 − (𝑧ℎ − 𝑅)))

2

𝜖2
)) (2.51) 

A linear combination is used to find the total spanwise and vertical velocities in the wake: 

𝑉𝑤𝑎𝑘𝑒 = 𝑉𝑡𝑜𝑝 + 𝑉𝑏𝑜𝑡𝑡𝑜𝑚 + 𝑉𝑤𝑟           𝑎𝑛𝑑          𝑊𝑤𝑎𝑘𝑒 = 𝑊𝑡𝑜𝑝 + 𝑊𝑏𝑜𝑡𝑡𝑜𝑚 + 𝑊𝑤𝑟  (2.52) 

As the wake moves downstream, these rotor-generated vortices finally decay. The mechanism of their 

dissipation was described by C. Bay et al. [55] and is given by: 
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𝑉 = 𝑉𝑤𝑎𝑘𝑒 (
𝜖2

4𝜐𝑇 (𝑥 − 𝑥0) 𝑈∞⁄ + 𝜖2
)           𝑎𝑛𝑑          𝑊 = 𝑊𝑤𝑎𝑘𝑒 (

𝜖2

4𝜐𝑇 (𝑥 − 𝑥0) 𝑈∞⁄ + 𝜖2
) (2.53) 

where 𝜐𝑇 is the turbulent viscosity, defined with the use of a mixing length model: 𝜐𝑇 = 𝑙𝑚
2 |

𝜕𝑈

𝜕𝑧
|, where 𝑙𝑚 =

κz

1+𝜅𝑧/𝜆𝑇
, 𝜅 = 0.41 and 𝜆𝑇 = 𝐷 8⁄  and 𝜐𝑇 is the value of the mixing length in the free atmosphere. 

Due to the presence of streamwise and vertical velocity components in the wake of a yawed turbine, large-scale 

entrainment of the flow into the wind farm domain is observed. As a result, the wake recovers faster, and this 

yaw-induced added recovery is assumed to be caused primarily by the vertical velocity component, 𝑊, which is 

computed by adding a new element to the Gaussian model as given below: 

𝑈(𝑥, 𝑦, 𝑧) = 𝑈𝑤(𝑥, 𝑦, 𝑧) +
𝑊(𝑥, 𝑦, 𝑧)(𝑥 − 𝑥0)(𝑦 − 𝑦0)

𝜋(𝛼𝑟(𝑥 − 𝑥0) + 0.5𝐷)2
 (2.54) 

where 𝑈𝑤 is computed with equation (2.41) and 𝑊 is computed using equation (2.53), 𝛼𝑟 is a dimensionless 

tuning parameter that defines how much the flow entrainment affects the wake recovery. The larger the 𝛼𝑟 the 

weaker the effect of yaw induced wake recovery on the streamwise velocity component 𝑈 (𝛼𝑟 = 0.03 in the 

original work). 

When an upstream turbine operates with yaw offset, counter-rotating vortices are released from its rotor. As a 

consequence, the incident wake deflects and deforms as it propagates downstream. The next non-yawed machine 

exposed to such flow field alteration produces a steered wake owing to the spanwise and vertical velocity flow 

components induced at the upstream machine. Such a phenomenon is termed secondary steering effect and could 

also be viewed as an “effective” yaw angle offset applied at the non-yawed downstream turbine. The magnitude 

of this hypothetical yaw angle is found using the spanwise velocity 𝑉, present at the downstream turbine rotor, 

which contributes to the effective circulation Γ𝑒𝑓𝑓, calculated as: 

𝛤𝑒𝑓𝑓 =
1

𝑁𝑟

∑
|

| 2𝜋𝑉𝑖((𝑦𝑖 − 𝑦0)
2 + (𝑧𝑖 − 𝑧0)

2)

(𝑦𝑖 − 𝑦0)(1 − 𝑒𝑥𝑝 (
−((𝑦𝑖 − 𝑦0)

2 − (𝑧𝑖 − 𝑧ℎ))
2

𝜖2 )
|

|
𝑁𝑟

𝑖

 (2.55) 

where 𝑉𝑖 stands for spanwise velocities inside the rotor area and 𝑁𝑟 is the number of points in the rotor area. The 

effective yaw angle 𝛾𝑒𝑓𝑓  is computed using Γ𝑒𝑓𝑓 and solving for 𝛾 in equation (2.47). Then, the total deflection is 

computed using equation (2.59), where the total yaw angle is 𝛾 = 𝛾𝑡 + 𝛾𝑒𝑓𝑓 with 𝛾𝑡 being the factual yaw angle 

applied by the turbine.  

The presented GCH model maintains many advantages of the Gauss wake model while introducing corrections 

to address the aerodynamic effects that have not been captured before. The four main important improvements 

account for the yaw-induced added wake recovery, the influence of the counter-rotating vortices on the wake 

deflection and deformation, and the secondary steering effect observed in multi-turbine arrays. Capturing these 

effects is especially imperative in terms of studying the feasibility of wake steering and wind farm optimization, 

which could still be done at relatively low computational cost with the use of the GCH model. 
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2.2.2.4 Jiménez deflection model 

Á. Jiménez et al. [56] used LES to investigate the wake deflection of yawed wind turbines with different thrust 

coefficients, and proposed a simple analytical model to describe this phenomenon. The authors assumed a top-

hat profile of the wake velocity deficit and performed an analysis based on the conservation of mass and 

momentum for a control volume around the turbine. In their consideration, the analytical expression for the wake 

skew angle 𝜒 was determined by equating cross-stream components of the force exerted on the wind by a yawed 

turbine, which reads: 

𝜒(𝑥) =
𝜒𝑖𝑛𝑖𝑡

(1 + 2𝑘𝑑
𝑥
𝐷

)
2           𝑤𝑖𝑡ℎ          𝜒𝑖𝑛𝑖𝑡(𝑎, 𝛾) =

1

2
𝑐𝑜𝑠2 𝛾𝑠𝑖𝑛𝛾𝐶𝑇 (2.56) 

where 𝑘𝑑 is a tuneable model parameter that defines the sensitivity of the wake deflection to yaw and 𝜒𝑖𝑛𝑖𝑡  is the 

initial angle of the wake at the rotor. The thrust coefficient 𝐶𝑇 in this equation is defined with respect to the 

induction factor 𝑎, as follows: 𝐶𝑇(𝑎) = 4𝑎(1 − 𝑎). Later, P. Gebraad et al. [14] integrated the tangent of the 

wake centreline angle 𝜒 over the downstream distance 𝑥 to find the yaw-induced lateral offset 𝛿𝑤 (deflection) of 

the wake centre with respect to the hub of a turbine. The formulation was obtained by integrating a second-order 

Taylor series approximation of 𝜒(𝑥) and reads as follows: 

𝛿𝑤(𝑥) ≈

𝜒𝑖𝑛𝑖𝑡 [15 [
2𝑘𝑑𝑥

𝐷
+ 1]

4

+ 𝜒𝑖𝑛𝑖𝑡
2 ]

30𝑘𝑑

𝐷
[
2𝑘𝑑𝑥

𝐷
+ 1]

5 −
𝜒𝑖𝑛𝑖𝑡𝐷[15 + 𝜒𝑖𝑛𝑖𝑡

2 ]

30𝑘𝑑

 (2.57) 

2.2.2.5 Bastankhah deflection model 

M. Bastankhah and F. Porté-Agel [46] carried out extensive wind tunnel studies to determine wake 

characteristics of a yawed wind turbine, immersed in a turbulent boundary layer. The researchers approached the 

deflection problem in a more in-depth theoretical way and used experimental data to perform a budget analysis 

on the steady-state continuity and Reynolds-averaged Navier-Stokes equations. This study allowed to develop 

approximate governing equations upon which a simple and computationally inexpensive analytical wake 

deflection model was built. The angle of wake deflection of a yawed turbine was defined as follows: 

𝜒 =
0.3𝑐𝑜𝑠𝛾

𝑐𝑜𝑠𝛾
(1 − √1 − 𝐶𝑇𝑐𝑜𝑠𝛾) (2.58) 

The total deflection of the wake due to yaw misalignment can be computed as: 

𝛿𝑤 = 𝛿𝑤_𝑖𝑛𝑖𝑡 +
𝛾𝐸0

5.2
√

𝜎𝑦0𝜎𝑧0

𝑘𝑦𝑘𝑧𝑀0

𝑙𝑛

[
 
 
 (1.6 + √𝑀0) (1.6√
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 (2.59) 

The initial wake deflection 𝛿𝑤_𝑖𝑛𝑖𝑡 was defined as 𝛿𝑤_𝑖𝑛𝑖𝑡 = 𝑥𝑛𝑤𝑡𝑎𝑛𝜒, where 𝑥𝑛𝑤 indicates the length of the near 

wake (typically being the order of 3 rotor diameters according to the authors) and 𝐸0 = 𝐶0
2 − 3𝑒1 12⁄ 𝐶0 + 3𝑒1 3⁄ . 
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In contrast to the Jiménez model, Bastankhah model assumes a self-similar Gaussian velocity profile in 

crosswise and vertical directions, and a constant wake growth rate, independent of the yaw error magnitude. It 

has also been shown that this model provides more consistent predictions of deflected wake trajectory when 

compared with the wind tunnel results, while the Jiménez model overestimates the deflection. In particular, the 

deflected wake predicted with Bastankhah model quickly tends to a turbulent free shear flow in a far wake 

region, whereas Jiménez model predicts the wake to deflect all the way along downwind direction. 

2.2.2.6 Katic wake combination model 

When several turbines are aligned with the wind direction, it has been experimentally observed that the first 

downstream machine suffers considerable power drop, while the subsequent devices experience relatively 

smaller further power losses. Widely used methods to analytically describe the effect of multiple overlapping 

wakes are superposition models, that include: geometric superposition model, linear superposition model, the 

sum of squares model and energy balance model. The sum of squares model was proposed by I. Katic et al. [36] 

in his classical literature about the Park model and will be used in the present Master’s Thesis. Similarly to linear 

superposition and energy balance models, it is based on a principle that the flow characteristics in the 

superposition area is caused by the accumulation of all wakes from the upwind turbines. The model assumes the 

velocity deficit in the superposition area to be equal to the square root of the sum of squares of the velocity 

deficits from each upstream machine. The mathematical formulation to describe this phenomenon is: 

𝑈𝑖 = 𝑈∞ − √∑(𝑈∞ − 𝑈𝑘𝑖)
2

𝑘

 (2.60) 

where 𝑈𝑖 is defined as velocity at the turbine 𝑖 and 𝑈𝑘𝑖  is the wake velocity of turbine 𝑘 at turbine 𝑖. In recent 

years, this model was found to be unsuitable for large wind farms as it does not account for deep array effects. 

This is due to the squared velocity deficits, which make the total velocity deficit to reach an equilibrium level, 

typically after 3 or 4 turbines in a row. Despite this little deficiency, Katic model is considered as very accurate 

and has well served in numerous wind farm studies for over 30 years. 
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Chapter 3 

Wind farm control 

3 Wind farm control 

This chapter intends to introduce the principles of an individual horizontal axis wind turbine (HAWT) control 

along with several possible concepts of controlling wind farm as a whole. The discussion begins with an 

overview of the most common wind turbine control systems and operation regions of a variable-speed variable-

pitch machine. Then, the idea behind switching to collaborative control of individual turbines is brought up, 

followed by a brief description of power de-rating, wake steering and turbine repositioning control strategies. 

Finally, yaw-based wake redirection is addressed and a comprehensive review on the aerodynamics of a steered 

wake is presented. 
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3.1 Wind turbine control 

From the perspective of wind energy engineering, the most striking characteristic of the wind resource is its 

variability. The changes in wind speed and direction can be observed over a wide range of scales, both in space 

and time. As the energy available in the wind varies with the cube of the wind speed, it is critical to understand 

the mechanisms that enable maximal wind energy exploitation. Therefore, wind turbine design should allow the 

machines to control the aerodynamic performance of the turbines, and adjust them to the experienced wind 

conditions, over the whole operational range of wind speeds. Besides the safe operation of the device, the two 

main objectives of wind turbine control include maximization of electrical power production and/or 

minimization of the structural loads, both of which eventually contribute to the decrease in the cost of generated 

electricity. Information provided in this section can be found in the book of J. F. Manwell et al. [2]. 

The resulting aerodynamic torque at the turbine’s rotor is collectively influenced by the rotor tip speed ratio, 

blade geometry, wind speed, yaw error and any added rotor drag. Each of these components, except for wind 

speed, can be changed by a respective control system. Variable-speed turbines utilize power electronics systems 

to enable operation at different rotor speeds (and different tip speed ratios) via generator torque 𝜏𝑔 control, which 

gives control over the turbine’s power. Pitch-regulated machines can change the rotor or blade geometry by 

manipulating the blade pitch angle 𝜃 to influence power capture [57] or experienced loads [58]. Yaw orientation 

systems enable a nacelle rotation about the axis of rotation aligned with the turbine tower to control the yaw 

error 𝛾, also influencing the generated power. Some less common concepts include turbines with auxiliary drag 

devices that can modify rotor drag, or a mechanism enabling nacelle tilt. Implementing the yaw angle, blade 

pitch and generator torque controllers in a single turbine, illustrated in Figure 3.1.1 a), allows to obtain the ideal 

wind turbine power curve, as presented in Figure 3.1.1 b). This ideal power curve exhibits three main operating 

regions, defined with respect to cut-in, rated and cut-out wind speeds, each following a different control strategy. 

 

Figure 3.1.1 a) Main components of a HAWT and its degrees of freedom [6], b) power and thrust characteristics 

of a variable-speed variable-pitch HAWT, based on data available in [59] 
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Region I covers the wind speed range below cut-in wind speed, in which the available power in the wind is too 

small for a turbine to start operation. The cut-in wind speed varies among different designs of wind turbines. If a 

machine is meant to operate at a fixed rotational speed of the rotor, the higher designed rotor speeds will 

correspond to the higher cut-in wind speeds. The variable-speed turbines can decrease their rotational speed at 

low wind speeds, reducing the cut-in wind speed, and therefore, increasing their energy capture. 

Region II begins at cut-in wind speed and ends at the wind speed for which the turbine power generation reaches 

the rated value. Within this region, it is desired that the machine extracts as much power as possible, meaning the 

operation at optimal power coefficient 𝐶𝑃𝑜𝑝𝑡, which is ensured by maintaining the optimal tip speed ratio 𝜆𝑜𝑝𝑡. 

To achieve this, the blades’ pitch angle is kept constant, at the value which maximizes the aerodynamic torque 

produced by the blades, and the control over the generator torque 𝜏 plays a key role. As wind speed increases, 

the power electronics devices enable a proportional change of the rotor speed, such that 𝜆𝑜𝑝𝑡 is maintained. A 

fixed-speed wind turbine would be able to operate with the optimal power coefficient only at one wind speed, 

significantly decreasing its energy capture. A common practice in wind turbine control is to start pitching the 

blades as the wind speed approaches the rated value in order to avoid excessive loads on the blades caused by 

high thrust force, at the expense of lower power generation. This procedure is known as peak shaving, and 

perfectly represents the concept that the wind turbine control aims at finding a compromise between power 

generation and loads mitigation. 

Region III applies to the range of wind speeds, limited by the rated and cut-out speeds, within which a variable-

pitch turbine operates at its rated power. The major contribution to the control actions in this region is the 

adjustment of the blades’ pitch angles, aiming to limit the aerodynamic torque experienced by the rotor. Pitching 

to stall is one of the pitch control approaches that relies on applying variations of pitch angle that promote 

stalling. Though pitching to stall enables to regulate the power produced at the wind turbine, the blades 

experience the same aerodynamic damping and fatigue problems as those of fixed-pitch turbines. An alternative 

method is pitching to feather, in which the pitch angle settings increase progressively with wind speed, resulting 

in larger adjustments needed to maintain the rated power output compared to stall method. Pitching to feather 

ensures attached flow around the blade, provides good, positive damping and allows for a more accurate 

prediction of blade loads. Above the cut-out wind speed, the turbine operation is ceased to avoid excessive 

damage to the systems and components of the machine. 

The current industrial wind farm standards still favour operation of each turbine with the control actions aiming 

to ensure their own maximum power capture. As a consequence, the downstream machines experience much 

smaller wind speeds and can extract significantly less energy than the upstream ones, especially in the cases of 

full wake overlap. However, the perception of an optimal plant-wise control strategy undergoes a paradigm shift, 

changing from optimal turbine – suboptimal plant to the suboptimal turbine – optimal farm performance. 
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3.2 Wind farm control 

Wind Farm Control (WFC) is a term that refers to a wide range of actions aimed to ensure a safe and reliable 

operation of wind turbines while achieving on-going performance goals. WFC research can be divided into two 

large areas: (1) power electronics engineering, responsible for the quality of the electric current generated by 

wind turbines, and (2) mechanical/aerodynamic engineering, covering the wind energy extraction, fatigue and 

the wake effect. This study is focused on the latter area, and in particular, on the concept of intentional 

suboptimal operation of individual turbines that can collectively result in greater farm power output compared to 

what can be achieved with the greedy control settings. These potential power gains are associated with the 

alteration of the velocity field within a wind farm, which allows downstream turbines to extract more energy. 

This type of wind farm control is known as Active Wake Control (AWC). 

AWC is an active field of research that attempts to improve wind plant performance by coordinating control of 

individual turbines to take into account turbine-wake interactions. The effectiveness of such plant-wise control 

methods depends on the quality of the local wind resource, farm spatial configuration and the operation of the 

controllers. Regardless of whether the control objective is to maximize the plant power or to decrease the loads 

experienced by the turbines, the control strategies can be classified into two groups: wake redirection and power 

de-rating. Simply put, the first one aims to redirect the wake of upstream machines away from the downstream 

ones, while the second intends to reduce the power of upstream turbines and thereby decrease the wind velocity 

deficit in their wakes. 

While future wind farm planning will use the state-of-the-art design optimization techniques, considering the 

28.3 GW global capacity of already operating offshore wind power built over the last 10 years [60], the only 

improvement in power generation, and therefore decrease in LCOE, can be achieved by the implementation of 

effective plant-wise control. Logically, a distinct advantage of such optimisation approach is that it is not in 

conflict with other plant design objectives, as it requires no adjustments in terms of turbine siting. As such, it can 

be tested and implemented in the existing and future wind farms regardless of their layout. An example of such 

venture is a €2.3 million demonstration project “Wind Farm Control Trials” carried out by Carbon Trust aiming 

to examine how effective implementation of wind farm control strategies can reduce the cost of offshore wind 

energy [61]. 

3.2.1 Power de-rating 

Power de-rating method, proposed by Steinbuch et al. in 1988 [62], is the oldest and still widely researched 

concept of controlling the aerodynamic interaction between wind turbines, which relies on manipulating the axial 

induction factor of the turbines. The axial induction is directly related to the power and thrust coefficients of a 

wind turbine rotor and can be controlled by either changing the blade pitch angle [63] or operation at suboptimal 

tip speed ratio [64]. When an upstream turbine reduces its axial induction factor at the same time it decreases 

both its power output and the magnitude of the overall thrust force it exerts on the wind. Consequently, the 

velocity deficit within its wake is smaller. A downstream turbine operating in the wake of such a de-rated 

upstream turbine is exposed to higher wind speeds and generates more power. This approach is theoretically 
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valid in terms of total power increase since with the appropriate scale and turbine positioning the power loss of 

upstream machine can be outweighed by the power gain of the downstream one [13]. Many research attempts 

aimed to assess the benefits of power de-rating application were reviewed by Ali C. Kheirabadi et al. [65]. 

However, the merit of this method is still an open research question. 

3.2.2 Wake steering 

Wake steering approach consists of steering the wakes of upstream turbines away from the downstream ones, 

which can be achieved most effectively by operating the upstream machines with yaw angle offset [66]. 

Publications on this topic range from modelling the effects of yaw misalignment [46], through coupled power 

and loads optimization in a wind farm [67], simultaneous wind farm layout and power optimization [15], use of 

flow-measurements in a feedback control settings [68], to field tests in offshore wind farms [21]. Due to the 

misalignment of the rotor axis with the incoming wind, the blades experience variable aerodynamic loads as they 

rotate. At the same time, the thrust force exerted on the wind, which acts perpendicularly to the rotor plane, 

creates an angle with respect to the freestream wind direction. The resulting imbalance of loads and shifted 

direction of thrust impart an incident force that causes the wind to gain momentum in the crosswind direction 

and change its course of movement behind the turbine [26]. Further downstream the wake is influenced by a 

system of vortices released from the yawed rotor i.e. the wake rotation vortex and counter-rotating vortex pairs 

contributing to its deflection and deformation. As a result, the overlapping area between the deflected wake and a 

downstream turbine is reduced, leading to higher incident wind speed and consequently larger power output at 

the downstream machine. With the optimal yaw angle offset, the power output of a downstream turbine can 

exceed the yaw-induced losses of an upstream machine [69]. Besides yaw-based wake control, other, more 

holistic approaches for wake redirection are also being investigated, that include: rotor tilting, yaw-oriented and 

tilt-oriented individual pitch control (IPC) and wake avoidance via turbine repositioning [70, 69]. 

3.2.3 Turbine repositioning 

The last noteworthy concept of wind farm control strategy is wake avoidance via turbine repositioning, as 

proposed by van Wingerden under the assumption of floating and repositionable machines [71]. Similarly to 

yaw-based wake redirection, it aims to reduce the overlap between the wake and a downstream turbine, however, 

to achieve this instead of manipulating the wake via yaw misalignment, the individual downstream turbine shifts 

its position. Regardless of the employed mechanism, by altering its location in the crosswind direction the 

downstream machine exposes itself to higher wind speeds resulting in increased power generation. Although 

viable in terms of aerodynamics, this concept receives limited attention from wind farm control communities 

mainly due to its narrow applicability in floating offshore wind sector at the current stage of development [6]. 

The technologies proposed for active position control of floating offshore wind turbines include under-water 

thrusters [72], winch mechanisms attached to a floating structure and anchored to the seabed [73], potentially 

thermally-actuated sewing thread artificial muscles [74] that alter tension within mooring lines, and alternatively, 

nacelle yaw angle and blade pitch angle control to manipulate turbine position with the use of aerodynamic 

forces [75]. 
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3.3 Yaw-based wake redirection 

Nowadays, wind farm control via yaw-based wake redirection is a broadly researched method, aimed to decrease 

the wake losses and/or influence loads experienced by the machines. When operating in yaw, a wind turbine 

causes its wake to deflect in the opposite direction to the implemented yaw angle offset, leading to a decreased 

overlap between the resulting wake and a downstream turbine rotor, as presented in Figure 3.3.1. The experience 

with yaw control shows that even when turbines are programmed to operate in non-yawed conditions, there is 

always some error in yaw alignment due to the limitations of the yaw controller. It fact, it has been demonstrated 

with LIght Detection And Ranging (LIDAR) measurements that wind turbines typically operate from 4° to 10° 

in yaw, when it attempts to track and align with the flow [76]. For a successful application of this operational 

control technique, precise knowledge about the dependency between inflow wind conditions, the aerodynamics 

of yawed rotor and the resulting wake characteristics is crucial. 

 

Figure 3.3.1 The concept of yaw-based wake steering [65] 

High-fidelity numerical simulations, wind tunnel experiments and field campaigns have shown a large potential 

of yaw angle control. However, due to their high computational, measurement or monetary costs, they cannot be 

employed to fully explore the capability of this control method under the wide variety of conditions that have to 

be taken into account for an optimum operation of wind farms. The wind plant is continuously exposed to 

variations in mean wind velocity and direction, ambient turbulence, thermal stability and aerodynamic 

interaction between the machines. Thus, the development and validation of simple and computationally 

inexpensive wake models that could accurately predict the farm flow field over a wide range of operating 

conditions is crucial.  

The next section provides state-of-the-art knowledge on the operation of a yawed turbine, deflected wake 

aerodynamics and potential for power improvement using yaw-based wake redirection technique. An important 

aspect of yaw control studies is the definition of yaw angle direction. In this Master’s Thesis, the positive yaw 

angle refers to the counter-clockwise rotation of the nacelle, when looking at the turbine from the top, with the 

wind coming from the left-hand side. Following this concept, the upstream turbine from Figure 3.3.1 is operating 

with a positive yaw angle offset. 
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3.3.1 State-of-the-art 

In some early studies of yawed turbines, Dahlberg and Medici [77], and later Medici and Alfredsson [78] 

measured the far-wake velocity distribution at some downwind distances from a turbine operating in yaw, 

located in a wind tunnel. Their measurements clearly showed that the wake rotates in the opposite direction to 

the rotation of the rotor, and more importantly, the misaligned rotor causes the wake to deflect to the side and 

deform as it propagates downstream. The wake position was dependent on the magnitude of the implemented 

yaw angle and the downstream distance. It was noticed that the wake recovery is substantially improved by the 

presence of freestream turbulence. Large scale vortex shedding from the turbine rotor was also observed, which 

was hypothesized to be the cause of meandering effect seen in the wakes of full-scale turbines. 

Later, Jiménez et al. [56] used the LES technique to study the wake deflection for a range of yaw angles and 

thrust coefficients of the turbine. Their simulation revealed that as the yaw angle increases, the wake skew angle, 

and therefore wake deflection, becomes larger. However, the gains in skew angle tend to flatten off as the turbine 

approached relatively large yaw settings (around 30°). This lead to a conclusion that it is not beneficial to apply 

yaw offsets that exceed a certain threshold, as the turbine power decreases at the rate of cubed cosine of yaw 

angle while the achieved deflection shows a modest increase. They also pointed out that for a given yaw angle, 

the wake is deflected more for turbines with higher thrust coefficients, and its trajectory slowly becomes parallel 

to the main flow direction in the far-wake region. Assuming a top-hat shape wake profile, they proposed a 

simple analytical model to predict wake skew angle at a given downstream distance, as presented in section 

(2.2.2.4). 

Further, the ability of a single turbine to redirect its wake was extensively studied by Fleming et al. [70] with the 

use of Simulator fOr Wind Farm Applications (SOWFA) – a high fidelity wind plant simulation tool. In their 

work, four different wake steering techniques were evaluated in terms of their impact on power generation, loads 

and wake deflection. These techniques included yaw and tilt induced wake redirection together with a novel IPC 

approach aiming to intentionally induce yaw or tilt moment. The results clearly indicated that yaw-based wake 

redirection is the most effective method for wake steering. The most important findings regarding this technique 

include: 

 horizontal wake offset at 7D downstream distance is significantly (two- to three-fold) larger for a whole 

range of positive yaw angles (5° to  40°, 5° increment) than for the same range of negative ones 

 vertical wake offset was observed, which also exhibits larger values for positive yaw settings 

 power at the yawed turbine drops only slightly for small yaw misalignment settings while already 

achieving a considerable wake deflection 

 measured loads (blade out-of-plane, drivetrain, tower and yaw bearing) are in general smaller for 

positive yaw settings than for negative yaw settings 

 small horizontal wake deflection, in the same direction as for positive yaw error, could also be observed 

for the non-yawed baseline case, which was presumed to be due to the wake rotation 
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This contribution explains why many wind farm optimization studies constrain the yaw angle settings to only 

positive values and the maximum value of yaw angle to around 25°. 

The later LES study of Fleming et al. [69] on a system of two turbines with 7D separation confirmed that yawing 

the upstream machine in the positive direction brings about overall gains in power up to 4.6% for 𝛾 = 25°, while 

applying any negative yaw angle results in overall power losses of the system. This means that power gains at a 

downstream turbine can overcome losses at the upstream one, however, at the expense of increased loads on the 

downwind machine (blade out-of-plane, drivetrain torsion and yaw bearing moment) due to partial wake overlap. 

It should be noted that in this study, the reference point for loads comparison was a full wake overlap condition. 

In a real wind farm, however, it would likely be a change from one partial overlap situation to another and it is 

hypothesised that the resulting change in loads could be negligible or even in the opposite direction. 

In the work of Howland et al. [48], a porous disk was used to examine the deflection and morphology of a wake 

under yawed conditions in a uniform inflow. The flow measurements for a large yaw angle (30°) clearly showed 

a 3D asymmetry in the wake, with kidney-shaped cross-section, termed a curled wake. Such shape of the wake 

implies that the momentum deficit behind a yawed turbine is not fully deflected, as it was erroneously given by 

the horizontal plane measurements at the hub height. The resulting wake exhibits considerably less lateral 

deflection at the top and the bottom of the rotor area. The spanwise velocity components measured at certain 

downwind locations suggest the existence of CVP released from the top and bottom parts of a yawed disk. It was 

claimed that the curled wake shape has potential implication for the power optimization via yaw-based wake 

steering, as this phenomenon may cause a wake to miss more of a downstream turbine than previously believed. 

Bastankhah and Porté-Agel [46] carried out extensive wind tunnel experiments to characterize a wake of a 

turbine under different yaw angles and proposed a new wake deflection model, presented in section (2.2.2.5). 

They confirmed that as the implemented yaw angle increases, the power output and thrust force decrease, the 

wake velocity deficit becomes smaller and the wake deflection becomes larger. For highly yawed turbines, CVP 

were observed in cross-sections of the wake at several downstream locations. These cross planes also showed 

that the wake becomes kidney-shaped and tends to move upward and downward for negative and positive yaw 

angles, respectively. Such vertical movement of the wake was found to be due to the interaction between the 

CVP, the ground and the wake rotation. It was observed that the wake growth rate is approximately the same for 

different yaw angle configurations, leading to roughly linear wake width variation along the downstream 

distance in the far-wake region. This is supported by the observation that the wake of a yawed turbine quickly 

aligns with the turbulent free shear flow as it leaves the near-wake region, where the wake recovery is mainly 

influenced by the incoming flow properties. The magnitude of the yaw angle, however, impacts the lateral width 

of the wake in a way that the wake width decreases with increasing yaw offset. Their analysis also revealed that 

in the far-wake region, the wake deflection increases with increasing thrust coefficient, which is consistent with 

the finding of Jiménez et al. [56]. Besides, the increasing level of ambient turbulence was deemed to improve the 

flow entrainment into the wake, leading to reduced achievable wake trajectory offsets. This finding may suggest 

that implementation of yaw-based wake redirection could be more promising in offshore wind farms, as their 

winds are characterized by lower turbulence levels. 

Vollmer et al. [49] used LES to investigate the impact of the atmospheric boundary layer (ABL) conditions on 
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the effectiveness of wake deflection via yaw misalignment. The study clearly shows that the ambient flow 

parameters such as turbulence intensity, wind shear and veer strongly affect the resulting wake trajectory. 

Specifically, in stable ABL positive yawing is more favourable (30° against -30°) as it produces considerably 

larger wake offset, as measured at 6D downwind distance. A smaller magnitude of wake offset is observed in 

neutral ABL, while near-zero deflection is achieved in convective ABL. Additionally, the authors emphasize the 

importance to consider the uncertainty of the wake deflection estimation in wind farm control studies. Three 

sources of this uncertainty include atmospheric stability condition, the implemented method to derive wake 

position and the influence of time-averaging interval to find the wake deflection. 

Schottler et al. [79] tested two different model wind turbines, both yawed at 30°, in a wind tunnel to observe how 

differences in size, geometry and blade design can impact wake deflection. Both models produced the same 

wake centre location measured at a 3D distance (0.19D offset) but gave different results at 6D (0.32D and 0.4D 

offsets). Due to significantly changed inflow conditions between the two experiments and the fact that one model 

turbine rotated clockwise and the other counter-clockwise, no conclusive information can be drawn with respect 

to the experiment’s objective, however, the apparent wake location difference at 6D might indicate the 

contribution of the wake rotational effect to its trajectory. 

A full-scale field test of wake steering was carried out by Fleming et al. [80], who used GE 1.5 SLE (1.5 MW) 

wind turbine and a nacelle-mounted LIDAR that scanned the wake at several ranges downwind (1D, 1.5D, 2D 

and 2.5D). The wake deflection was observed for both, 0° and 25° yaw offset settings, however, it was much 

more pronounced for the latter case. The measured wind velocity deficit was noticeably larger in the time of the 

turbine aligned with the freestream wind. The turbine power dropped insignificantly when operated in 12° yaw, 

and a minor drop could be seen for operation at 25° yaw. The standard rule that power is lost according to the 

cosine of yaw angle raised to a certain power (1.88 in this study) was found to reasonably well fit the mean 

values of turbine power for a range of wind speeds. A good agreement was achieved between the experimental 

data and predictions of a control-oriented wake model – FLORIS [14, 81] in terms of its key features: wake 

deflection, velocity deficit and recovery, power loss and wake skew. 

Motivated by the earlier reports on the yawed-rotor-generated CVP, Fleming et al. [51] focused on investigating 

the impact of these flow structures on yaw-based wake steering. High-fidelity SOWFA simulations revealed that 

these vortices play an important role in (1) deforming the shape of the wake, (2) explaining the asymmetry of 

effectiveness in wake steering of oppositely signed yaw angles, and (3) understanding how a “steered” wake 

interacts with downstream and laterally adjacent wakes in a multi-turbine array. An important finding of their 

study was that, due to the presence of the CVP, a steered wake can deflect the wake of a downstream turbine, 

even if that downstream machine is not yawed, which was termed a “secondary steering”. 

As wind turbines constantly grow in size, Ciri et al. [82] used LES to examine the effect of two considerably 

different turbine scales on wind farm efficiency and effectiveness of the yaw-based wake control. Performance 

of two aligned NREL 5-MW reference turbines with rotor diameter D = 126 [m] was compared against two 

Vestas V27 300-kW machines with D = 27 [m], respecting the spacing in terms of rotor diameter. It was shown 

that the power loss at the yawed upstream turbine followed the same curve along the range of yaw angles for 

both models, while significantly larger gains at the downstream machine were observed for the NREL 5MW 
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model. This stems from the fact that for the same yaw angles at both turbine models, a larger wake deflection 

was achieved by the bigger turbine. It was speculated that due to the smaller length and time scales for V27 

model, its wake is more affected by the surrounding flow and quickly realigns with the freestream flow, whereas 

the wake of NREL 5-MW turbine preserves its initial skew further downstream. 

Qian and Ishihara [83] studied numerically and analytically the wake behaviour behind a yawed wind turbine 

and proposed a Gaussian-based wake model that accounts for ambient turbulence intensity, thrust coefficient and 

yaw angle effects. The model parameters are determined as a function of ambient turbulence and thrust 

coefficient, resulting in good applicability under various conditions, proven in comparison to a series of 

numerical simulations. 

Bartl et al. [84] extensively studied the interaction of two aligned model wind turbines, where the upstream one 

was yawed at -30° and +30°, placed in a wind tunnel. They showed that Bastankhah deflection model [46] is in a 

better agreement with the measured wake trajectory than the model proposed by Jiménez [56]. The degree of 

wake redirection was observed to be only slightly dependent on the inflow turbulence level (0.23% and 10% 

turbulence intensities investigated), while Bastankhah and Porté-Agel [46] argued, that smaller inflow turbulence 

reduces the flow entrainment in the far-wake region and thus increases wake deflection. The study confirmed 

that a larger wake offset is achieved for a positively yawed machine, which is consistent with previous studies. A 

comparison of several methods to derive wake centre trajectory revealed that there is a significant difference in 

the calculated path of the wake, as previously reported by Vollmer et al. [49]. The power gains at the 

downstream turbine were found to be asymmetric with respect to the yaw direction at the upstream turbine 

(higher gains for positive yaw). They also increased as inter-turbine spacing was changed from 3D to 6D. A 

small wake deflection was observed for a non-yawed turbine, claimed to be due to the interaction of the rotating 

wake with the wake of a tower. The rotor-generated turbulence was found to be accumulated in the outermost 

peripheral region of the near-wake, being laterally deflected and deformed to the same degree as the velocity 

deficit profiles. This region of the wake corresponds to the locations of the highest gradients in mean streamwise 

velocity. As the wake evolves downstream from 3D to 6D distance, the magnitude of the wake cross-sectional 

turbulent kinetic energy (TKE) peak decreases, evening out as it is extending towards the centre of the wake. 

Their further analysis demonstrated that the peak turbulence levels decrease with the increasing yaw angle, at a 

similar rate to that of the rotor thrust. 

Increasing interest in the curled shape of the wake encouraged Martı́nez-Tossas et al. [52] to develop a control-

oriented analytical model that captures the curling effect, based on approximations to the Navier-Stokes 

equations. This model, named “curled wake model” is unique since it does not assume any shape of the wake, 

and additionally accounts for the effects due to yaw, wake rotation, atmospheric boundary layer profile and 

turbulence modelling. A good agreement was observed in terms of the predicted shape of the curled wake and 

flow parameters behind a yawed turbine when compared against LES simulations. 

Bay et al. [55] improved the curled wake model to include vortex decay, validated its performance by conducting 

a series of multi-turbine array simulations, and compared its predictions against SOWFA results. The model was 

found to resemble well the wake shape obtained by SOWFA, accurately compute flow parameters and be very 

useful for wind farm optimization, as it takes into account the secondary steering effect. 
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Most recently, King et al. [53] proposed further improvements to modelling a wake of a yawed turbine by 

introducing analytical modifications to the Gaussian-based wake model to include added yaw-based wake 

recovery, the interaction of CVP with atmospheric boundary layer and secondary steering effects. The newly 

developed model significantly boosts the accuracy of predictions obtained by computationally inexpensive 

modelling of the yaw-based wake steering method. 
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Chapter 4 

Methodology 

4 Methodology 

This chapter covers the approach employed in the present study. First, the utilized modelling framework – 

FLORIS is introduced, followed by the simulation setup. The background information and characteristics of the 

NREL 5-MW reference turbine is brought up and the simulated wind conditions and farm configurations are 

presented. Later, the optimization setup is covered and the SLSQP optimization algorithm is discussed. Lastly, a 

study on the sensitivity of the optimization parameters is carried out and some preliminary conclusions are 

drawn.  
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4.1 FLORIS – controls oriented modelling utility 

Flow Redirection and Induction in Steady State (FLORIS) [59] is a python-based software repository dedicated 

for studies of wind farm control, developed by researchers from the National Renewable Energy Laboratory 

(NREL) in the USA. FLORIS provides a suite of design and analysis tools, useful in wind farm control and co-

designed layout optimization studies, such as optimization of turbine control set-points and farm layout, analysis 

of wind rose and annual energy production, flow field visualization as well as methods for coupling with other 

wind energy dedicated software. The steady-state wind farm aerodynamics is handled with the use of 

computationally inexpensive analytical engineering models while the power and thrust of each turbine are 

obtained from look-up tables included in the instantiation file. For the given wind conditions, spatial 

configuration and prescribed control settings, FLORIS enables to predict the flow characteristics inside the farm 

domain by modelling and combining multiple wakes. The wake models implemented in the utilized version of 

FLORIS (v2.2.0) include: 

 wake velocity deficit models: Jensen [35], multi-zone [85, 14], Gauss [38, 45, 47, 86, 32, 83], Gauss-

Curl Hybrid [53], Curl [52] 

 wake deflection models: Jiménez [56], Bastankhah [46] 

 wake combination model: Katic [36] 

The available optimization modules allow for wind farm optimization in terms of layout, layout and hub-height, 

farm power density and yaw control set-points for single wind conditions or over a specified wind rose. The 

software comes with the implementation of NREL 5-MW reference wind turbine characteristics, however, any 

other turbine model can be added. The FLORIS modelling framework is open source and available for download 

and collaborative development (https://github.com/NREL/FLORIS/). 

4.2 Simulation setup 

4.2.1 NREL 5-MW reference HAWT 

It was decided to investigate yaw-based wake control on a system consisting of the NREL offshore 5-MW 

baseline wind turbines, developed by researchers at NREL in the USA. This choice was motivated by the fact 

that this machine is a widely known representative of an utility-scale multimegawatt turbine that has been an 

object of many wind energy research projects and its specifications are publicly available. The most relevant 

information and data regarding this machine in terms of the present study will be provided in the current section 

while its full description is available in the paper of Jonkman et al. [87]. 

The NREL 5-MW machine is a conventional three-bladed upwind variable-speed variable blade-pitch-to-feather-

controlled turbine. It was created with the use of publicly available properties from the conceptual models in the 

https://github.com/NREL/FLORIS/


 

34 

WindPACT, RECOFF and DOWEC projects and some broad design information from the published documents 

of turbine manufacturers, with a heavy emphasis on the REpower 5MW machine. The basic size and power 

rating of the machine were chosen taking into consideration that for a deep-water wind system to be cost-

effective, each turbine must be rated at 5-MW or higher. The basic gross properties of the NREL 5-MW baseline 

turbine were collected from the turbine documentation and data available in FLORIS and presented in Table 

4.2.1. 

Table 4.2.1 Gross properties of NREL 5-MW reference turbine 

Rating 5 [MW] 

Rotor Orientation, Configuration Upwind, 3 Blades 

Control Variable Speed, Collective Pitch 

Rotor, Hub Diameter 126 [m], 3 [m] 

Hub Height 90 [m] 

Cut-In, Rated, Cut-Out wind speed 3 [m/s], 11.4 [m/s], 25 [m/s] 

Cut-In, Rated rotor speed 6.9 rpm, 12.1 rpm 

Rated Tip Speed 80 [m/s] 

Generator Efficiency 1 

Mechanical Efficiency 1 

The cosine exponent relating turbine 

power to its yaw settings “pP” 
1.88 

The turbine power control system is made of two subsystems: (1) generator-torque controller and (2) a full-span 

rotor-collective blade-pitch controller. These control subsystems are designed to work independently for most of 

the below-rated and above-rated wind-speed range and work together around the rated wind speed. The control 

over generator-torque aims to maximize the power capture below the rated operation point while controlling 

blade-pitch regulates the generator speed above the rated operation point. No control actions were specified for 

non-power production operations. 

The implementation of this model turbine in FLORIS consist of the following set of data: rotor diameter, hub 

height, number of blades, cosine exponent for yawed and tilted turbine, generator efficiency and the look-up 

tables relating power and thrust coefficients to the wind speed. To obtain the power output of this turbine in 

FLORIS, the standard formula directly relating the power and yaw angle via cos(γ) raised to a certain power was 

instead applied to the wind speed used for power coefficient look-up table. Employing this approach gives more 

realistic power predictions for the wind speeds above the rated speed where pitch control would compensate for 

the yaw-induced losses. More information about this method is available in [88], while in FLORIS the following 

procedure applies. First, the rotor swept area average velocity 𝑈𝑎𝑣𝑔 is found as the cube root of the mean cubed 

velocity in the rotor area. However, when the machine operates in yaw, the average velocity is replaced with the 

following formula for the effective wind velocity: 

𝑈𝑒𝑓𝑓 = 𝑈𝑎𝑣𝑔 ∗ 𝑐𝑜𝑠
𝑝𝑃
3 (𝛾) (4.1) 

where 𝑝𝑃 is the cosine exponent relating yawed and non-yawed properties. Such updated velocity is then used to 
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interpolate the corresponding effective power coefficient 𝐶𝑃,𝑒𝑓𝑓  from the look-up table. Then, the effective 

power is determined as: 

𝑃𝑒𝑓𝑓 = 0.5 ∗ 𝜌 ∗ 𝐴 ∗ 𝐶𝑃_𝑒𝑓𝑓 ∗ 𝜂𝑔 ∗ 𝑈𝑒𝑓𝑓
3  (4.2) 

where 𝜂𝑔 is generator efficiency. 

The direction of yawing in FLORIS is defined in the same way as it was presented in the earlier chapter of this 

work. The positive yaw angle refers to the counter-clockwise rotation of the nacelle when looking at the turbine 

from the top, with the wind coming from the left-hand side. 

4.2.2 Simulation matrix 

This work aims to investigate the effectiveness of yaw-based wake steering method to maximize the total power 

output of a wind farm while neglecting the impact of yaw-induced loads. As yaw control technique strongly 

depends on the atmospheric conditions and plant spatial configuration, different values for wind speed, wind 

direction, turbulence intensity and spacing are tested. This section summarizes the scope of the tested operating 

conditions organized in the simulation matrix (Table 4.2.2) The abbreviations used in the respective columns of 

the simulation matrix have the following meaning: w_s (wind speed), w_d (wind direction), T_I (turbulence 

intensity) and spc (spacing) and each specified test is carried out using Jensen, Gauss and GCH wake models. 

A very important test case is the one that serves as a baseline for all the other simulation scenarios, where the 

deviation in the test variables is made. This special test case is named “reference case” and has the values for 

wind conditions and spacing chosen based on the literature review, such that, on one hand, they are widely used 

in yaw control research and on the other, they represent well the situations with large wake losses. The 

remaining simulation scenarios assume the same values for test variables as in the reference case except for the 

one value that is changed in a particular test. To justify the choice of the magnitude of the deviations in test 

variables in subsequent simulation scenarios, a piece of explanation is provided: 

 Wind speed values: while the reference value of 8 [m/s] is a commonly researched and highly occurring 

wind speed, it is of interest to examine the yaw-based wake steering when the wind farm is exposed to 

slower, but still frequently occurring wind velocities and also to those exceeding the rated wind speed of 

the machines. Therefore a choice of 5 [m/s] and 13 [m/s] is made. 

 Wind direction values: the critical situation in terms wake losses takes place when the wind direction is 

aligned with a row of turbines, which would correspond to the reference value of 270° direction 

according to the convention used in FLORIS. Note that 0° corresponds to the direction of wind coming 

from the north and increases in the clockwise direction of rotation. The size of the deviation from the 

reference wind direction was chosen to be the half of the increase in the wind direction that is needed to 

create zero wake overlap situation, predicted with the Jensen wake model for the reference wind speed, 

turbulence intensity and spacing. The resulting values of the wind direction deviation were estimated to 

be of 5° and it is of interest to test such deviation in the positive direction (275°) and negative direction 

(265°). 
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 Turbulence intensity values: ambient turbulence intensity level affects the rate of wake recovery and in 

turn feasibility of yaw-based wake steering. In general, at offshore sites, the ambient turbulence intensity 

is lower than at onshore ones, which pleads in favour of employment of wake control away from land. 

Here, the idea is to pick a low, high and intermediate (reference) turbulence scenario. Based on the 

values encountered during the literature studies and the data from Horns Rev wind farm area presented 

in the article of H. E. Jørgensen et al. [89] (figure number 3, page 6), the appropriate values for testing 

low and high turbulence intensity scenarios should be 5 [%] and 10 [%], respectively, while the 

reference is set to 7.5 [%]. 

 Spacing values: spacing distance is the only test variable that is not an atmospheric condition in this 

study, however, its size is always determined based, among others, on the local wind climate of the 

considered offshore location. A typical value of spacing, widely used in the research of offshore wind 

farms is seven times the rotor diameter (7D), which is taken as a reference spacing. It is important to test 

how smaller and larger spacing distances would affect the power output when yaw control is employed. 

It is deemed appropriate to consider 5D and 9D spacing distances, for the respective test cases as they 

definitely affect the aerodynamics of the whole system and are also present in the industrial wind farms. 

Table 4.2.2 Simulation matrix 

Case Name 
Test variables 

w_s [m/s] w_d [°] T_I [%] spc [m] 

Reference case “RC” 8 270 7.5 7D 

High wind speed “HWS” 13 270 7.5 7D 

Low wind speed “LWS” 5 270 7.5 7D 

Wind direction 275° “WD_275” 8 275 7.5 7D 

Wind direction 265° “WD_265” 8 265 7.5 7D 

High turbulence intensity “HTI” 8 270 10 7D 

Low turbulence intensity “LTI” 8 270 5 7D 

Small spacing “SS” 8 270 7.5 5D 

Large spacing “LS” 8 270 7.5 9D 

Further, it was decided that a row of eight NREL 5-MW reference wind turbines will be an appropriate size of 

the system for the present study due to several reasons. The plant-wise power losses are the largest when the 

wind direction is aligned with the rows of machines, especially in tightly packed rectilinear wind parks. As the 

economies of scale play a significant role in profitable harvesting of wind energy, a row composed of eight 

machines is nowadays common metrics. Taking into account the applicability conditions of yaw-based wake 

steering for park power maximization, the downstream machines should be largely exposed to the wakes of the 

upstream ones. Lastly, the secondary wake steering effects that are believed to have a great impact on yaw-based 

wind farm control should be well pronounced in such a system. 

Except for the values presented in the simulation matrix, other atmospheric constants have to be set and the 
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tuneable parameters of the employed wake models must be specified. This study relies on the predictions of the 

wake models with their default settings, however, it is a common approach to tune the models so that they are 

aligned with the predictions of more credible modelling tools. The remaining relevant parameters are 

summarized in Table A.1 and Table A.2 of Annex A. 

4.3 Optimization 

4.3.1 Optimization setup 

In this study, the cumulative power of wind turbines is being maximized with the yaw angle setting of each 

machine as the design variables. Since the present study does not take into account the yaw-induced loads, the 

bounds were set on the yaw angles so they would fall between −50° and +50°. Although such yaw amplitude 

far exceeds the feasible operating region of industrial wind turbines, these numbers were chosen to ensure that 

the optimization solution is not affected by any imposed restrictions on the design space. However, a common 

approach applied in yaw-based wake steering studies is to allow only positive values of yaw misalignment with 

the lower and upper bound at 0° and around +25°, respectively. Such constrained design space is believed to 

provide the best trade-off between the achieved wake deflection and both power loss and load variations at the 

yawed turbine. The SciPy optimization package [90] was employed for the optimization, using the Sequential 

Least SQuares Programming (SLSQP) minimization method developed by D. Kraft [91]. This is the default 

optimization method set in FLORIS, which is suitable for solving nonlinear problems with multivariable 

objective functions and any combination of design space bounds, equality and inequality constraints. The 

optimization problem was defined as follows: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑃 = −∑𝑃𝑖(𝛾𝑖)

𝑁𝑡

𝑖=1

 (4.3) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 − 50° < 𝛾𝑖 < +50° (4.4) 

where 𝑁𝑡 is the number of turbines, 𝑃𝑖  is the power and 𝛾𝑖 is the yaw angle setting of the i-th turbine. No equality 

or inequality constraints were prescribed in this formulation. 

The SLSQP solver is the SciPy implementation of Sequential Quadratic Programming (SQP), a gradient-based 

iterative method, which consists of breaking down the original problem into a sequence of least squares 

optimization sub-problems and solving them in the course of finding the search direction. A prerequisite for SQP 

algorithms is that both the objective function and the constraints are twice continuously differentiable. The 

SLSQP algorithm requires the Jacobian matrices of the objective function and the constraints as an input. These 

matrices are numerically approximated at the design space points that correspond to the solution obtained in the 

current iteration using the forward differences method. The three main adjustable options of SLSQP optimization 

method include: 



 

38 

 maximum allowed number of iterations (𝑚𝑎𝑥𝑖𝑡𝑒𝑟), 

 the precision goal of the value of the objective function in the stopping criterion (𝑓_𝑡𝑜𝑙), 

 the step size used for the numerical approximation of the Jacobian (𝜀) 

The 𝑚𝑎𝑥𝑖𝑡𝑒𝑟 option controls the termination of the optimization in case the solution is not found within the 

given number of iterations and it does not affect how well the SLSQP algorithm performs when searching for the 

solution. On the other hand, depending on the problem definition and the desired accuracy, the 𝑓_𝑡𝑜𝑙 and 𝜀 

settings may have a large impact on the effectiveness of the optimization algorithm and the final solution. Also, 

an inherent limitation of gradient-based methods is that they are local minimizers, which makes the initial vector 

of yaw angle settings, being the starting point in the optimization (𝑥0), an important parameter to consider. Since 

every optimization problem is unique and no guidelines for selecting the appropriate values of 𝑓_𝑡𝑜𝑙, 𝜀 and 𝑥0 

parameters were found, it was decided to first investigate their impact. This pre-optimization study relied on 

experimenting with the yaw settings to estimate a feasible initial guess of the vector of arguments (𝑥0_𝐺) and 

then carrying out a sensitivity study on 𝑓_𝑡𝑜𝑙 and 𝜀. A more detailed description of this investigation is presented 

in section (4.3.3) of this chapter while the chosen optimization settings for each wake modelling approach are 

summarized in the table below. 

Table 4.3.1 Summary of the optimization parameters for each wake model 

Wake model 𝒎𝒂𝒙𝒊𝒕𝒆𝒓 f_tol 𝜺 𝒙𝟎 

Jensen 100 10
-13

 0.005 x0_G 

Gauss 100 10
-13

 0.005 x0_G 

GCH 100 10
-13

 0.02 x0_G 

4.3.2 SLSQP optimization algorithm 

A general nonlinear programming (NLP) problem, given by: 

(𝑁𝐿𝑃):   𝑚𝑖𝑛𝑥∈𝑅𝑛    𝑓(𝑥) (4.5) 

subject to 

𝑔𝑗(𝑥) = 0,     𝑗 = 1, … ,𝑚𝑒           𝑎𝑛𝑑         𝑔𝑗(𝑥) ≥ 0,     𝑗 = 𝑚𝑒 + 1,… ,𝑚𝑡 (4.6) 

is solved iteratively, where 𝑚𝑒 and 𝑚 − 𝑚𝑒 are the numbers of equality and inequality constraints, respectively, 

starting with the initial guess of the vector of arguments 𝑥0, while the subsequent iterates 𝑥𝑘+1 are obtained by 

the step: 

𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘 (4.7) 

where 𝑑𝑘 is the search direction within the k-th step and 𝛼𝑘 is the step length. The search direction is determined 

by a quadratic programming (QP) sub-problem, formulated as a quadratic approximation of the Lagrange 

function of (NLP): ℒ(𝑥, 𝜆) = 𝑓(𝑥) − ∑ 𝜆𝑔𝑗(𝑥)𝑚
𝑖=1  and a linear approximation of the constraints 𝑔𝑗: 
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(𝑄𝑃):   𝑚𝑖𝑛𝑑∈𝑅𝑛   
1

2
𝑑𝑇𝐵𝑘𝑑 + 𝛻𝑓(𝑥𝑘)𝑑 (4.8) 

subject to 

𝛻𝑔𝑗(𝑥
𝑘)𝑑 + 𝑔𝑗(𝑥

𝑘) = 0,     𝑗 = 1, … ,𝑚𝑒           𝑎𝑛𝑑         𝛻𝑔𝑗(𝑥
𝑘)𝑑 + 𝑔𝑗(𝑥

𝑘) ≥ 0,     𝑗 = 𝑚𝑒 + 1,… ,𝑚 (4.9) 

where the 𝐵 matrix is Hessian of the Lagrangian of NLP at the current iterate of the form: 𝐵𝑘 = ∇𝑥𝑥
2 ℒ(𝑥𝑘 , 𝜆𝑘) 

and 𝜆 is a vector of Lagrange multipliers. The step length is obtained using a backtracking line search scheme 

based on Armijo-Goldstein condition with bounds violation test. This procedure involves starting with a 

relatively large estimate of the step size along the search direction and iteratively shrinking the step size until a 

decrease of the objective function adequately corresponds to the expected value, based on the local gradient of 

the objective function. To maintain computational efficiency of the algorithm, the modification of the Broyden-

Fletcher-Goldfarb-Shanno (BFGS) method, introduced by Han and Powell, is implemented to approximate the 𝐵 

matrix, instead of directly calculating all second partial derivatives of ℒ(𝑥, 𝜆) in every iteration. The quadratic 

sub-problem QP is replaced by equality- and inequality-constrained linear least-squares (LSEI) problem, which 

is possible when the approximation of the 𝐵 matrix is factorized using the 𝐿𝐷𝐿𝑇  decomposition. The resulting 

LSEI problem is of the form: 

(𝐿𝑆𝐸𝐼):   𝑚𝑖𝑛𝑑∈𝑅𝑛    ‖(𝐷𝑘)1 2⁄ (𝐿𝑘)𝑇𝑑 + (𝐷𝑘)−1 2⁄ (𝐿𝑘)−1𝛻𝑓(𝑥𝑘)‖ (4.10) 

subject to 

𝛻𝑔𝑗(𝑥
𝑘)𝑑 + 𝑔𝑗(𝑥

𝑘) = 0,     𝑗 = 1, … ,𝑚𝑒           𝑎𝑛𝑑         𝛻𝑔𝑗(𝑥
𝑘)𝑑 + 𝑔𝑗(𝑥

𝑘) ≥ 0,     𝑗 = 𝑚𝑒 + 1,… ,𝑚 (4.11) 

The element ‖𝑥‖ denotes Euclidian vector norm of the form ‖𝑥‖ = √∑𝑥𝑖
2 and ‖𝑀‖ is the corresponding 

induced matrix norm. Such LSEI problem is solved with the linear least squares methods of Lawson and Hanson 

[92]. 

4.3.3 Sensitivity study on the optimization parameters 

 It is a well-known fact that every optimization problem is unique and when gradient-based methods are 

concerned, the more elaborate the problem becomes, the more uncertain it is whether the achieved solution is 

global or local. Therefore, a good understanding of the impact of configurable parameters of SLSQP method on 

the algorithm performance and the achieved solution is imperative to draw credible conclusions. In this part, the 

procedure used to determine the initial guess of the starting point in the optimization (x0_G) and the results of 

the study on the optimization settings and their impact on the obtained solution will be discussed. The 

atmospheric conditions and wind farm layout correspond to the reference case conditions from Table 4.2.2 for 

each simulation conducted within the present sensitivity study. 

Starting with the estimation of the initial guess (x0_G), it was decided to utilize the wake modelling approach 

proposed by Jensen and to use the following procedure: 

1) Set up the simulation domain in FLORIS with yaw angles at all turbines set to zero (x0_0) 

2) Create the vector where the estimated initial guess of yaw angle set-points of each turbine will be stored 
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𝑥0_𝐺 = [0, 0, 0, 0, 0, 0, 0, 0] 

3) Apply the yaw angles at each individual turbine according to the values in the current vector x0_G 

4) Simulate the wind farm with the yaw settings at the i-th machine within the range 𝛾 ∈ [−50° ∶ +50°] 

with the step of 1° and record how each yaw set-point affects the power of the whole system (total of 

101 simulations per turbine) 

5) Take the yaw angle of the i-th machine for which there is the largest increase in power of the whole 

system and store it as the respective i-th entry of the initial guess of the vector of arguments (x0_G) 

6) Repeat the steps 3 and 5 for all machines starting from the front one 

Upon completion of this procedure, the vector x0_G containing the estimated yaw angle settings is: 

𝑥0_𝐺 = [0,   27,   28,   28,   28,   28,   0,   0] 

where each entry value is expressed in degrees. This vector of yaw angle settings will be used as an alternative 

starting point in the subsequent study on the sensitivity of the optimization options for all of the employed wake 

modelling approaches. 

Further on, the impact of function tolerance f_tol, step size in gradient approximation 𝜀 and the guess of the 

initial yaw settings x0_G on the optimization solution was investigated. This study relied on performing a 

number of optimization runs for each considered wake modelling approach with different combinations of f_tol 

and 𝜀 values, and with the default (x0_0) and guessed (x0_G) vector of yaw angles as a starting point. The 

values of both parameters, f_tol and 𝜀, are normalized before the actual optimization begins, which is done in the 

following way: 

 Normalization of f_tol: the power of a given system of wind turbines with any yaw angle settings is 

divided by the power obtained for the same wind farm with all yaw angles set to zero. Supposing the 

starting point in the optimization is x0_0, then the normalized power of the system would be equal to 1 

and any gains or losses due to a different yaw set-points distribution will cause a fractional increase or 

decrease of this value, respectively. Therefore, the value of f_tol indicates up to which decimal place of 

the normalized power should the solutions of two consecutive iterations be the same, which terminates 

the optimization algorithm. 

 Normalization of 𝜀: the amplitude of the allowable yaw angle settings, limited by the imposed bounds 

𝛾_min = −50° 𝑎𝑛𝑑 𝛾_max = +50° is linearly transformed such that it ranges from 0 to 1. Then, the 

value of 𝜀 stands for the fraction of this amplitude. This means that if the step size in gradient 

approximation was to be 1°, then the value of 𝜀 would have to be 0.01. 

The investigated normalized values for f_tol were: 

𝑓_𝑡𝑜𝑙 [−] = 10−15,   10−14,   10−13,   10−12,   10−10,   10−8,   10−6,   10−4 
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while the normalized and the corresponding absolute values for the step size were: 

𝜀 [−] = 0.0001,   0.0005,   0.001,   0.005,   0.01,   0.02,   0.05 

𝜀𝑛 [°] = 0.01,   0.05,   0.1,   0.5,   1,   2,   5 

and the two vectors containing initial yaw angle settings: 

𝑥0_0 = [0,   0,   0,   0,   0,   0,   0,   0] 

𝑥0_𝐺 = [0,   27,   28,   28,   28,   28,   0,   0] 

The figures below show the results from the conducted sensitivity studies for each wake modelling method. Each 

data point represents a solution of one optimization run, where the shape of the data point indicates whether x0_0 

(circle) or x0_G (rhombus) was used as the initial vector of yaw angles, the colour differentiates between the 

applied 𝜀 (eps) settings and the horizontal order of the data points tells what function tolerance was set. 

 

Figure 4.3.1 The results of the sensitivity study on 𝑓_𝑡𝑜𝑙, 𝜀, and 𝑥0 for the Jensen wake model  

Based on the above figure, when Jensen wake model is employed it appears that: 

1) in general, there is a strong influence of the starting vector of yaw angles on the optimization solution in 

terms of the magnitude of the achieved power improvement 

2) beyond that, 𝑥0 also considerably affects the ability of the optimizer to find an improvement since power 

gains were reported for 29 cases with 𝑥0_𝐺 with respect to P_x0_G (and 56 with respect to P_x0_0) and 

only for 14 cases with 𝑥0_0 with respect to P_x0_0 

3) when very small 𝑓_𝑡𝑜𝑙 is used, the SLSQP algorithm finds a solution that brings power improvement for 

𝑥0_0 whereas for 𝑥0_𝐺 ends up at a solution that lowers the power 



 

42 

4) if the starting point x0_G is to be used, it is anticipated that a larger value of 𝑓_𝑡𝑜𝑙 should give a better 

solution 

5) with 𝑥0_0 as a starting point a trend can be seen that the larger the 𝜀 and 𝑓_𝑡𝑜𝑙 are, the more probable it 

is to find an improvement for yaw settings, however, with x0_G it can only be said that 𝑓_𝑡𝑜𝑙 should not 

be smaller than 10
-10

 

6) the most suitable values for 𝜀 seem to be 0.001 and 0.005 with x0_G, or possibly 0.01 with x0_0 

To summarize, the results show a lack of robustness of the SLSQP optimization method with respect to different 

simulation parameters when the Jensen wake model is employed. Jensen’s wake modelling approach 

significantly simplifies the physics of the wake, which results in very abrupt changes in the flow field, especially 

when there is a transition from full to partial wake overlap. This causes difficulty for a gradient-based 

optimization method because it can interpret these sudden changes as a discontinuity in the objective function. 

Based on these results, it can be concluded that the Jensen wake model is not suitable for searching for the 

optimal yaw control settings with the SLSQP optimization method. Being aware of its limitations, it was decided 

to use the initial guess of the vector of yaw angles 𝑥0_𝐺 with 𝑓_𝑡𝑜𝑙 equal to 10
-13

 and 𝜀 equal to 0.005 for further 

optimization studies in Chapter 5. 

 

Figure 4.3.2 The results of the sensitivity study on 𝑓_𝑡𝑜𝑙, 𝜀, and 𝑥0 for the Gauss wake model 

The results obtained with the use of Gauss wake model are very promising, it can be seen that: 

1) in general, there is very little impact of all investigated parameters on the optimization solution 

2) with 𝑥0_0 the optimization procedure terminates immediately when larger 𝑓_𝑡𝑜𝑙 values are used, which 

is expected behaviour while employing 𝑥0_𝐺 completely eliminates the impact of 𝑓_𝑡𝑜𝑙 

3) the magnitude of 𝜀 has virtually no influence on the optimization solution as nearly the same level of 

power improvement is found for all tested values regardless of the 𝑓_𝑡𝑜𝑙 and 𝑥0 
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The wake modelling approach with Gaussian velocity profile is very well suited for studies on the yaw control 

optimization using SLSQP method. In the light of the above findings, it was decided to conduct further 

simulations with Gaussian wake model in Chapter 5 using the optimization parameters that correspond to these 

for the Jensen model. These are 𝑓_𝑡𝑜𝑙 equal to 10
-13

, 𝜀 equal to 0.005 and 𝑥0_𝐺 as a starting point. 

 

Figure 4.3.3 The results of the sensitivity study on 𝑓_𝑡𝑜𝑙, 𝜀, and 𝑥0 for the GCH wake model 

The results obtained for the GCH model to some extent resemble these obtained for the Gauss model, however, 

it clearly appears that: 

1) 𝑓_𝑡𝑜𝑙, 𝜀 and 𝑥0 do have a non-negligible impact on the optimization results 

2) similarly to the previous study, the use of 𝑥0_𝐺 as a starting point eliminates termination with a non-

improved solution 

3) different combinations of 𝑓_𝑡𝑜𝑙 and 𝜀 result in different levels of optimized wind farm power and it can 

be observed that 𝜀 should not be less than 0.005 

The variability of the final solution in terms of both, the total magnitude of power and the randomness of the 

sensitivity to the optimization parameters lead to a conclusion that GCH wake model is not as robust as the 

Gauss model. Based on this study, it is deemed appropriate to use 𝜀 equal to 0.02 as it ensures achieving 

satisfying solutions regardless of the values of other parameters while 𝑓_𝑡𝑜𝑙 equal to 10
-13

 and 𝑥0_𝐺 as a starting 

point were set. 

The whole sensitivity study also revealed that for each conducted optimization the solution was not affected by 

the imposed limit of maximum iterations, default to 100. Based on this observation it was decided to use this 

value for further optimization studies in Chapter 5. 
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Chapter 5 

Results discussion 

5 Results discussion 

This chapter presents and discusses the plant-wise yaw control optimization results. Each following section is 

devoted to one simulation case of the simulation matrix. The discussion begins with the reference case, where a 

broader description of the apparent differences between the employed wake modelling approaches is provided, 

followed by the optimization results analysis. Then, the remaining simulation cases are addressed and partial 

conclusions are drawn. 
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5.1 Reference case 

 

Figure 5.1.1 Hub height flow field with baseline yaw settings – RC 

 

Figure 5.1.2 Hub height flow field with optimized yaw settings – RC 

Table 5.1.1 Summary of the results for the RC simulation 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 7 145 7 393 3.46 100 

Gauss 7 506 7 775 3.59 24 

GCH 7 506 8 606 14.66 100 

Until the end of this report, a convention to refer to a specific machine in the row is applied, where “T” + 

“number” denotes a turbine and its position in the system (for example the 5
th

 turbine will be denoted as T5). 

The reference case simulation parameters (w_s = 8 m/s, w_d = 270°, T_I = 0.075, spc = 7D) represent a situation 

when the park is exposed to moderate wind speed and turbulence intensity and unfavourable wind direction. The 

wake losses amount to as much as 47.3% (-6 418 kW vs the cumulative power of isolated turbines) for the 

Jensen and  44.7% (-6 057 kW vs the cumulative power of isolated turbines) for the Gauss / GCH wake models, 

creating a large room for improvement. The flow field within the wind farm with the baseline yaw settings 

(greedy control), meaning zero yaw angle misalignment applied at each machine, is presented in Figure 5.1.1. 

The impact of the wake characteristics on the incident velocity profile and its evolution can be observed and full 

wake overlap situations are clearly visible. In fact, the additional wake effects accounted for by the GCH wake 

model are only effective if a turbine operates in yaw misalignment. Thus, for the baseline yaw settings, there is 

no difference in the wind farm aerodynamics predicted by the Gauss and GCH wake models. The distribution of  
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Figure 5.1.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – RC 

 

Figure 5.1.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – RC 

the power output at individual turbines, illustrated in Figure 5.1.7, exhibits a noticeably different pattern between 

the Jensen and Gauss / GCH wake modelling approaches. In both cases, the front turbine extracts the largest 

portion of the energy carried by the undisturbed wind, being unaffected by any farm effects. However, starting 

from the second turbine, there is a considerable drop in the power generation, amounting to roughly 45% (-750 

kW) of the power output at T1 when the Jensen wake model is employed. This power drop is gradually deepened 

at the subsequent machines to reach 58% (-970 kW) at T8. On the other hand, employing the Gauss / GCH wake 

modelling approach results in an even larger power loss at T2, which produces 56% (-950 kW) less power than 

T1. Then, the power loss due to the wake effect is reduced at each further downstream machine amounting to 

roughly 50% (-850 kW). Eventually, a larger total wind farm power is achieved compared to the predictions with 

the Jensen model, as summarized in Table 5.1.1. According to the FLORIS procedures, the effective wind 

velocity passing through the rotor swept area and the applied yaw setting at the specific turbine are the two 

values that directly affect the power output of the machine. Since the greedy control is used, a conclusion can be 

made that the wake recovery rate of the Jensen wake model is smaller than the one for the Gauss / GCH models 

with the default model-specific parameters. This is also very well depicted by the solid lines in Figure 5.1.5 that 

show the rotor area-averaged downstream wind velocity calculated at different downstream positions. It should 

be noted that the wake modelling method proposed by Jensen does not apply to the near wake region and the
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Figure 5.1.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – RC 

 

Figure 5.1.6 Yaw distribution in x0_G vector and the optimization solutions – RC 

 

Figure 5.1.7 Power distribution with baseline and optimized yaw settings – RC 
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available corrections for the Gauss / GCH near-wake region modelling were not studied as they were considered 

not relevant for the present research. Thus, no conclusions should be made regarding the trajectory of the 

velocity evolution (Figure 5.1.5) in the close distance behind each turbine. An apparent difference in the 

resulting shape of the wake and the wind velocity deficit distribution is visible in the flow field cross-sections 

presented in Figure 5.1.3 with the black ring representing the rotor swept area of a non-yawed turbine. Because 

the turbines are immersed in the atmospheric boundary layer with a non-zero shear coefficient, the velocity 

profile changes along the vertical direction for each wake modelling approach both inside the wake region and in 

the freestream. As Jensen assumed a uniform distribution of velocity deficit, the incident vertical velocity profile 

in the wake follows the curvature of the wind profile power law. When using the Gauss / GCH models the 

distribution of the velocity deficit in the wake is very different. The incident cross-sectional wake velocity field 

is a superposition of the Gaussian distribution of velocity deficit in spanwise and vertical directions and the wind 

shear.  

Moving forward to the optimization results for RC conditions, a power improvement is achieved for each of the 

wind farm aerodynamics’ modelling approaches. The predicted plant-wise power gains with the optimized yaw 

control set-points are 3.46 %, 3.59 % and 14.66 % for the Jensen, Gauss and GCH models, respectively, as 

summarized in Table 5.1.1. The visible difference between these solutions comes from two sources, the applied 

wind farm modelling method and the effectiveness of the optimization algorithm to solve such defined 

optimization problems. The study on the optimization method was carried out in Chapter 4 while the 

optimization progress record for every simulation run is presented in Annex B. It should be noted that although 

in many optimization runs the algorithm is stopped by the maxiter termination condition, the acceptable 

convergence was often reached already within the first 10 iterations (see figures in Annex B). This behaviour is 

deemed to be due to such a small f_tol value applied with respect to the optimization problem resolution. The 

performance of the SLSQP algorithm will not be further investigated and the focus will now go to the main 

objective of this investigation. In this context, it is of interest to analyse how different wind farm aerodynamics 

models affect the resulting optimal distribution of the yaw settings in the wind park, the incident flow field 

modification, and consequently the power output of both the individual machines and the wind farm as a whole. 

(1) Optimal yaw control with the Jensen wake model 

The alteration of the flow field due to yaw control strategy optimization with the Jensen wake model can be 

observed in the top of the horizontal (Figure 5.1.2) and vertical (Figure 5.1.4) snapshots. Based on Figure 5.1.6 it 

can be seen that the distribution of the yaw settings is very similar to the one in x0_G vector. This correlation 

suggests that it is a good starting point in this optimization run. It is also very interesting to see that, although the 

largest power drop in relation to the nearest upstream turbine is present at T2, the algorithm does not suggest 

changing the yaw settings at T1. Presumably, the gains in power at T2 due to the partial wake overlap would not 

overcome the losses caused by yawing T1, which is slightly counter-intuitive. Taking into account that Jensen’s 

wake is characterized by the uniform velocity deficit distribution, it most probably takes a large yaw angle at an 

upstream turbine to achieve a partial wake overlap situation at a downstream one. Therefore, yawing the front 

turbine might not be advantageous. The applied yaw misalignment at T2 – T6 yields approximately the value of 

27° at each machine, which in turn leads to the increased effective wind velocity at the subsequent downstream 
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turbines as displayed by the blue dotted line in Figure 5.1.5. However, the incident power output of these interior 

machines is either smaller (T3) or slightly larger (T4 – T6) than the power obtained at the same machines for the 

baseline yaw settings. The power drop at T2 is solely caused by the operation in yaw while potential power gains 

due to the increased wind speed at T3-T6 are compensated to continuously redirect the wake. Judging further 

from Figure 5.1.7 it appears that the actual benefit from such yaw angles distribution is accumulated mainly at 

T7, which in fact is exposed to significantly higher wind speed (+0.6 m/s vs baseline) and does not lose the 

power due to yawing (+160 kW vs baseline). Similarly, the power gain at T8 is observed (+80 kW vs baseline) as 

it is aligned with the freestream wind direction and exposed to a slightly modified flow field (+0.2 m/s vs 

baseline) as a result of the combination of multiple redirected wakes.  

(2) Optimal yaw control with the Gauss wake model 

The visualization of the Gaussian-shaped wake velocity field with the optimized control strategy is depicted in 

the corresponding horizontal (Figure 5.1.2) and vertical (Figure 5.1.4) snapshots. In this case, the yaw control 

set-points distribution is different than the one in x0_G vector. The most favourable strategy turns out to be 

keeping all the upstream turbines up to T7 yawed by around 20° and T8 aligned with the undisturbed wind. With 

such configuration, the major gains in power are at T2, T3 and T8 (+115 kW, +80 kW, +175 kW) while nearly 

the same effective wind speed increase of roughly 0.4 m/s is observed at each machine. In contrast to the Jensen 

wake model, yawing T1 is found to be beneficial in terms of total farm power and it also appears to be the only 

turbine that reports a power drop (-200 kW vs baseline). Such an outcome of the yaw control strategy supports 

the idea to sacrifice the power at the upstream machines to increase the power at the downstream ones. The 

Gaussian shape of the wake profile is considered to have the largest influence on the resulting yaw distribution. 

Thanks to such wake characteristics less power has to be sacrificed, as yawing any upstream machine even by a 

small angle immediately affects the inflow at the next downstream turbine. 

(3) Optimal yaw control with the GCH wake model 

The flow field predicted with the GCH wake modelling approach and the optimal yaw control strategy is 

presented in the bottom snapshots of Figure 5.1.2 and Figure 5.1.4. A considerably larger total power gain is 

achieved (+1 100 kW vs baseline) compared to the previous simulation cases. The distribution of the optimal 

yaw settings in Figure 5.1.6 illustrates well the impact of the yaw-induced effects. The largest yaw offset is 

applied at the first two machines and it gradually falls down at the subsequent downstream ones. Moreover, the 

partial wake overlap observed at T5 and T8 in Figure 5.1.4 is noticeably larger when compared to the Gauss 

wake model. The effective wind speed increase at each downstream turbine is of approximately 0.65 m/s 

compared to the baseline control. This, in turn, results in significant power gains at T2 – T8 (+1410 kW 

cumulatively vs baseline) that largely exceed the power loss due to yawing at T1 (-310 kW vs baseline). It is very 

apparent that although subsequent turbines apply smaller yaw offset, the effective wind velocity at the machines 

remains nearly constant (7 m/s). Thus, the differences in power gains between the turbines are due to the 

different magnitude of the yaw setting. Interestingly, the optimal yaw angle at T8 is found to be -1° instead of 

the intuitive 0°. Besides, the impact of the secondary steering effect can be observed in the flow field behind T8 

in Figure 5.1.2 and Figure 5.1.5, as its wake is still being redirected and the effective wind speed increases even 

though the turbine is nearly aligned with the freestream wind. 



 

50 

To sum up, based on the RC simulation results, it is apparent that the use of different approaches of wind farm 

aerodynamics modelling substantially impacts the solution of yaw control optimization. The discrepancies are 

observed for the interrelated yaw offsets distribution, alteration of the flow field within the farm, and magnitude 

of resulting power changes at individual machines. For a broader understanding of this impact, it is important to 

further examine the effectiveness of yaw-based wake control under different wind conditions and plant layouts. 
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5.2 High wind speed 

 

Figure 5.2.1 Hub height flow field with baseline yaw settings – HWS 

 

Figure 5.2.2 Hub height flow field with optimized yaw settings – HWS 

Table 5.2.1 Summary of the results for the HWS simulation 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 33 934 34 799 2.55 100 

Gauss 31 303 33 580 7.27 32 

GCH 31 303 36 442 16.42 100 

The high wind speed simulation case parameters (w_s = 13 m/s, w_d = 270°, T_I = 0.075, spc = 7D) represent 

wind conditions for which the freestream wind velocity exceeds the rated wind speed (11.4 m/s) of NREL 5-MW 

turbines. As a result, the wind farm power output is large and the wake losses are moderate, yielding 14.9% and 

21.5% (-5 927 kW and -8 558 kW vs the cumulative power of isolated turbines) for the Jensen and Gauss / GCH 

wake models, respectively. Also, the front machine, being exposed to the undisturbed wind, operates in the third 

control region (at rated power) while the downstream ones remain in the second control region (working at 

maximum 𝐶𝑃). The sensitivity of power change due to an increase in effective velocity is high for the wind 

velocities close to the rated wind speed. Therefore, exposing the downstream turbines to higher wind speeds and 

switching to the third control region should have a meaningful impact on the plant power output. 
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Figure 5.2.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – HWS 

 

Figure 5.2.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – HWS 

The park performance under high wind speed for baseline and optimized yaw settings is summarized in Table 

5.2.1. Unlike in the RC simulation, here the total power generation with greedy control is larger for the Jensen 

model, which predicts significantly higher wind speeds, and consequently the power output at T2 – T4, as 

observed in Figure 5.2.5 an Figure 5.2.7. The results of yaw control optimization are discussed below. 

(1) Optimal yaw control with the Jensen wake model 

The plant-wise power gain of 2.55 % (+865 kW vs baseline) is reported for the optimization with the Jensen 

wake model. Interestingly, a large yaw offset (+34°) was suggested at T1 (Figure 5.2.6), which is on the verge of 

causing a partial wake overlap situation at T2 (Figure 5.2.4). This is consistent with the engineering intuition and 

supports the earlier assumption regarding the advantage of yawing the first turbine with the Jensen model 

employed. Additionally, T1 does not experience any yaw-induced power loss as it still operates above the rated 

wind speed. In general, it shows that the optimization algorithm correctly “understood” the farm behaviour under 

HWS conditions and proposed a reasonable solution. The second turbine also applies large yaw offset and 

ensures operation at rated power while the distribution of yaw misalignments at further machines is not intuitive. 

For some reason, it is better to yaw T3 in the negative direction and keep the remaining turbines nearly aligned 

with the freestream wind (yaw magnitude up to -0.5°). Thanks to such wake redirection strategy, T2 and T3  
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Figure 5.2.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – HWS 

 

Figure 5.2.6 Yaw distribution in x0_G vector and the optimization solutions – HWS 

 

Figure 5.2.7 Power distribution with baseline and optimized yaw settings – HWS 
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switched to operation at rated power, T4 experiences significant power gain (+467 kW vs baseline) while T5 

reports a minor increase (+156 kW vs baseline). The apparent wind velocity slowly evens out starting from T6 

and so does the power output of the remaining machines. It is also observed that the incident distribution of yaw 

angles deviates significantly from the starting vector 𝑥0_𝐺. 

(2) Optimal yaw control with the Gauss wake model 

Employing the Gauss wake model for yaw control optimization results in the total wind farm power increase of 

7.27% (+2 277 kW vs baseline). Again, the largest yaw angle is applied at T1, with magnitude corresponding to 

the value suggested for the Jensen wake model. In fact, as T1 is exposed to the undisturbed wind it is expected 

that this particular machine will apply the same yaw offset regardless of the utilized wake modelling approach. 

Despite applying a +20° yaw angle misalignment, T2 operates at rated power (+500 kW vs baseline), leading to a 

substantial wind speed increase at T3 (+1 m/s vs baseline). It is not understandable why T3 applies a large 

negative yaw offset (-24°) resulting in deflection of the wake in the opposite direction with associated power 

gain of +445 kW vs baseline. It appears that it is the best setting in terms of plant-wise benefits that the 

optimization algorithm could find. As opposed to the predictions using the Jensen wake model, the further 

downstream turbines apply a yaw angle misalignment of around +20°, while the last one is aligned with the 

freestream. The resulting power gains are distributed among T4, T5, T7 and T8, with the latter one contributing 

the most to the power gain due to lack of yaw-induced power losses. 

(3) Optimal yaw control with the GCH wake model 

The total power gain reported with GCH model amounts to as much as 16.42% (+5 139 kW vs baseline), 

considerably exceeding the two previous results. Consistently with the other models, T1 is yawed at +34° and 

produces rated power. The yaw misalignment at T2 yields +22° and increases to 24° at T3. Then, a gradual drop 

in yaw offset is seen at the subsequent turbines till the end of the row. The flow field modification due to such 

yaw distribution is significant, as depicted in Figure 5.2.5. It appears that the wind velocity recovers to the rated 

speed before reaching each machine, however, due to yaw-induced power losses the rated power cannot be 

achieved. Nevertheless, the incident power gains at individual turbines range between +400 kW to nearly 

1.1 MW across the wind farm. The impact of the secondary steering effect is very noticeable, especially at the 

rear turbines, which effectively redirect the wake with successively smaller applied yaw errors while showing 

increasing power gains. 

To summarize, yaw-based wake steering is also recommended for higher wind speeds conditions. The 

predictions of yaw distribution and the resulting power gains are very different between the investigated models. 

It is not clear why no change in yaw settings is obtained for the rear turbines when the Jensen wake model is 

employed. Presumably, the wake recovery is efficient enough so that the yaw-induced power losses would not be 

overcome by the gains at the successive downstream machines. Also, it is doubtful whether T3 should operate 

with a negative yaw setting, as predicted with the Jensen and Gauss models. Unquestionably, the results obtained 

for the GCH wake modelling approach indicate there is a very large potential for wind farm power improvement 

event at high wind speeds. 
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5.3 Low wind speed 

 

Figure 5.3.1 Yaw distribution in x0_G vector and the optimization solutions – LWS 

 

Figure 5.3.2 Power distribution with baseline and optimized yaw settings – LWS 

Table 5.3.1 Summary of the results for the LWS simulation 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 785 1 332 69.61 97 

Gauss 1 591 1 606 0.95 100 

GCH 1 591 1 799 13.11 98 

The low wind speed simulation case (w_s = 5 m/s, w_d = 270°, T_I = 0.075, spc = 7D) is the opposite scenario 

to the HWS simulation, which intends to assess the applicability of yaw control in a wind farm exposed to wind 

resource of low energy and unfavourable direction. Since the present scenario is considered less relevant than its 

HWS counterpart, it was decided to limit the number of figures only to these presenting the distribution of yaw 

set-points and power output of individual turbines. The flow field visualization and rotor swept area wind 

velocity evolution throughout the park are shown in Annex C.1. The same measure was applied to WD_265°, 
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LTI and LS simulation cases. 

For the greedy yaw control, a large discrepancy in wind farm power between the models is reported, as visible in 

Figure 5.3.2. The wake losses under low wind speed are 74.5% and 48.3% (-2 292 kW and -1 487 kW vs the 

cumulative power of isolated turbines) for the Jensen and Gauss / GCH wake models, respectively. It appears 

that the velocity deficit predicted with the Jensen model is significantly deeper, resulting in low effective wind 

speeds at the downstream machines. The results of the yaw control optimization are summarized in Table 5.3.1. 

(1) Optimal yaw control with the Jensen wake model 

The magnitude of power improvement achieved with the Jensen wake model is relatively large (+547 kW vs 

baseline). The resulting yaw settings indeed effectively redirect the wake creating partial wake overlap at the 

downstream machines, which in turn brings about large power gains at the successive machines. However, in the 

light of such small baseline farm yield and the limitations of the Jensen model, the credibility of such an 

outcome in a real wind farm is doubtful. 

(2) Optimal yaw control with the Gauss wake model 

Based on the results obtained for the Gauss wake model in terms of both the total power gain (+15 kW vs 

baseline) and the yaw angles distribution, it appears that the application of yaw control is not beneficial at low 

wind speeds. 

(3) Optimal yaw control with the GCH wake model 

The results obtained for the GCH wake model are to some degree consistent with the previous observations of its 

impact on yaw control optimization. The power gain of 13.11% (+108 kW vs baseline) is reported caused by a 

gradually decreasing yaw offset applied at subsequent turbines. 

In conclusion, even though the obtained numbers plead in favour of the potential to improve the farm power 

using yaw-based wake redirection, the advantage of its application is not evident. Under low wind speed 

conditions, considerable discrepancies between the predictions of the employed models are observed for both the 

baseline and optimized yaw control. It is assumed that the Jensen wake model underpredicts the total power 

when the machines are aligned with the flow and promises significant power gains with optimized yaw settings. 

The Gauss wake model, which is believed to be more credible, predicts much larger baseline farm power but 

optimization results in very modest yield improvement. Owing to the inclusion of yaw-induced effects, the GCH 

model proposes a promising solution in terms of power gains. However, taking into account the level of 

achieved power gains and the magnitude of the required yaw angle offsets, the actual viability of yaw control is 

questionable. A more in-depth study on this method including its impact on the loads should be carried out to 

credibly assess the potential benefits of its application under low wind speed conditions. 
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5.4 Wind direction 275° 

 

Figure 5.4.1 Hub height flow field with baseline yaw settings – WD_275° 

 

Figure 5.4.2 Hub height flow field with optimized yaw settings – WD_275° 

Table 5.4.1 Summary of the results for the WD_275° simulation case 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 8 937 10 941 22.42 99 

Gauss 10 228 11 084 8.37 100 

GCH 10 228 11 291 10.40 100 

The wind direction 275° simulation case parameters (w_s = 8 m/s, w_d = 275°, T_I = 0.075, spc = 7D) represent 

a situation when partial wake overlap is naturally achieved, as observed in Figure 5.4.1 and Figure 5.4.3. As a 

consequence, the turbines operating with greedy yaw control generate more power (+1 792 kW for Jensen and 

+2 722 kW for Gauss / GCH) compared to the RC baseline yaw control simulation. However, the farm power 

loss due to the wake effect is still present and amounts to 34.1% and 24.6% (-4 626 kW and -3 335 kW vs the 

power of isolated turbines) for the Jensen and Gauss / GCH wake models, respectively. 

The plant-wise power prediction for the baseline and optimized yaw control strategies is summarized in Table 

5.4.1. Similarly to the RC simulation, the baseline wind farm power obtained for the Jensen’s wake modelling 

approach is smaller than the one predicted with the Gauss / GCH models. In the WD_275° simulation case, the 

reason behind it is due to the very different wake characteristics of these models. Based on Figure 5.4.3, it is 

apparent that the area of the wake overlap at the downstream machines is significantly larger for the Jensen 



58 

 

Figure 5.4.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – WD_275° 

 

Figure 5.4.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – WD_275° 

model, resulting in lower effective wind velocities affecting the rotors. This is also confirmed by the evolution of 

the rotor swept area wind velocity along the wind farm for the baseline yaw control in Figure 5.4.5. Moreover, 

this figure allows to observe the wiggles in the velocity evolution obtained with the Jensen model due to its 

“binary”, non-smooth wake boundary. 

(1) Optimal yaw control with the Jensen wake model 

The reported total power gain with the optimal yaw control settings yields 22.42 % (+2 004 kW vs baseline) and 

is the largest improvement among the considered wake models under present wind conditions. A noticeable 

change in the inflow conditions at T5 can be observed in Figure 5.4.4. Similarly to the RC simulation results, T1, 

T7 and T8 are selected to remain aligned with the freestream wind. However, the interior machines T2 – T6 are 

yawed by the angle between 10° and 15°. Such yaw settings distribution results in a modification in the effective 

wind flow at T2 (+0.65 m/s vs baseline) and T3 – T7 (+1 m/s vs baseline), which in turn brings about significant 

power gains at these turbines, as displayed in Figure 5.4.7. In this scenario, only a small fraction of power at T2 

is sacrificed (-35 kW vs baseline). Understandably, the present wind direction is favourable for the yaw control 

using Jensen’s wake characteristics as the region of inconsequent yawing that is required before a partial wake 

overlap situation at a downstream rotor is achieved is completely omitted. 
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Figure 5.4.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – WD_275° 

 

Figure 5.4.6 Yaw distribution in x0_G vector and the optimization solutions – WD_275° 

 

Figure 5.4.7 Power distribution with baseline and optimized yaw settings – WD_275° 
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(2) Optimal yaw control with the Gauss wake model 

The predicted plant-wise power improvement due to the optimized yaw control using the Gauss wake modelling 

method yields 8.37 % (+856 kW vs baseline). The overall pattern of the yaw angles distribution closely 

resembles the one obtained in the RC simulation, however, the magnitude of yaw offsets is smaller. The 

optimized yaw settings applied at T1 – T7 are approximately 15° at each machine whereas the last one is aligned 

with the undisturbed wind direction. Consequently, the downstream machines T2 – T8 are exposed to higher 

effective wind velocity (+0.5 m/s vs baseline), which in turn results in the evenly distributed power gains 

presented in Figure 5.4.7. The achieved power improvement is significantly larger compared to the RC 

simulation with the Gauss wake model. The reason behind it lies in the fact that velocity deficit is accumulated 

in the centre of the Gaussian wake. Due to the wake redirection, its centre avoids passing through the rotor area 

at all inflow conditions captured in Figure 5.4.4. 

(3) Optimal yaw control with the GCH wake model 

Employing the GCH wake model for the optimization of yaw set-points results in the total power improvement 

of 10.4 % (+1 063 kW vs baseline). For the simulations with both Gauss and GCH wake models, a power drop at 

T2 (-90 kW vs baseline) is observed. Also, the obtained distributions of the optimized yaw angles are similar, 

however, with a modest decrease in the magnitude at T3 – T5 and T7. Due to the secondary steering effect, the 

same effective wind velocity at the downstream turbines is achieved, as given in Figure 5.4.5. This in turn makes 

the power gains at individual machines larger than those achieved with the Gauss model. It is important to notice 

that the impact of the secondary steering is not as considerable as it was in the RC simulation with full wake 

overlap at each downstream rotor. 

To sum up, it appears that although under present wind conditions the wake loses are naturally reduced 

compared to RC conditions, the potential for power improvement is still great. Despite some minor 

discrepancies, all three models are in a relatively good agreement and support that statement. When the wind 

direction slightly deviates from the direction of turbines alignment, as seen in this example, the downstream 

machines naturally operate with the increased cyclic loads due to partial wake overlap situations. Presumably, in 

such cases, wake redirection could not only enable a significant power improvement but also reduce these 

adverse loads. It is recommended that the investigation of this matter receives more attention in future works. In 

addition, according to the consecutive optimization solutions history presented in Figure B.4 of Annex B, 

incorrect behaviour of the optimization algorithm is observed when the Jensen wake model was employed. For 

some reason, the algorithm chooses to start the 27-th and 46-th iterations with a solution that lowers the already 

achieved wind farm power improvement and terminated with a sub-optimal solution. 
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5.5 Wind direction 265° 

 

Figure 5.5.1 Yaw distribution in x0_G vector and the optimization solutions – WD_265° 

 

Figure 5.5.2 Power distribution with baseline and optimized yaw settings – WD_265° 

Table 5.5.1 Summary of the results for the WD_265° simulation case 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 8 937 11 204 25.37 100 

Gauss 10 228 11 084 8.37 100 

GCH 10 228 11 300 10.48 100 

The wind direction 265° simulation (w_s = 8 m/s, w_d = 265°, T_I = 0.075, spc = 7D) intends to examine the 

applicability of yaw control when the wind deviation is in the opposite direction to that of WD_275° conditions. 

In the present scenario with the baseline yaw settings, the downstream turbines naturally operate in partial wake 

overlap as presented in Figure 5.4.3 but the wake is shifted to the right. The predicted baseline power and the 

associated wake losses are exactly the same as they were in WD_275° simulation. However, it is of interest to 

observe how the change of wind direction impacts the predictions of the models and the optimization of yaw 
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control, which results were summarized in Table 5.5.1. The flow field visualization and rotor swept area wind 

velocity evolution throughout the park are shown in Annex C.2. 

(1) Optimal yaw control with the Jensen wake model 

The achieved farm power gain of as much as 25.37% (+2 267 kW vs baseline) is reported using the Jensen wake 

model, which is larger than the one obtained in the corresponding WD_275° simulation. This finding is very 

interesting given that both the Jensen and Jiménez models do not account for any effects that could lead to a 

different velocity field predictions depending on the direction of yaw misalignment. The suggested optimal yaw 

settings are noticeably different compared to WD_275° simulation. Here, the first turbine is yawed at -5°, the 

latter T2 – T5 yaw approximately -15°, T6 is yawed at -21°, T7 at +7° and lastly T8 at +1.5°. The power gains 

are accumulated in the interior turbines, with the largest at T7. However, it is not clear why T7 and T8 apply 

positive yaw angles as it is certain to cause power losses. 

(2) Optimal yaw control with the Gauss wake model 

The magnitude of wind farm power improvement obtained with the Gauss wake modelling approach 

corresponds to that achieved in WD_275° simulation. The yaw angles distribution in the park is the same but 

with the opposite sign while the resulting power gains at individual turbines are identical as for WD_275° 

conditions. Based on the knowledge of the model, this is expected behaviour since this wake modelling method 

does not account for any effects related to the direction of yawing. 

(3) Optimal yaw control with the GCH wake model 

Although the achieved level of farm power improvement is nearly the same as in WD_275° simulation, the 

incident distribution of the yaw settings is a bit different for the GCH wake model. As expected, the yaw angles 

at T1 – T7 become negative, however, the magnitude of yaw errors applied at T2, T3, T5-T7 increases by 1.5° to 

3°. This suggests that larger yaw misalignment had to be set to achieve nearly the same power as for WD_275° 

conditions. In other words, it appears that yawing in the negative direction is less effective, which is attributed to 

the impact of wake rotation vortex. 

To sum up, negative yaw offsets were proposed for each wake modelling approach except for some 

inconsistencies reported for the Jensen wake model. The reason behind these deviations is not known but it is 

presumed to be purely due to the intricacies of the optimization algorithm. The robustness of yaw control 

optimization with the Jensen wake model was already shown to be doubtful and the present results support this 

statement. Nevertheless, a promising level of power gains was reported in each optimization and the Gauss-

profile-based models behaved according to expectations. 
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5.6 High turbulence intensity 

 

Figure 5.6.1 Hub height flow field with baseline yaw settings – HTI 

 

Figure 5.6.2 Hub height flow field with optimized yaw settings – HTI 

Table 5.6.1 Summary of the results for the HTI simulation case 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 7 145 7 393 3.46 100 

Gauss 8 407 8 430 0.27 100 

GCH 8 407 8 884 5.67 100 

The high turbulence intensity simulation case parameters (w_s = 8 m/s, w_d = 270°, T_I = 0.1, spc = 7D) 

represent wind conditions characterized by moderate speed, unfavourable wind direction and increased free 

stream turbulence. It is known that higher turbulence levels positively affect the wake recovery rate due to better 

turbulent mixing of the flow of the wake with the undisturbed wind. However, many old and strongly simplified 

wake models, like the one proposed by Jensen, do not directly account for the effect of the turbulence intensity. 

A common practice is to adjust the wake recovery constant so that the predicted wake resembles better the 

behaviour of the factual wake under given turbulence intensity level. On the other hand, the Gauss and GCH 

wake models account for both the turbulence intensity in the freestream and the added turbulence coming from 

the nearest upstream rotor. The incident turbulence level is then used to determine the local wake growth rate, 

which eventually affects the width of the Gaussian shape in spanwise and vertical directions as well as the 

magnitude of the velocity deficit inside the wake at a given downstream distance. 
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Figure 5.6.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – HTI 

 

Figure 5.6.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – HTI 

The wind farm power prediction for baseline and optimized yaw control set-points is summarized in Table 5.6.1. 

The present wake losses amount to 47.3% and 38% (-6 418 kW and -5 156 kW vs the cumulative power of 

isolated turbines) for the Jensen and Gauss / GCH wake models, respectively. An apparent farm power gain 

(+901 kW) due to increased turbulence level can be observed for the greedy yaw control using Gauss / GCH 

wake models versus the respective scenarios from RC simulation. 

(1) Optimal yaw control with the Jensen wake model 

Since the Jensen wake model does not directly account for the impact of turbulence within the flow, the 

optimization results are identical as those reported in the RC simulation. The assumption of the constant wake 

growth rate is likely unrealistic in the light of the present knowledge on the wake aerodynamics. This example 

shows the evident limitation of the Jensen wake model in terms of its application in studying yaw-based wake 

redirection wind farm control. 

(2) Optimal yaw control with the Gauss wake model 

A modest power improvement of 0.27 % (+23 kW vs baseline) is achieved for the Gauss wake modelling 

method. Due to the increased wake recovery rate, the effective wind speeds at the downstream turbines are 
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Figure 5.6.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – HTI 

 

Figure 5.6.6 Yaw distribution in x0_G vector and the optimization solutions – HTI 

 

Figure 5.6.7 Power distribution with baseline and optimized yaw settings – HTI 
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substantially larger with the baseline yaw control when compared to the RC simulation. In fact, the values of 

rotor inflow wind velocity obtained with zero yaw misalignment shown in Figure 5.6.5 achieve the magnitude of 

the incident wind velocities with the optimized yaw settings in the respective RC scenario. The distribution of 

the optimal yaw angles in Figure 5.6.6 indicates that smaller yaw offsets are preferred, resulting in a small wake 

deflection as observed in Figure 5.6.4. Taking into account the resulting distribution of power output achieved at 

individual turbines in Figure 5.6.7. and the magnitude of the total power improvement, it is questionable whether 

the use of yaw-based wake redirection method is beneficial under highly turbulent winds. It appears that due to 

higher wake recovery the potential gains in power caused by redirecting the wake are compensated by the yaw-

induced power losses. 

(3) Optimal yaw control with the GCH wake model 

Incorporation of the yaw-added wake recovery and secondary steering effect significantly changes the prediction 

of the wind farm performance with the optimized yaw control strategy. The total power gain of 5.67 % (+477 

kW vs baseline) is achieved. The overall pattern of the optimized yaw settings distribution resembles the one 

obtained in the RC simulation. Larger yaw offsets are preferred at T1 – T3, which are reduced at the subsequent 

turbines to arrive at -1° at T8. The combined impact of the applied yaw errors and the secondary steering effect 

results in a substantial wake redirection as observed in Figure 5.6.2 and Figure 5.6.4. This in turn changes the 

rotor averaged wind velocity by approximately +0.4 m/s at each downstream machine. The distribution of power 

output along the turbines follows the opposite trend to one of the yaw angles. Power at T1 is sacrificed (-183 kW 

vs baseline) but is more than compensated by the gains at the remaining machines (+660 kW in total vs baseline). 

To sum up, the high turbulence intensity simulation scenario revealed very insightful findings in terms of 

assessing the potential of yaw-based wake control. Depending on the fidelity of the applied model, substantially 

different yaw distributions are proposed by the optimization algorithm, which results in different levels of 

achieved power improvement. More specifically, it is impossible to examine the farm behaviour under changing 

turbulence intensities without manually adjusting the Jensen wake model. This wake modelling approach was 

again proven to be unsuitable for yaw control optimization. According to the predictions with the Gauss wake 

model, the magnitude of improvement is quite small and it is questionable whether yaw control should be 

employed. On the other hand, due to the secondary steering effect, the predictions of the GCH wake model give 

promising results and plead in favour of the potential of collaborative yaw control even for highly turbulent 

winds. 
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5.7 Low turbulence intensity 

 

Figure 5.7.1 Yaw distribution in x0_G vector and the optimization solutions – LTI 

 

Figure 5.7.2 Power distribution with baseline and optimized yaw settings – LTI 

Table 5.7.1 Summary of the results for the LTI simulation case 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 7 145 7 393 3.46 100 

Gauss 6 459 7 343 13.69 17 

GCH 6 459 8 584 32.89 100 

The low turbulence intensity simulation case parameters (w_s = 8 m/s, w_d = 270°, T_I = 0.05, spc = 7D) 

characterize wind of moderate speed, unfavourable direction and low freestream turbulence intensity. Such 

operating conditions are especially adverse in a real wind farm since in addition to the full wake overlap 

situations at the downstream rotors the wake recovery rate is reduced. In the present simulation, the wake losses 

amount to 47.3% and 52.4% (-6 418 kW and -7 104 kW vs the cumulative power of isolated turbines) for the 

Jensen and Gauss / GCH wake models, respectively. In contrast to HTI simulation case, here an apparent farm 
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power loss (-1 047 kW) due to reduced turbulence level can be observed for the greedy yaw control using Gauss 

/ GCH wake models versus the respective scenarios from RC simulation. The flow field visualization and rotor 

swept area wind velocity evolution throughout the park are shown in Annex C.3. 

(1) Optimal yaw control with the Jensen wake model 

The findings regarding the yaw control optimization using the Jensen wake modelling method, under different 

turbulence levels, elaborated in the HTI simulation case, equally apply to the present LTI test. No further 

comments on this matter will be made. 

(2) Optimal yaw control with the Gauss wake model 

In contrast to what is observed in the HTI simulation case, a satisfying power improvement of 13.69% (+884 kW 

vs baseline) is achieved with the Gauss wake model employed. Relatively large yaw angle offsets, exceeding 

+25°, were proposed for T1 – T7 while T8 remained aligned with the freestream. Such increased magnitude 

stems from the fact that the velocity deficit at downstream turbines’ rotors is enlarged. More specifically, the 

incident wind speeds are lower and the wake region where these velocity deficits are accumulated is wider. 

Therefore, yawing the machines by larger yaw angles is still advantageous in terms of overall power gains. A 

significant yaw-induced power drop at T1 is reported (-350 kW vs baseline), which is almost completely 

compensated already at T2 (+305 kW vs baseline). 

(3) Optimal yaw control with the GCH wake model 

An outstanding power improvement is obtained when yaw optimization is conducted using the GCH wake 

model. The total power gain reached as much as 32.89% (+2 125 kW vs baseline) with large yaw angle offset 

applied at T1, which was gradually reduced at the consecutive machines. The resulting overall pattern of the yaw 

angles distribution closely resembles one obtained in LWS simulation case, where the magnitude of the wake 

loss within the park was also significant. The impact of the yaw-induced features captured by this model is 

substantial in the present scenario. 

To summarize, it is seen that under low turbulence intensity the wake losses are increased, which creates a large 

potential for power improvement via yaw-based wake steering. While the Jensen wake model is oblivious to this 

change in wind conditions, the Gauss and GCH models capture its impact and suggest reasonable yaw angles 

configurations. Based on the results, it is evident that the wake characteristics substantially affects the outcome 

of yaw control optimization with the differences especially pronounced when wake losses are large. 
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5.8 Small spacing 

 

Figure 5.8.1 Hub height flow field with baseline yaw settings – SS 

 

Figure 5.8.2 Hub height flow field with optimized yaw settings – SS 

Table 5.8.1 Summary of the results for the SS simulation case 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 5 302 6 249 17.86 98 

Gauss 5 893 6 569 11.48 13 

GCH 5 893 7 590 28.80 75 

The small spacing simulation case parameters (w_s = 8 m/s, w_d = 270°, T_I = 0.075, spc = 5D) represent the 

same wind conditions as in the RC simulation, however, the aerodynamics of the wind farm is affected by a 

smaller spacing distance between the machines. Due to such configuration, the wake travels a shorter distance 

before it hits the consecutive turbine, which limits its level of recovery. Based on the results summarized in 

Table 5.8.1 it is evident that the total power output of the wind farm with 5D spacing and greedy settings is 

reduced compared to the respective RC simulations. This magnitude of power drop yields 25% (-1 843 kW) for 

the Jensen and 21.5% (-1 613 kW) for the Gauss / GCH wake models. In the present scenario, the wake losses 

with baseline yaw settings are significant, amounting to 61% and 56.6% (-8 261 kW and -7 670 kW vs the 

cumulative power of isolated turbines) for the Jensen and Gauss / GCH wake models, respectively. It is believed 

that a successful implementation of yaw-based wake redirection could enable tighter wind farm layouts, leading 



70 

 

Figure 5.8.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – SS 

 

Figure 5.8.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – SS 

to an increase in farm power density. In the present simulation scenario, an attempt will be made to validate this 

hypothesis. 

(1) Optimal yaw control with the Jensen wake model 

Employment of the wake model proposed by Jensen results in an increase of total power generation by 17.86% 

(+947 kW vs baseline) when the yaw control set-points are optimized. The incident distribution of yaw angles 

very closely follows the pattern of the initial guess of the vector x0_G, as seen in Figure 5.8.6. Again, zero yaw 

offset is proposed for T1, T7 and T8 while the interior T2 – T6 are all yawed by an angle of approximately 28°. 

Thanks to such yaw configuration wind speed gains of 0.6 m/s are achieved at T3 and T8 while T4 – T7 are 

exposed to 1 m/s higher velocity. Similarly to the RC simulation, the power drop due to operation in yaw is 

reported at T2 (-168 kW vs baseline) whereas growing gains were obtained at further downstream machines as 

depicted in Figure 5.8.7. It appears that either the x0_G was a good guess of the optimization starting point or 

the optimization algorithm was trapped around the initially imposed solution. 
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Figure 5.8.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – SS 

 

Figure 5.8.6 Yaw distribution in x0_G vector and the optimization solutions – SS 

 

Figure 5.8.7 Power distribution with baseline and optimized yaw settings – SS 
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(2) Optimal yaw control with the Gauss wake model 

Wind farm power improvement by 11.48% (+676 kW vs baseline) is achieved when the yaw optimization was 

run with the Gauss wake model. Unlike for the Jensen wake model, the resultant yaw angle distribution is 

noticeably different than the one obtained in the RC simulation. The yaw angle settings fall between 24.5° and 

31° for T1 – T7, creating a saw shape, and remain 0° at T8. The incident effective wind velocity at each 

downstream turbine is increased by roughly 0.8 m/s. A clear correlation can be observed between the distribution 

of yaw settings and distribution of power output at individual machines. The largest power gains are reported at 

T3, T6, and T8, being the nearest downstream machines behind T2, T5 and T7, which operate with yaw error of 

over 30°. As a result of the smaller spacing distance and the associated larger velocity deficits experienced by 

the downstream machines, greater yaw angle offsets are proposed, which is consistent with the engineering 

intuition. 

(3) Optimal yaw control with the GCH wake model 

The plant-wise power gain of 28.8% (+2 697 kW vs baseline) is obtained with the GCH wake modelling method 

employed. It is also the only scenario in which the optimized wind farm power reaches the magnitude of the 

baseline total power in the RC simulation. The yaw distribution starts with large, slowly decreasing yaw errors 

applied at the front turbines, T1 – T3. Then, a more pronounced reduction in yaw is observed at T4, which 

decreases at the subsequent turbines, T5 – T7, to again become significant at T8. Such yaw configuration 

together with the impact of the counter-rotating vortices causes substantial wake deflection as seen in Figure 

5.8.4. This way the downstream machines are exposed to significantly higher wind speeds with the velocity gain 

ranging from +0.8 m/s to even 1.2 m/s, observed in Figure 5.8.5. Consequently, considerable power gains at 

individual turbines, especially T4 – T8, are achieved. According to the predictions with GCH wake model, the 

reduced spacing distance created a great potential for improving the power of the system via collaborative yaw 

control strategy. 

In conclusion, the results of yaw control optimization in terms of power gains are encouraging for all of the 

employed wake models. Although the aerodynamics of the wind farm is highly affected by the reduction in 

spacing, the solution obtained for the Jensen wake model was very similar to the initial guess x0_G. Further, the 

Gauss wake model promotes large magnitudes of yaw errors at all turbines except for the last one, which is an 

understandable behaviour. Lastly, the GCH wake model suggests gradually decreasing yaw offsets that enable 

the wind farm to reach the level of power achieved for 7D spacing with greedy control. 

The distance between T1 and T8 with 7D spacing is 6.2 km while for 5D spacing it is only 4.4 km, which is a 

28.5% reduction. This creates a space that could fit two additional machines without exceeding the original 

layout length, increasing the total power per unit length. Alternatively, wind farm size-dependent costs could be 

decreased, maintaining the original power output, according to the GCH wake model predictions. Although 

promising, these are only rough estimates and a closer look into this matter using more sophisticated tools and 

taking into account other relevant aspects should be made. 
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5.9 Large spacing 

 

Figure 5.9.1 Yaw distribution in x0_G vector and the optimization solutions – LS 

 

Figure 5.9.2 Power distribution with baseline and optimized yaw settings – LS 

Table 5.9.1 Summary of the results for the LS simulation case 

Wake model 
Baseline WF 

power [kW] 

Optimized WF 

power [kW] 
ΔP [%] 

No. of 

iterations 

Jensen 8 427 8 427 0.00 100 

Gauss 8 764 8 818 0.61 100 

GCH 8 764 9 277 5.85 100 

The large spacing simulation (w_s = 8 m/s, w_d = 270°, T_I = 0.075, spc = 9D) intends to evaluate the 

applicability of yaw-based wake redirection when the turbines are spaced further apart than in the RC simulation. 

In contrast to SS simulation, now the wake travels a longer distance before it hits the consecutive turbine, which 

enhances its level of recovery. The results summarized in Table 5.9.1 show that the total power output of the 

wind farm with 9D spacing and greedy settings is improved compared to the respective RC simulations. The 

magnitude of improvement amounts to 18% (+1 282 kW) for the Jensen and 17% (+1 258 kW) for the Gauss / 
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GCH wake models. Consequently, the wake losses experienced with baseline yaw control are reduced and yield 

37.9% and 35.4% (-5 136 kW and -4 799 kW vs the cumulative power of isolated turbines) for the Jensen and 

Gauss / GCH wake models, respectively. The flow field visualization and rotor swept area wind velocity 

evolution throughout the park are shown in Annex C.4. 

(1) Optimal yaw control with the Jensen wake model 

No change in the yaw settings, and consequently no power improvement is suggested when the Jensen model is 

used. It appears that the wake recovers enough so that it is not beneficial to sacrifice the power by yawing the 

machines to create partial wake overlap situations at the downstream rotors. Knowing the characteristics of 

Jensen’s wake, it is an understandable behaviour. 

(2) Optimal yaw control with the Gauss wake model 

For the simulation with the Gauss wake modelling approach, a small total power improvement is achieved, 

amounting to 0.61% (+54 kW vs baseline). The suggested yaw settings start with 17° misalignment at T1 that is 

gradually reduced at further turbines until T4 and T5, which both yaw by 10°. Then, the magnitude of yaw offset 

rises insignificantly at T6 and T7 and remains 0° at T8. The yaw-induced power loss of -133 kW at T1 is 

reported, which is barely compensated with the power gains at the remaining downstream turbines. Given the 

level of achieved improvement in this test, the benefit of plant-wise yaw control for further spaced turbines is 

questionable. 

(3) Optimal yaw control with the GCH wake model 

A satisfying level of total power gain, amounting to 5.85% (+513 kW vs baseline) is obtained for the simulation 

with the GCH wake model. Although the wake is more recovered, due to the impact of the secondary steering it 

is still advantageous to implement yaw-based wake redirection. 

To summarize, depending on the fidelity of the applied wake modelling approach, different solutions of the yaw 

control optimization are obtained with various levels of power improvement. More specifically, the application 

of yaw control examined with the Jensen wake model is not beneficial, with the Gauss model there is a modest 

advantage and with the GCH model is recommended. The observed discrepancy in the results is directly related 

to the wake characteristics of each model. It is known that for wind farms with a large spacing distance the 

potential of wake loss reduction is minor. Given that, the outcomes of the present tests are aligned with what was 

expected. 
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5.10 Overview of the optimization results 

In order to summarize the optimization results obtained throughout the study, yaw angle distributions sorted by 

wake modelling approach are presented below.  

 

Figure 5.10.1 Collection of yaw angle distributions obtained with the Jensen model 

 

Figure 5.10.2 Collection of yaw angle distributions obtained with the Gauss model 

 

Figure 5.10.3 Collection of yaw angle distributions obtained with the GCH model 
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Chapter 6 

Conclusions and Recommendations 

6 Conclusions and Recommendations 

The present chapter provides a summary of the conducted research, states the most important conclusions and 

gives suggestions for the direction of further investigations. 
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6.1 Conclusions 

In this work, a collaborative yaw-based wake steering approach to control a wind farm under various wind 

conditions and layouts was investigated. Three wake modelling approaches of different level of fidelity (Jensen, 

Gauss, Gauss-Curl Hybrid) were employed to account for the aerodynamic interference between the machines. 

The objective of the study was to investigate the impact of the applied wake modelling method on the solution of 

yaw control optimization with the purpose of maximizing power generation of a wind park. The most important 

conclusions drawn from this study are stated below. 

1) Though not the main goal of this work, it was shown that the wake characteristics, in particular the 

assumed velocity deficit profile, has a significant influence on the ability of the SLSQP optimizer to find 

an improved solution. Also, an appropriate choice of the relevant optimization parameters (f_tol, 𝜀 and 

x0) is crucial to ensure achieving the best solution within the bounds of the defined problem. More 

specifically, due to the uniformly distributed velocity deficit in the Jensen’s wake, the optimization 

algorithm generally exhibited random behaviour for the whole range of tested f_tol, 𝜀 and x0 values. On 

the other hand, when the models assuming a Gaussian-shaped velocity deficit were tested, the 

optimization algorithm showed negligible dependence on the prescribed 𝜀 and x0 values. However, an 

immediate termination was observed if the f_tol value was too large (10
-8

) for such defined problem, 

which is expected behaviour. 

2) Regarding the application of the Jensen wake model in the present work, several deficiencies of this 

simple model were found. First, it was observed that in situations when the wind direction is aligned 

with the turbines, there is always a certain scope of “idle” yawing an upstream turbine that is needed to 

reach the transition point between full and partial wake overlap condition at a nearest downstream rotor. 

As a consequence, the upstream machine loses power according to the cos2 𝛾 rule of thumb while the 

downstream one experiences meaninglessly low gains only because the upstream machine extracted less 

energy. This range of unproductive yawing was checked for RC simulation conditions and amounted to 

14° with the associated power loss of 5.3% at the upstream turbine. Due to such behaviour, the Jensen 

model gives a very unrealistic flow field prediction, which is especially unacceptable when the objective 

is to achieve power improvement by manipulating yaw angles. In contrast, in WD_275° and WD_265° 

simulations, the impact of “idle” yawing was naturally mitigated resulting in very large power gains 

predicted with the Jensen model, which supports the above statements. Secondly, this simple model 

doesn’t directly account for the turbulence intensity level, which was proven to have a significant impact 

on the applicability of yaw control. Overall, plant-wise power gains were reported for 8 out of 9 

simulations, however, in four (RC, HTI, LTI, SS) the resulting yaw distribution is nearly the same as in 

x0_G vector. Moreover, in the LS case, the greedy control is suggested while in another three cases 

(HWS, LWS, WD_265°) the credibility of the optimization results is doubtful. Taking into account the 

limitations of Jensen’s model, the yaw control proposed in WD_275° simulation is to some extent 

satisfying. Besides, the only consistency in the prediction of optimal yaw settings distribution was that 

the last turbine should remain aligned with the freestream. In light of the above findings, it is concluded 

that the Jensen wake model is not suitable for wind farm optimization studies that rely on yaw control. 
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3) The Bastankhah model assuming the Gaussian profile of the wake velocity deficit was found to be much 

more suitable for yaw control optimization than the Jensen model. Due to its higher fidelity level, the 

improvement was seen in terms of both the performance of the optimization algorithm and robustness in 

wind farm aerodynamics predictions under varied atmospheric conditions and park layouts. The yaw 

angles adjustments proposed by the optimizer were consistent and sensible throughout the whole study. 

According to the predictions made with this model, encouraging power improvement was observed for 

six tests (RC, HWS, WD_275°, WD_265°, LTI, SS) while for the remaining three (LWS, HTI, LS) the 

benefits of yaw-based wake steering implementation were doubtful. These results are aligned with the 

common conjecture that yaw control is applicable only when the wake losses are significant. With few 

exceptions, it was noticed that a nearly constant yaw distribution was proposed for T1 – T7, with the 

magnitude dependent on the simulation parameters, while the last machine was always aligned with the 

freestream. In the reference wind farm considered, a power gain of 3.59% (+270 kW) was achieved with 

the following yaw angle misalignments distribution [20.5  21.5  20.5  20.5  20.5  20.5  22.5  0] 

compared to operation with the greedy turbine-level control strategy. 

4) Regarding the application of the Gauss-Curl Hybrid model, good performance of the optimization 

algorithm was observed together with robust wind farm aerodynamics predictions. The incorporation of 

the yaw-induced features of this model resulted in very promising farm power gains for all of the 

conducted yaw optimization cases. In general, due to the enhanced wake deflection and recovery, this 

wake modelling approach promotes larger yaw offset at the front turbine, which is being gradually 

reduced at the consecutive machines. Such behaviour is aligned with the engineering intuition, with an 

exception that it is not clear why the last turbine is always yawed by -1° angle instead of being aligned 

with the undisturbed wind. In the reference wind farm considered, a power gain of 14.66% (+1 100 kW) 

was achieved with the following yaw set-points distribution [26.5  26.5  21.5  20.5  17.5  17.5  9  − 1] 

compared to operation with the greedy turbine-level control strategy. Based on the results obtained with 

this model, it appears that the inclusion of the secondary steering effect has a game-changing impact in 

terms of the potential for yield increase and yaw misalignment distribution of collaborative WF control. 

6.2 Recommendations 

Yaw-based wake redirection is a very broad and complex research topic, which has to be comprehensively 

examined before its implementation takes place in industrial wind farms. In the course of developing this work, 

several ideas for improvement and extension of the present investigation appeared, which could not be 

incorporated due to the limited time and availability of resources. The most important are listed below: 

1) As mentioned in the very beginning of this work, wind farm control is about seeking the compromise 

between the generated power and experienced loads at the turbines. Therefore, evaluation of the yaw-

induced loads is considered to be a very important and relevant direction for further studies. 

2) The present industrial wind farms consist of dozens or even hundreds of wind turbines that are 
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configured in either rectilinear or some less conventional layouts. Naturally, one could think of assessing 

the impact of applied wake modelling method on the feasibility of yaw-based wake steering technique in 

a large array of turbines and over a complete wind rose. 

3) Since yaw-based wake steering can be coupled with wind farm layout optimization, the combined impact 

of these two measures for plant performance improvement could be investigated, like it was done in the 

work of P. Gebraad [15] and P. Fleming [93]. 

4) With the possession of relevant data from high fidelity simulations, model-specific parameters could be 

tuned to increase the accuracy and credibility of their predictions. 

5) The secondary steering effect was shown to have a significant influence on the yaw angles distribution 

and the associated power improvements. In fact, this phenomenon is receiving growing attention of the 

wind energy researchers and validation of its real impact is still an open research question. Given that the 

GCH wake model is one of the first analytical models that capture this wake behaviour, the fidelity of its 

predictions could be investigated with the use of more sophisticated modelling tools. 

6) This work was limited to take into account only the steady-state phenomena and wind farm behaviour. In 

order to investigate the full impact and potential of WF yaw control, it is important to account for the 

unsteady aerodynamic phenomena, such as wake meandering, in further studies on this topic. 
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Annex A 

Relevant FLORIS constants 

Annex A. Relevant FLORIS constants 

The present annex provides information on the model-specific tuneable parameters and relevant atmospheric 

constants that had to be specified in FLORIS. These values are the defaults of FLORIS version 2.2.0.  
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Table A.1 Default model-specific parameters in FLORIS version 2.2.0 

Jensen wake velocity deficit model parameters 

we 0.05 
The linear wake decay constant that defines the cone boundary for the 

wake as well as the velocity deficit. 

Gauss / GCH wake velocity deficit model parameters 

ka 0.38 
Parameter used to determine the linear relationship between the 

turbulence intensity and the width of the Gaussian wake shape. 

kb 0.004 
Parameter used to determine the linear relationship between the 

turbulence intensity and the width of the Gaussian wake shape. 

alpha 0.58 
Parameter that determines the dependence of the downstream boundary 

between the near wake and far wake region on the turbulence intensity. 

beta 0.077 

Parameter that determines the dependence of the downstream boundary 

between the near wake and far wake region on the turbine’s induction 

factor. 

calculate_VW_velocities True 
Flag to enable calculation of spanwise and vertical velocity components 

needed to account for secondary steering effects (only GCH) 

use_yaw_added_recovery True Flag to use yaw added recovery on the wake velocity (only GCH) 

eps_gain 0.2 
Tuning value for calculating the V- and W-component velocities (only 

GCH) 

Jiménez wake deflection model parameters 

kd 0.05 Parameter used to determine the skew angle of the wake. 

ad 0 
Additional tuning parameter to modify the wake deflection with a 

lateral offset. 

bd 0 
Additional tuning parameter to modify the wake deflection with a 

lateral offset. 

Bastankhah wake deflection model parameters 

ka, kb, alpha, beta, eps_gain - The same as for Gauss / GCH wake velocity deficit model parameters. 

ad 0 
Additional tuning parameter to modify the wake deflection with a 

lateral offset. 

bd 0 
Additional tuning parameter to modify the wake deflection with a 

lateral offset. 

dm 1 Additional tuning parameter to scale the amount of wake deflection. 

Crespo – Hernandez wake turbulence model 

initial T_I The initial ambient turbulence intensity expressed as a decimal fraction. 

constant 0.5 The constant used to scale the wake-added turbulence intensity. 

ai 0.8 
The axial induction factor exponent used in the calculation of wake-

added turbulence. 

downstream -0.32 

The exponent applied to the distance downstream of an upstream 

turbine normalized by the rotor diameter used in the calculation of 

wake-added turbulence. 
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Table A.2 Relevant atmospheric constants set in FLORIS 

Atmospheric constants 

Air density [kg/m
3
] 1.225  

Wind shear coefficient 0.12 The power law wind shear exponent. 

Wind veer coefficient 0 The vertical change in wind direction across the rotor. 
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Annex B 

Optimization convergence 

Annex B. Optimization convergence 

The following annex consists of the figures presenting optimization convergence tracking for each simulation 

scenario analysed in Chapter 5. 
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Figure B.1 Reference Case optimization convergence 

 

Figure B.2 High Wind Speed optimization convergence 

 

Figure B.3 Low Wind Speed optimization convergence 
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Figure B.4 Wind Direction 275° optimization convergence 

 

Figure B.5 Wind Direction 265° optimization convergence 

 

Figure B.6 High Turbulence Intensity optimization convergence 
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Figure B.7 Low Turbulence Intensity optimization convergence 

 

Figure B.8 Small Spacing optimization convergence 

 

Figure B.9 Large Spacing optimization convergence 
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Annex C 

Remaining figures 

Annex C. Remaining figures 

The present annex contains flow field visualization and rotor swept area wind velocity evolution throughout the 

park for LWS, WD_265°, LTI and LS simulation cases. 
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C.1 Low wind speed 

 

Figure C.1.1 Hub height flow field with baseline yaw settings – LWS 

 

Figure C.1.2 Hub height flow field with optimized yaw settings – LWS 

 

Figure C.1.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – LWS 
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Figure C.1.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – LWS 

 

Figure C.1.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – LWS 
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C.2 Wind direction 265° 

 

Figure C.2.1 Hub height flow field with baseline yaw settings – WD_265° 

 

Figure C.2.2 Hub height flow field with optimized yaw settings – WD_265° 

 

Figure C.2.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – WD_265° 
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Figure C.2.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – WD_265° 

 

Figure C.2.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – WD_265° 
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C.3 Low turbulence intensity 

 

Figure C.3.1 Hub height flow field with baseline yaw settings – LTI 

 

Figure C.3.2 Hub height flow field with optimized yaw settings – LTI 

 

Figure C.3.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – LTI 



 

100 

 

Figure C.3.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – LTI 

 

Figure C.3.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – LTI 
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C.4 Large spacing 

 

Figure C.4.1 Hub height flow field with baseline yaw settings – LS 

 

Figure C.4.2 Hub height flow field with optimized yaw settings – LS 

 

Figure C.4.3 Velocity field 0.5D ahead of T2, T5 and T8 with baseline yaw settings – LS 
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Figure C.4.4 Velocity field 0.5D ahead of T2, T5 and T8 with optimized yaw settings – LS 

 

Figure C.4.5 Evolution of rotor swept area-averaged wind velocity along the wind farm – LS 

 


