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Resumo

Os sistemas end-to-end em tradução de fala para texto surgiram como modelos competitivos para os

modelos tradicionais, baseados em HMMs. Contudo, a maioria dos sistemas end-to-end para tradução

de fala para texto não são fáceis de reproduzir, maioritariamente porque é necessário dispor um grande

conjunto de dados e poder computacional. Consequentemente, existem poucos resultados para lı́nguas

em que os dados são limitados, como por exemplo: Português Europeu. Neste trabalho vamos apre-

sentar um conjunto de experiências feitas com o objetivo de criar os melhores sistemas end-to-end,

em Português Europeu, com recurso a poucos dados. O sistema proposto, chamado TRIBUS, é um

sistema hı́brido que combina CTC e Attention. Os dados utilizados contêm fala lida, fala telefónica e

fala de notı́cias. Para avaliarmos o sistema end-to-end, treinámos um modelo baseado em HMMs no

mesmo conjunto de dados. Os resultados experimentais mostram que o modelo TRIBUS consegue

obter um erro de caracter de 8.40%, no conjunto de teste do domı́nio de fala de noticiário, que é com-

parável com os 4.33%, obtidos pelo modelo base de comparação, no mesmo conjunto de teste. Para

concluir, propusemos também um novo método para treinar sistemas CTC, através do auxı́lio de um

mecanismo de memória. Este novo sistema funciona melhor do que apenas usar CTC.

Palavras-chave: tradução de som para texto, end-to-end, modelos hı́bridos com CTC e

attention, poucos recursos, modelos baseados em memória.
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Abstract

End-to-end automatic speech recognition (ASR) approaches have emerged as a competitive alternative

to traditional HMM-based ASR systems. Unfortunately, most end-to-end ASR systems are not easily

reproduced since they require vast amounts of data and computational resources that are only available

for a reduced set of companies and labs worldwide. Consequently, the performance of these systems is

not very well known for low resource languages to the best of our knowledge. European Portuguese is

one of those languages. In this work, we present a set of experiments to train and assess some of the

most current successful end-to-end ASR approaches for European Portuguese. The proposed system,

named TRIBUS, is a hybrid CTC-attention end-to-end ASR combining data from three different domains:

read speech, broadcast news and telephone speech. For comparison purposes, we also train a state-

of-the-art HMM-based baseline on the same data. Experimental results show that TRIBUS achieves

8.40% character error rate (CER) on the broadcast news test set without the need of a language model,

which is comparable to the strong baseline result, 4.33% CER, on the same set using an in-domain

language model. We consider this result quite promising, especially for highly unpredictable vocabulary

ASR applications. Finally, and more notably, a novel way of training CTC-based models using a memory-

based approach, that performs better than only using CTC alone, was developed.

Keywords: automatic speech recognition, end-to-end, hybrid CTC-attention, low resources,

memory-based approaches.
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4.2 SPEECHDAT, BD-PÚBLICO and ALERT WER percentages for HMM-GMM models. . . . 45

4.3 TRIBUS WER percentages for HMM-GMM models. . . . . . . . . . . . . . . . . . . . . . 45
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Chapter 1

Introduction

Speech recognition technology is submerged in our society more than ever. Products like Siri, Cortana,

Google Now, Amazon Echo Alexa are part of our every day lives. This high tech translates into a big

number of applications that guides our society to a better living. Some of the applications are in car

systems, e.g., to initiate a phone call or to ask for directions; in hands-free computing that are useful for

both able and disabled users; healthcare support [1] and speech-to-speech translation systems [2]. It is

also interesting to note that giving the speech as an input to a device is three times faster than typing in

the keyboard [3].

This work is intended to create a speech recognition system for European Portuguese, by using

some of the latest technologies present in the automatic speech recognition (ASR) community. Included

in this chapter are the motivations for realising this project, the objectives and a brief overview of the

document structure.

1.1 Motivation

Traditional speech recognition systems rely on sophisticated pipelines, manually created by computer

scientists and engineers. Since 1980, these systems were composed by Hidden Markov models (HMMs),

which model the probability of going from one acoustic state (generally a triphone) to another, and Gaus-

sian mixture models (GMMs) that model the probability of occurrence of that particular acoustic state.

The combination of the HMMs and GMMs constitute what is commonly known as the acoustic model

of the speech recognition system, which is eventually combined with a language model and a pronun-

ciation dictionary to then generate the text transcriptions, through a decoding process. The creation of

these modules for HMM-GMM systems is favourable when few data is available to train since they al-

ready contain some speech and language knowledge. Nonetheless, the creation of these individual and

complex systems can limit the potential performance of speech recognition, mainly because they can

be poor approximation models of reality, e.g., forcing an algorithm to use a phonetic representation can

limit the speech system performance [4].

In 2006, artificial neural networks (ANNs) resurged with a new name: deep learning. This occurred
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mainly because it started to be possible to train networks with more layers, using a new greedy layer-wise

unsupervised pretraining technique [5]. Today, we know that unsupervised pretraining is not required to

train deep neural networks as a result of new, among many, initialization strategies, activation functions

(e.g., ReLu [6]) and adaptive optimization algorithms (e.g., Adam [7]). In the beginning, state-of-the-

art was achieved in ASR by just replacing the GMMs with deep feedforward neural networks (DNNs),

since the latter are better in modelling data that lie on or near a non-linear manifold, as opposed to the

former [8].

Figure 1.1: Deep learning breaks down the complex mapping of the input image to the respective class
by letting the first layers to learn simpler features, e.g., edges, and later layers to represent more complex
features, i.e., object parts. In theory, this learning procedure also applies to speech recognition in the
sense that waves can break down to have simpler representations (e.g., phonemes) at lower level layers,
and more complex representations in higher-level layers, like words and sentences. Source from [9].

These conventional ASR architectures, mentioned above, have limitations, mainly because they are

based on HMMs and contain various sub-models that deal with separate acoustic, pronunciation and

language models. First, the creation of all different models requires expert knowledge and is time-

consuming. They are also trained with different goals from the final evaluation metric, e.g., word error

rate (WER). To create a state-of-the-art HMM-DNN system, it is first required to train an HMM-GMM

system to obtain phonetic alignments. Moreover, since the decoding stage is performed by integrat-

ing all modules with finite-state transducers (FSTs), creating and implementing these well-optimized

transducers is very complex. Finally, the HMM systems and n-gram language models make conditional

independence assumptions, whereas real speech does not follow those strict assumptions.

A demanding task that is still ongoing is to fully replace this module-based architecture and replace

2



the entire traditional pipeline with a fully differentiable DNN architecture to eliminate the above-outlined

issues. This is possible, since deep learning technology enables the machine to create more abstract

concepts out of simpler ones, as depicted in figure 1.1. Today, the main drawback of this technology,

named end-to-end, is that it requires much more data (usually more than a thousand hours) and more

computational power [10, 11], when compared to HMM-based systems. Notwithstanding, in the pres-

ence of big data resources, these systems achieve state-of-the-art results when compared to the HMM-

based systems [12, 13]. Consequently, most modern ASR products provided by big companies like

Amazon, Google and Apple, are based on end-to-end.

In 2006, it was proposed connectionist temporal classification (CTC) [14], the first technique that was

closer to an end-to-end system. CTC allows training end-to-end systems without requiring alignments

between input features and output labels. It is still not an end-to-end system because CTC does not

model the interdependencies between the outputs, which then requires a language model. To solve

this CTC assumption problem, recurrent neural network (RNN)-transducer, or RNN-T, was proposed in

2012 [15], where the CTC is jointly trained with an RNN that learns linguistic information. The other main

technique for training end-to-end ASR, proposed in [16, 17], is the attention end-to-end encoder-decoder

system. This system is divided into an encoder, which acts as the acoustic model, an attention layer

that learns the alignments between input and output. At last, the decoder acts as the language model.

Usually, the outputs of these systems are characters or subwords. Beyond these main architectures for

end-to-end ASR systems, there are many ways to create variants of it, by using adversarial training [18]

and memory-based approaches [19, 20].

Numerous efforts have been created to develop speech recognition systems for the English lan-

guage [8, 10, 16, 17], and for this reason many available English data sets, e.g., TIMIT [21], Lib-

rispeech [22] and Wall Street Journal (WSJ) [23], were created to be used as baselines for comparison

between different kinds of ASR systems. For European Portuguese, there is no evidence of work in the

literature of end-to-end speech recognition. This is mostly due to the lack of publicly available large-scale

speech data resources, either paid or for free on websites like VoxForge1.

1.2 Objectives

Our prime goals for this work will consist on:

• Understanding the main advantages and disadvantages of today end-to-end systems by conduct-

ing an extensive literature review.

• Studying and attaining more insights into the advantages and disadvantages of the two main end-

to-end systems that exist, i.e., CTC-based and attention-based systems.

• Selecting the data that will be used for all experiments.

• Developing a strong HMM-DNN baseline system for European Portuguese.

1http://www.voxforge.org/home
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• Creating the best possible end-to-end system for European Portuguese.

• Comparing the recognition performance of baseline HMM-DNN with the end-to-end system for

European Portuguese.

• Investigating the use of auxiliary iVectors and adversarial training to create better speaker invariant

representations.

• Proposing a novel CTC-based ASR system combined with memory-based approaches to improve

the current state-of-the-art.

After achieving these main objectives, it will be possible to answer the two main research questions

in this work. First, we want to know how well end-to-end systems can perform when compared to HMM-

DNN systems for the particular case of European Portuguese with limited resources. Second, we also

aim to investigate and propose novel ways for either creating improved speaker-invariant representations

or incorporating memory modules into current architectures that can improve the current state-of-the-art.

1.3 Thesis outline

This thesis is structured into six chapters. Chapter 1 corresponds to the introduction. Next, chapter 2

contains relevant background concepts that help to understand the work created. More specifically, it

mentions some introductory concepts about HMMs, some deep learning algorithms and an introduction

to the field of ASR. Chapter 3, will be dedicated to explaining all details about every corpus used in the

experiments, such as the creation of the TRIBUS corpus. Chapters 4 and 5 correspond to the creation

and training of HMM-based and end-to-end ASR systems for European Portuguese, respectively. Both at

the beginning, they include related work about the evolution of respective state-of-the-art ASR systems,

followed by experiments, results and a discussion section. More importantly, the experiments to create

better speaker invariant representations and propose the novel CTC-based ASR system combined with

memory-based approaches are detailed in chapter 5. Finally, chapter 6 contains a summary of the main

conclusions for this work and indicates several promising directions for future research, more specifically

with end-to-end ASR systems for low resources.
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Chapter 2

Background

This chapter describes fundamental knowledge that is mandatory to understand HMM-based and end-

to-end ASR systems. In section 2.1 a brief description of HMMs and algorithms associated with them

are described and in section 2.2 all tools required to understand how end-to-end ASR systems work

are explained. Finally, in section 2.3, a small overview of the evolution of ASR and the main goal and

challenges for the field will be introduced.

2.1 Hidden Markov models

Hidden Markov Models (HMMs), named after the Russian mathematician Andrey Andreyevich Markov,

are statistical models that capture hidden information from observable sequential symbols and were first

applied to speech recognition in 1975, by Baker and his wife Janet [24].

HMMs rely on Markov Chains, that can be simply described as graphs with transition probabilities

from one given state i to another state j, denoted as pi,j . If the probability of being in a given state

depends only on the previous one, instead of relying on all past states, we are in the presence of a

Markov Process. A Markov Chain with this property, is also known as a first order Markov Chain. On the

other hand, if being in a state depends on the previously two states, we are in the presence of a second

order Markov Chain, and so on.

Formally an HMM can be defined as a tuple λ = (S,Y,A,B,µ), where:

• S = {s1, s2, ..., sn} is a set of |S| = n hidden states that are assumed to be a first order Markov

Process. The state at time t is denoted by qt = sj ∈ S;

• Y = {y1, y2, ..., ym} is a set of |Y| = m observable states. The observation state at time t is denoted

by ot = yj ∈ Y;
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• A = {Ai,j} is a transition probability matrix of size n× n, where

{Ai,j} = P (qt+1 = sj |qt = si); (2.1)

• B = {bj(k)} is the corresponding observation probabilities matrix of size n×m, where

bj(k) = P (ot = yk|qt = sj), (2.2)

and bj(.) is some probability distribution function, e.g., Multivariate Gaussian distribution;

• µ = {µi} is the initial probability distribution matrix of size 1× n, where

µi = P (q1 = si); (2.3)

All these matrices are row stochastic, meaning that all entries are probabilities and every row adds

up to 1.

Rabiner [25] introduced the concept that HMMs should be characterized by three fundamental prob-

lems - Likelihood problem, Decoding problem and Learning problem - described, respectively, in the

following sections.

Problem 1: Likelihood

The main goal of the first problem is to compute the likelihood P (o|λ) of an observed sequence o =

[o1, o2, ..., oT ], given the model λ. Let q = [q1, q2, ..., qT ], then we have

P (o|q, λ) =

T∏
t=1

P (ot|qt, λ). (2.4)

Since we do not know the hidden sequence q, we would have to compute P (o, q|λ) for every possible

sequence and then sum up all to get P (o|λ). This approach is exponential in T. A better approach is to

use forward-algorithm, which calculates the probability of the partial observation o1o2...ot and state si

until time t. Let αt(j) = P (o1o2...ot, qt = sj |λ), then we can compute forward-algorithm recursively as:

• Initialization: for i = 1,...,n

α1(i) = µibi(o1). (2.5)

• Induction: for t = 1,...,T-1, and for j = 1,...,n

αt+1(j) = bj(ot+1)

n∑
i=1

αt(i)Ai,j (2.6)
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• Evaluating the probability:

P (o|λ) =

n∑
i=1

αT (i) (2.7)

Problem 2: Decoding

The aim of the decoding problem is to find the hidden state sequence that was most likely to produce a

sequence of observations o, given a model λ. Viterbi algorithm is the one that finds that most probable

hidden state sequence. It is also a dynamic programming algorithm, because it maintains the highest

probable path at each possible state. Viterbi algorithm updates each new value based on the last ones

already computed:

• Initialization: for j = 1,...,n

v1(j) = µjbj(o1). (2.8)

• Induction: for t = 2,...,T, and for j = 1,...,n

vt(j) = max{vt−1(i)Ai,jbj(ot)}. (2.9)

At the end, the best path is discovered by using a backtrack search through the computed values.

Problem 3: Learning

The third problem, learning the parameters of an HMM given a sequence observation o that maxi-

mizes P (o|λ), is solved by using Baum-Welch algorithm, which is a special case of the expectation-

maximization (EM) algorithm [26]. The main purpose is to tune the parameters of the HMM, namely A,

B and µ, so that the likelihood of generating o by model λ is maximized.

Before diving in into the algorithm it will be first described forward-backward algorithm which is used

to find the most likely state for any point in time. The first part, which corresponds to the forward algorithm

described above, goes forward in time by computing the probability of ending in a particular state, P (qt =

sj |o1, ..., ot). The second part goes backward in time, by computing the probability of observing the

remaining observations given any starting point t, P (ot+1, ..., oT |qt = sj). Backward algorithm is similar

to the forward algorithm, where the only difference is that, it starts at the end and then go backwards

until it reaches the beginning. Let βt(j) = P (ot+1, ..., oT |qt = sj , λ), then we can compute backward

algorithm recursively as:

• Initialization: for i = 1,...,n

βT (i) = 1. (2.10)

• Induction: for t = T-1,...,1 and for i = 1,...,n

βt(i) =

n∑
j=1

Ai,jbj(ot+1)βt+1(j) (2.11)
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Then we can define, for t = 1,...,T and i = 1,...,n,

γt(i) = P (qt = si|o, λ) =
αt(i)βt(i)

P (o|λ)
, (2.12)

which provides the probability of being in each state at time step t. The most likely state at time step t is

the one where γt(i) is maximum. It is important to note that the vector sequence, of individually probable

states, could not be the most probable sequence for a given o and model λ.

In Baum-Welch algorithm, forward-backward algorithm, explained above, is first computed, and fi-

nally, an update is done to λ parameters. These two steps are executed as many times as needed until

convergence is reached. Before the update step, it is computed γt(i), explained already when comput-

ing the forward-backward algorithm, and ξt(i, j), which is the probability of being in state si at time t and

in state sj at time step t+1.

ξt(i, j) =
αt(i)Ai,jbj(ot+1)βt+1(j)

P (o|λ)
(2.13)

When updating parameters of λ, the following procedure is executed:

• Update µ: for i = 1,...,n

µi = γ1(i) (2.14)

• Update A: for i = 1,...,n and for j = 1,...,n

Ai,j =

∑T−1
t=1 ξt(i, j)∑T−1
t=1 γt(i)

(2.15)

• Update B: for j = 1,...,n and for k = 1,...,m

bj(k) =

∑T
t=1 ξt(i, j)∑T
t=1 γt(i)

(2.16)

The whole process of Baum-Welch algorithm can be described as: (I) in the beginning λ parame-

ters are initialized, e.g., randomly; (II) next, it is computed αt(i), βt(i), γt(i) and ξt(i, j); (III) finally, λ

parameters are re-estimated, and while P (o|λ) increases we repeat all process from step (II).

It is important to note that the algorithm does not guarantee convergence to a global maximum.

2.2 Deep learning

Deep learning is an approach to artificial intelligence, more specifically to machine learning, that has

gone through several different connotations throughout the years, as discussed in [9]. Currently, the

connotation ”deep learning” emphasises the fact that it is possible to learn deeper neural networks,

something not conceivable until 2006, due to new techniques for optimizing the training on deeper net-

works, larger datasets mainly because of Moore law applied to data storage capacity and the fast growth

of internet usage and, at last, more powerful computer resources like GPUs.
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The foundation block of deep learning is an artificial neural network (ANN), also named deep feed-

forward network, as mentioned in section 2.2.1.

ANNs are computational models inspired by neuroscience, that date to the 1940s [27]. Despite of

this motivation, modern research in neural networks does not aim to mimic the brain. Instead, with

the auxiliary of mathematical frameworks and engineering, the goal is to create function approximation

algorithms that achieve statistical generalization of the known data.

Formally a neural network is composed by neurons, that are organized in layers, each with one

or more neurons. ANNs can be described as graphs, where neurons are nodes and the connections

between them are edges. Commonly there is an input layer, an output layer and an arbitrary number of

hidden layers that is subject to the network architecture. The simplest version of a network that contains

only one neuron is named perceptron [28]. Each node applies a previously chosen activation function,

ϕ, to an affine transformation of its input vector, x = (x0, x1, ..., xN )T , returning a single output h:

h = φ(W Tx+ b) (2.17)

The weightsW = (w0, w1, ..., wN )T , and bias b, are the parameters, θ, that must be learned, in order

to find the best mapping function, f(x;θ), that approximates to the real one, f∗.

In the following sections we will describe more in depth deep feedforward networks associated with

some optimizers and regularizers commonly used, convolutional neural networks (CNNs) and recurrent

neural networks (RNNs). Finally, in section 2.2.4, a brief description of the best practices in deep learn-

ing, some created and taught by Andrew Ng and extensively used for this project will be mentioned 1.

2.2.1 Deep feedforward networks

A feedforward neural network, also known as a multilayer perceptron (MLP), relates with a directed

acyclic graph, where information flows through only one direction. Usually this flow starts at the input

layer, then goes through the hidden layers and finally to the output layer. If there are feedback connec-

tions between nodes, the network becomes a recurrent neural network, as presented in section 2.2.3.

In a feedforward network the output y is a result of a composition of functions. For instance, if we

have four functions f1, f2, f3 and f4, they will be arranged like f(x) = (f4 ◦ f3 ◦ f2 ◦ f1)(x), where f1

is the first layer, f2 and f3 are second and third layers, respectively, and so on. Assuming that all nodes

in the chain have linear activation functions the equation can be simplified to f(x) = W
′Tx + b

′
. Thus

a feedforward neural network made of only linear nodes, that can only ”learn” from linearly separable

data, has limitations in creating statistical generalization to non-linear data, e.g., XOR problem [29]. By

including non-linear activation functions in at least one hidden layer, a feedforward network provides

a universal approximation framework [30, 31]. In simple terms, feedforward networks can be used to

approximate any continuous function on a closed and bounded subset of Rn to any desired degree of

accuracy. The main problems with the universal theorem are that the number of hidden units may be too

large and the resulting learned model may fail to generalize to unseen data.

1https://www.deeplearning.ai/deep-learning-specialization/
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As mentioned above, activation functions are applied on top of an affine transformation, usually in an

element-wise way. Below some of the most important activation functions will be described.

Activation Functions

The sigmoid function, observed in equation 2.18, receives a value x and ”squashes” it to a value be-

tween 0 and 1. One limitation of the sigmoid activation function is that it saturates to a very high value

when x is very high and saturates to a low value when x is a low value, thus the gradients at these

regions are very close to 0. This problem, known as the ”vanishing gradient” makes gradient-based

optimization much more difficult [32]. Sigmoid is commonly applied in the output layer to represent a

probability distribution over a discrete binary variable.

φ(x) = σ(x) =
1

1 + e−x
, (2.18)

The hyperbolic tangent activation function, also named tanh, is intrinsically related to the sigmoid

because

φ(x) = tanh(x) = 2σ(2x)− 1. (2.19)

It ”squashes” x into a value between -1 and 1 and has the same problem of the sigmoid activation

function, nevertheless, since it is similar to the identity function in the way that tanh(0) = 0, in contrary

to the sigmoid where σ(0) = 1/2, it can optimize better because it has ”stronger” gradients, therefore it

can help to converge faster.

The rectified linear unit (ReLU) [6] computes the function

φ(x) = max{0, x}, (2.20)

which is much more efficient to optimize when compared to the sigmoid and tanh mentioned above,

due to the linear non-saturating form. Another advantage is that it performs ”cheaper” computations

compared to the expensive exponentials of the sigmoid and tanh. As a result of these advantages,

ReLU is the most widely used activation function at the level of the hidden layers. One drawback of

ReLUs, named ”dying ReLU”, happens when the activation is equal to zero, which means that the

gradient will also be zero and consequently, the ReLU unity will stay at zero indefinitely. There are

other generalizations of ReLU that address this problem, so that gradient exists everywhere, e.g., leaky

ReLU [33] or parametric ReLU [34].

Another important activation function is named softmax, an extension of the sigmoid which can only

represent a discrete binary variable as mentioned above. Softmax functions can represent probability

distributions over a discrete variable with n values. Very often, softmax functions are used at the output

of networks to represent the probability distribution over n different labels. Formally, if z = W Th+b and

10



zi = P (y = i|x), the softmax activation function can be defined as:

φ(zi) = softmax(z)i =
exp(zi)∑
j exp(zj)

. (2.21)

A nice property of softmax activation function is the fact that it is continuous and differentiable, thus

the name ”soft”. We can also observe that the probability distribution sums up to 1 and all probabilities

are positive.

Now that we know how to compute affine transformations using element-wise activation functions

the next section mentions the algorithm that will help to modify the parameters θ, in order to find the best

mapping function f(x;θ) which approximates to the real one f∗.

Back-Propagation

Deep feedforward neural networks are commonly trained by using iterative gradient-based optimizers

in order to reduce the value of an objective function, J(θ), as low as possible. This objective function is

usually named as cost function. Due to the non-linearity of the neural network, most of the cost func-

tions become non-convex, therefore the iterative process does not guarantee convergence at a global

minimum, because of the existence of many local minimum and saddle points.

Before learning, two main steps are involved. The first one, called forward propagation, consists on

propagating x into the input layer, then the information flows forward through the hidden layers until it

finally creates an output ŷ with a scalar cost J(θ) associated. The second step, called back-propagation

algorithm [35], works the other way around. The information J(θ) flows backwards through the network

to compute the gradient. Finally, this gradient is used by an optimization algorithm, e.g., gradient descent

(GD), to perform the learning (the adjustments of the parameters, θ, of the neural network). Some of the

most common used optimization algorithms will be described in more detail at section 2.2.1.

Back-propagation relies on the chain rule of calculus. If f = g(h(x)) and y = h(x), where g, h : R→

R, then we have

df

dx
=
df

dy

dy

dx
(2.22)

By generalizing beyond the scalar we can denote the same thing in a vector notation. Let h : Rm →

Rn, g : Rn → R, x ∈ Rm and y ∈ Rn, then

∇x f =

(
∂ y

∂ x

)T
∇y f (2.23)

where ∂y
∂x is the n×m jacobian matrix of h. Thus, back-propagation consists on the multiplication of

jacobians with gradients.

Let L be the total number of layers in a fully connected MLP with an input x and a corresponding

output y. The affine transformation for layer k can be defined as a(k) = W (k)Th(k−1) + b(k) and when

the activation function is applied on top of the affine transformation, a(k), we obtain h(k) = φ(a(k)).
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It is important to note that h(0) = x. After the forward pass, the output produced can be defined as

ŷ = φ(a(k)). With this information we can start by applying back-propagation through the network in

order to calculate the gradients with respect to the parameters θ (weights and biases) for each layer.

For instance, for the last layer k, by applying the chain rule to ∇W (k)J(θ) we get:

∇W (k)J(θ) = ∇ŷJ(θ) ∇a(k) ŷ ∇W (k)a(k) (2.24)

where ∇a(k) ŷ = φ′(a(k)) and ∇W (k)a(k) = h(k−1). For ∇b(k)J the same process is applied. Then,

after propagating the gradients w.r.t the next lower-level hidden layers activation k-1, g = ∇h(k−1)J(θ) =

∇ŷJ(θ) ∇a(k) ŷ ∇h(k−1)a(k), where ∇h(k−1)a(k) = W (k), we get:

∇W (k−1)J(θ) = g ∇a(k−1)h(k−1) ∇W (k−1)a(k−1) (2.25)

where ∇a(k−1)h(k−1) = φ′(a(k−1)) and ∇W (k−1)a(k−1) = h(k−2). This propagation goes on until it is

reached the first layer of the feedforward network.

At each iteration, going layer by layer in the back-propagation algorithm, we can update the parame-

ters with their respective gradients by using, for example, GD where θ(k) = θ(k−1) − ε ×∇θ(k)J(θ) and

ε is a positive scalar that determines the size of the step. In machine learning literature, ε is also called

learning rate.

In this section it has been described how to compute derivatives by using back-propagation, but

it is relevant to know that there are other optimal ways to compute the gradient and more subtleties

associated with it [9].

Optimization

Deep learning optimization is focused on finding the parameters θ that reduce the cost function J(θ)

on a training set, with the auxiliary of back-propagation, so that in the end it can generalize well to the

unseen data, called test set. For this reason, it is relevant to note that deep learning optimization differs

from pure optimization techniques.

Usually, optimization algorithms for deep learning compute each update to the parameters based

on an expected value of the cost function estimated using only a subset of the full data set examples.

These subsets, greater than one and smaller than all examples of the data set, are named mini-batch

stochastic or stochastic. One pass in the full training set is named an epoch. It is important to note that

usually, these mini-batches need to be selected in a random way to increase the effectiveness of the

algorithm, as mentioned in [9].

The most basic and widely used optimization algorithm is called stochastic gradient descent (SGD),

which is a much faster version when compared to gradient descent. At each step, it computes an average

of the gradient on a mini-batch of m examples drawn i.i.d from training data as

ĝ = ∇θ
1

m

∑
i

LossFunction(f(x(i);θ), f∗(x(i))), (2.26)
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where LossFunction denotes the per-example loss function. Then the parameters can be updated

using

θ = θ − ε× ĝ, (2.27)

in order to minimize the error on the test set, also called generalization error.

Learning with SGD can sometimes be slow because of the poor conditioning of the Hessian matrix,

which can be improved by using momentum, as observed in figure 2.1.

Figure 2.1: The contour lines represent a quadratic loss function with a poorly conditioned hessian
matrix. The red path represents the path followed by the momentum learning rule. The black arrow
represents the step that SGD would take without momentum. Source from [9].

Briefly, the SGD momentum algorithm accumulates an exponentially decaying moving average of the

past gradients, therefore speeding up convergence and helping to escape from local minima:

v = αv − ε∇θ
1

m

∑
i

LossFunction(f(x(i);θ), f∗(x(i))), (2.28)

where the hyperparameter α ∈ [0, 1) determines how quickly the contributions of past gradients

exponentially decay. The update rule for the parameters of the network is given by

θ = θ + v. (2.29)

It is relevant to note that there are many more sophisticated first-order optimization methods (that

use only the first derivative) like Adagrad [36], RMSProp 2 and Adam [7].

Batch normalization [37] is a method of adaptive reparametrization for training very deep models,

that standardizes the input of a layer for each mini-batch, working as a regularizer and speeding the

optimization procedure. One reason, proposed in [37], for being hard to train deep models is that the

distribution of the inputs to deep layers in the network may change after each mini-batch when weights

are updated. This problem was coined as ”internal covariate shift”. Despite this belief, there are some

suggestions that instead, batch normalization is successful because it smooths and in turn, simplifies the

optimization function when training the network [38]. It is named batch normalization because, during

training, the input layers are normalized using the mean and standard deviation of the values in the

current mini-batch. Let H be a mini-batch of activations for one node of the layer, where the activations

2http://www.cs.toronto.edu/ tijmen/csc321/slides/lecture slides lec6.pdf
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for each example correspond to each row in the matrix. Normalizing H corresponds to computing:

H
′

=
H − µ
σ

, (2.30)

where µ,

µ =
1

m

∑
i

Hi,:, (2.31)

is a vector containing the mean of each unit and σ,

σ =

√
δ +

1

m

∑
i

(H − µ)2i , (2.32)

is a vector containing the standard deviation of each unit. δ is usually a small positive value that

avoids the denominator of H
′

to become 0 and Hi,: corresponds to row i of matrix H. The rest of the

network then operates on H
′
.

Normalizing the mean and standard deviation of a unit to 0 and 1, respectively, can reduce the

network expressive power to represent a different distribution [9]. For this situation, it is applied γ and β

to the normalized values, which become learnable values of the network. Instead of now using H
′
, we

have:

γH
′
+ β. (2.33)

At test time it is common to replace µ and σ by averages collected during training, which allows the

model to be evaluated in just one example at a time.

Weight initialisation

Training deep learning models with sophisticated optimization algorithms, by nature, is a very com-

plex task. Above that, most of the optimization tasks in deep learning are strongly affected by choice of

the initial parameters. The starting point can determine whether the algorithm converges at all, or how

quickly it converges and whether it converges to a point with high or a low-cost value. Commonly, the

weights are initialized by randomly sampling values from a Gaussian or uniform distribution. A more

sophisticated technique is normalized initialization [39], commonly named as Xavier initialization:

W i,j ∼ U

(
−
√

6

m+ n
,

√
6

m+ n

)
, (2.34)

where m is the number of inputs, and n the number of outputs of the corresponding fully connected

layer.

Only the weights have been mentioned, but the bias terms also play an essential role in the initializa-

tion of the deep learning model. Very commonly these are set to zero.

It is also worth noting that it is also possible to initialize a supervised model with parameters learned
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by an unsupervised model trained on the same input.

Regularization

Throughout training, DNN models usually increase their accuracy on training set while degrading ac-

curacy on test set. This phenomenon, known as overfitting, is solved by applying a set of strategies in

order to reduce the test error. These strategies, also known as regularization, can impose conditions on

the model or place extra terms in the objective functions.

The L2 parameter norm penalty, also known as weight decay, adds a term to the cost function,

for penalizing parameters θ, by ”shrinking” them close to zero, thus preventing the network to model

precisely the training data and, therefore generalizing better to new data samples:

J̃(θ) = J(θ) + αΩ(θ), (2.35)

where α ∈ [0,∞) is a hyperparameter and Ω(θ) = 1
2 ‖w‖

2
2.

Dataset Augmentation is another regularization strategy that creates synthetic data, so that it can be

added to training set, in order for the model to train with more data, thus creating a better generalization

for the test dataset.

Early stopping is a regularization strategy that stops the training after a given stop criteria method,

usually, after a number of ”patience” epochs. In other words, when a given number of epochs does

satisfy the stop criteria method (”patience” epochs) the algorithm only returns the parameters that did

not satisfied the stop criteria method in the first place. For this decision to happen, usually, a part of the

training set is removed in order to be used as a validation set. This validation set will be used to apply

the stop criteria methods, mainly when performance starts to degrade in the validation set.

Dropout [40] is a powerful and recent method of regularization. It randomly selects and ignores nodes

from the hidden layers each time it is loaded some mini batch during train, meaning that they will not

contribute to the forward pass, neither updated in the backward pass. This causes networks to not overfit

to training data. When testing, all neurons are used to make predictions, therefore Dropout works like a

model averaging over all possible subnetworks that can be constructed by dropping out different subsets

of units from the original network.

Figure 2.2: An adversarial input, overlaid on a typical image, can cause an image classifier to misclassify
a panda as a gibbon. Source from [41].
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DNNs began to reach human performance in many situations when evaluated on an independent

and identically distributed (i.i.d.) test set. Therefore it is natural to wonder whether these systems have

obtained some understanding of the underlying task. To check this, we could search for what kind

of examples the model misclassifies. Szegedy et al. [42] concluded that DNNs are found to be rather

fragile and easily fooled by adversarial examples. These adversarial examples are created by adding

imperceptible noise to common examples, and thus are indistinguishable for humans. An example of

this situation is depicted in figure 2.2.

Adversarial examples can be used as regularizers, via adversarial training – training the system on

adversarially perturbed examples from the training set [41, 42].

2.2.2 Convolution neural networks

Convolutional neural networks (CNNs) [43] are a class of neural networks that use convolution in place

of general matrix multiplication in at least one of the layers, and are mainly applied to data with a

grid-like topology, e.g., images. CNNs were some of the first deep models to perform well by using back-

propagation with gradient-based learning [44], and have been extremely successful in many practical

applications [45, 46].

Convolution

The convolution operation is very straightforward. In a 2-D grid topology, a kernel matrix of weights,

as depicted in figure 2.3, slides over the 2-D grid input, performing an element-wise multiplication in

each current part of the input it is on, and then all values obtained are added together to create an

output value.

The main motivations behind convolution are parameter sharing, sparse interactions and equivariant

representations. Each of these ideas will be described, in more detail, below.

In a typical DNN, each weight matrix element is only used once when computing the output layer

and never revisited. In a convolutional neural network, each weight of the kernel is used at every input

position, except boundary pixels regarding design decisions. Therefore, the parameter sharing used

by the convolution operation is more efficient in terms of memory requirements compared to the dense

matrix multiplication. Mainly because k, the number of weights in the kernel, is usually smaller than the

number of numbers in matrix Rm∗n (where m is the number of inputs to the layer and n the number of

outputs).

In typical fully connected DNNs, every output unit interacts with all input unit. However, CNNs have

sparse connections, in the sense that only a subsection of pixels is used as input. For this reason, fewer

parameters need to be saved in memory and that to compute the output, a small number of operations

is applied. Matrix multiplication in dense layers run in O(n ∗m) for each example, while with convolution

computations the performance is O(k ∗ n), where k is smaller than m.

Parameter sharing in CNNs causes the layers to have a property called equivariance to translation.

Let f be a convolution function and g a function that translates the input. The convolution function f is
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Figure 2.3: An example of 2-D convolution. The boxes with arrows indicate how the convolution is
performed by applying the kernel to the input upper-left region, creating the output.

equivariant to g if

f(g(x)) = g(f(x)). (2.36)

Despite this equivariance to translation, the convolution operation is not equivariant to rotations and

scaling.

Pooling

A pooling function is commonly applied after a nonlinear function, e.g., ReLU, to further modify the

output. This nonlinear function, commonly applied on top of a convolution operation, creates a down-

sampling, invariant to small translations, of the input. This is useful when we only care about whether

some feature is present, rather than exactly where it is. Some of the most common used pooling op-

erations are max pooling [47] and average of a rectangular neighborhood. Max pooling reports the

maximum output within a rectangular neighbourhood.

Before illustrating an example of a well-known CNN architecture, some definitions must be men-

tioned. Commonly, a kernel of dimensions K ×K is applied to an input of size I × I × C, containing C

channels, therefore, the volume of the kernel applied to the input image is of size K×K×C. The output

produced will be of size O×O×1, where O will be shown below how to compute it. It is important to note

that C is usually omitted when mentioning kernel dimensions. There is also the stride, S, which denotes

the number of pixels by which the window of the kernel moves after each convolution operation. Zero-

padding denotes the process of adding P zeros to each side of the boundaries of the input. The most

common modes are valid padding and same padding. Valid padding means that there is no padding.

Same padding technique applies padding to the input (if needed) to fully cover the kernel and specified
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Figure 2.4: VGG-16 full architecture. All CONV layers represent a convolution, with kernel of size 3x3,
stride 1 and same padding (height and width are the same), and a ReLU applied after the convolution.
[CONV 64] means that there are 64 kernels that are going to be used, and, as a consequence, the depth
of the next layer will be of that size. [CONV 64] x2 means that we have 2 consecutive layers of [CONV
64]. All POOL operations represent a max pooling function with a kernel of size 2x2 and stride 2. In
the end we have 3 fully connected layers (FC), as mentioned in section 2.2.1, and a softmax applied in
the last layer over the 1000 classes. It is called VGG-16 because there are 16 layers with weights (the
CONV and FC layers).

stride. If stride is 1, the output size (width and height) will be the same as the input dimensions. Finally,

the formula that computes the size of O is

O =

⌊
I + 2P −K

S

⌋
+ 1, (2.37)

where I is the input size, P is the padding size, K the kernel size and S the stride.

In figure 2.4 there is an example of a very well known CNN architecture named VGG-16 [48], with

convolution and pooling operations.

2.2.3 Recurrent neural networks

Recurrent neural networks (RNNs) [49] are a class of neural networks that allow cycles, as opposite to

feedforward networks. Thus RNNs become specialized for processing a sequence of values x(t), where

t is the time step, ranging from 1 to τ . These sequences are data points related in time, e.g., segments

from audio, frames from video and words from text sentences.

Some of the most important and basic design patterns for recurrent neural networks are: sequence

to sequence, where recurrent networks produce an output at each time step t, as illustrated in figure 2.5;

and sequence to one, where recurrent networks only produce a single output after processing the entire

sequence. Additional RNN designs, such as LSTMs and encoder-decoder models, relevant for our work,

will be discussed in more detail at the end of this section.

As feedforward networks have an universal approximation theory, RNNs also can map any measur-

able sequence to sequence mapping to arbitrary accuracy [50]. Nevertheless, the main point is that the

recurrent connections allow ”memory” of previous inputs to persist in the network internal state, thus

influencing the final output.

The forward propagation equations for the standard RNN, depicted in figure 2.5 work as follow:

h(t) = φ(b+Ux(t) +Wh(t−1)), (2.38)
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Figure 2.5: Unfolding of a recurrent neural network along the input sequence. Adapted from [9].

ŷ(t) = c+ V h(t), (2.39)

where b and c are the biases, and W , V and U are the weight matrices for the hidden to hidden,

hidden to output and input to hidden connections, respectively. These equations are applied for each

time step t, considering h(0) as the initial state.

After the forward propagation, the gradient of the cost function J is computed and conducted from the

right side to the left side of the unrolled network of figure 2.5 using an algorithm called back-propagation

through time (BPTT) [9]. This algorithm is a generalization of back-propagation used for feedforward

networks.

Long-short term memory

In practice, training an ordinary RNN, as the one in figure 2.5, often leads to the so called vanishing

gradient problem [32]. One of the most effective sequence models that address this issue is named

gated RNNs. Gated RNNs learn to decide what information is irrelevant and what information is impor-

tant for the network, by clearing and updating the internal states, respectively. This is done using gate

units.

Long short-term memory (LSTM) [51] recurrent network is a class of gated RNNs, that is capable of

learning long term dependencies and has been found to be extremely successful on a large variety of

tasks [10, 52, 53].

An LSTM network is the same as a standard RNN, except that it has a memory block in the place of

the summation units of the hidden layer. The equations for the forward propagation are as follow:

f (t) = σ(W fx
(t) +Ufh

(t−1) + bf ), (2.40)

i(t) = σ(W ix
(t) +U ih

(t−1) + bi), (2.41)

o(t) = σ(W ox
(t) +Uoh

(t−1) + bo), (2.42)
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c(t) = f (t) � c(t−1) + i(t) � tanh(W cx
(t) +U ch

(t−1) + bc), (2.43)

h(t) = o(t) � tanh(c(t)), (2.44)

where f (t) refers to the forget gate, i(t) to the input gate, o(t) to the output gate, c(t) to the cell gate

and h(t) refers to the next hidden state. In plain terms, the forget gate decides what information is going

to be forgotten from the cell state, the input gate combined with the tanh equation from 2.43 is going

to decide which information is going to be stored in the cell. Equation 2.43 reflects the information that

is going to be stored in the current state and equation 2.44 represents the information that is going to

travel to the next states.

These gates allow LSTM memory cells to store and access information over long periods of time,

therefore, mitigating the vanishing gradient problem, by keeping it flowing for long duration paths [54].

A simple solution that keeps away exploding and vanishing gradients is gradient clipping. The gradient

is clipped with a reference value, before the parameter update, e.g., if the clipping value is 5 and the

parameter gradient is -10, it will be replaced by -5. Gradient clipping, in other words, will force gradient

descent to not go to a far region where the objective function is larger, therefore, not undoing much of

the work it has been done to arrive at a solution.

Encoder-decoder architecture

Encoder-decoder architecture is an RNN trained to map an input sequence to an output sequence, in

which both sequences can have distinct lengths. These kind of architectures are widely used in speech

recognition and machine translation tasks, where the input and output, overall, are not of the same

length, but might be correlated in some manner. First proposed in [55], the key concept of this architec-

ture is very straightforward. Initially, a RNN encoder processes the input sequence, X = (x1, ...,xNx
),

followed by the creation of the context C, usually a fixed-size vector. Next, the RNN decoder generates

the output sequence Y = (y1, ...,yNy
), based on C. The two RNNs (encoder and decoder) are trained

jointly to maximize logP (y1, ...,yNy
|x1, ...,xNx

).

One drawback of this design, observed in [56], is when context C has very small dimensions to

adequately summarize a long input sequence, which reduces the performance of the encoder-decoder

model. One solution proposed by [56] was to make C of variable length instead of a fixed size sequence

and it was further suggested an attention mechanism, which is going to be more detailed in section 5.1.

Memory networks

Intelligence requires knowledge, and knowledge can be acquired via learning, which motivated deep

neural networks development. However, DNNs struggle to memorize simple facts. In reality, we observe

that SGD requires that one specific example goes as input to the model several times before it can be

stored in the parameters of the neural network [9]. Graves et al. [57] conjectured that this happens

because DNNs do not have a working memory system which explicitly holds and manipulates pieces of
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information that are relevant for a particular task, similar to the human brain.

External memory networks were first introduced by Weston et al. [58], where a supervision signal

was required to instruct how the memory cells would be used. To solve this dependence, neural Turing

machines (NTMs) were introduced in [57]. NTMs can read and write arbitrary content to memory cells,

without any supervision, by using a soft attention mechanism. Furthermore, they are fully differentiable,

which makes it possible to train them in an end-to-end approach.

Controller

Read Heads Write Heads

Memory

External input External output

Figure 2.6: Neural Turing machine architecture. Adapted from [57].

The overall architecture of the NTM, which resembles the Turing machine invented in 1936 by Alan

Turing, is depicted in figure 2.6, where the controller is usually an MLP or RNN which receives inputs,

read vectors and emits outputs in response. Although the controller could be feedforward or recurrent,

the overall system is always a recurrent network. The controller reads and writes from an external

memory matrix via a set of parallel read and write heads. Next, the memory is a matrix M ∈ RN×W ,

where N is the number of memory locations (rows) and W is the vector size of each location (columns).

In order to read at time t, a weighted average sum of all memory locations is performed, i.e.,

rt
def
=
∑
i

wt(i)M t(i), (2.45)

where wt(i) is the weight associated to row i, and mt(i) is the memory vector from row i. Also, the

sum of all weights adds up to one. For the write operation at time step t, two main steps are involved.

The first step is an erase phase, i.e.,

M t(i)
′

= M t−1(i)[1− wt(i)et], (2.46)

where 1 is a vector of ones and et ∈ RW is an erase vector. At last, the second step is an add phase:
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M t(i)
def
= M t(i)

′
+ wt(i)at, (2.47)

where at ∈ RW is an add vector.

The weights mentioned above are computed by combining two addressing mechanisms: content-

based addressing and location-based addressing. More loosely, content-based addressing is analo-

gous to how people recall the full poem based on a few words, whereas location-based can be thought

as ”retrieving the full poem present in slot 9”. These addressing mechanisms are identical to the atten-

tion mechanisms, briefly mentioned above when talking about the Encoder-decoder architectures, and

discussed with more detail in section 5.1.

Previous state

wt−1

M t

Controller outputs

kt

βt

gt

st

γt

Content
Addressing

Interpolation

wc
t

Convolutional
Shift

wg
t

Sharpening

w∗t

wt

Figure 2.7: Flow diagram of the addressing mechanism in NTMs. Adapted from [57].

Figure 2.7 includes all intermediate steps to compute the final attention focus vector, i.e., wt. It

is interesting also to note that the controller network outputs the necessary parameters to integrate

different addressing mechanisms at different stages. First, it is measured the similarity between kt and

each entry of the memory, M t(i), by using cosine similarity:

K[u,v]
def
=

u · v
‖u‖2 ‖v‖2

. (2.48)

By applying cosine similarity and softmax over the rowsM t(i), the weights for the content addressing

are obtained as follows:

wc
t(i)

def
= softmax(βtK[kt,M t])i, (2.49)

where βt, outputted by the controller as shown in figure 2.7, is a positive scalar parameter that

determines how concentrated the content weight vector should be, i.e., for small values of βt, the weight

vector will be diffuse. However, for larger beta values, the weight vector will be concentrated on the

most similar row in memory. The following steps are focused on the location-based addressing, and

to implement it, we will need three more steps. The second stage creates wg
t by interpolating wc

t with

the weight vector from last time step, wt−1, using gt ∈ (0, 1). This allows the system to learn when
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to use or ignore content-based addressing. Next, in order for the focus of the weights to be shifted to

different rows, the controller emits a shift weighting vector, st, that defines a normalised distribution over

the allowed integer shifts. Each element in this vector gives the degree by which different integer shifts

are performed. For example, if shifts of -1, 0, 1 are allowed a (0.1, 0.4, 0.5) shift-vector would denote a

shift of 1 with strength 0.5, a shift of 0 (no-shift) with strength 0.4 and a shift of -1 with strength 0.1. The

actual shift is performed with a circular convolution:

w∗t (i)
def
=

N−1∑
j=0

wg
t (j)st(i− j). (2.50)

Next, if shifts of -1, 0 and 1 are given weights (0.1, 0.8, 0.1), the rotation will transform a weighting

focused at a single point into one slightly blurred over three points. To solve this, a sharpening parameter

γt ≥ 1 is required:

wt(i)
def
= softmax(w∗γtt )i. (2.51)

Finally, we have a weight vector, wt, that determines where to read from and write to. NTMs inspired

many other works based on memory external systems [59–61]. However, these systems tasks are

usually simple actions, like copying and emulating simple n-gram models.

2.2.4 Practical methodology

To apply deep learning successfully, one requires more than just knowledge about the algorithms and

the theory behind it. It is essential to know how to monitor and respond to feedback acquired from the

experiments to improve the machine learning model. Blindly guessing what do next is not enough to de-

termine the right path in the practice of deep learning. This section will describe briefly the methodology

used for this work when using deep learning. All techniques come from Andrew Ng book [4].

The main design process consists on (1) first determining the goals, what single-number metric to be

used, associated with a target value for this specific error metric, and what are going to be the validation

and test sets. For the target value, references like human-level error or Bayes error (minimum error rate

possible to achieve) are commonly used. The second main step is to (2) establish a simple working

system as soon as possible. If possible, it is an excellent approach to use an architecture that is already

successfully used in the same kind of problem. After building the first model, the next step is to (3) apply

bias/variance (described below) and error analysis, i.e., examine the examples that were misclassified

in the validation set, so that conclusions can be made about what were the underlying causes. After

using bias/variance and error analysis, (4) it is essential to do incremental changes such as adjusting

hyperparameters, gathering and adjusting data and, the most demanding one, creating a new algorithm

or architecture. From 1 to 4, all these steps can be redone all over again if, for example, in step 4, we

conjecture that the metric being used is not the most appropriate.

It is important to note that the term bias and variance used here, for simplicity and as mentioned

in [4], do not follow the formal definition used in statistics. The error rate on the training set is used as
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Figure 2.8: Bias/variance machine learning practice. From https://www.deeplearning.ai, by Andrew
Ng.

the algorithm bias, and the variance is how much worse the system performs when comparing training

with validation or test set. For example, suppose that a model recognizing speech has 16% error on the

validation set and 15% on the training set. We can conclude that the variance, i.e., 1%, is small when

compared to the bias. The main bias/variance workflow used in this project is depicted in figure 2.8.

2.3 Automatic speech recognition

The first genuinely complete speech recognition system, named ”Audrey”, was created in Bell Labs,

1952. It could only recognize digits. In 1962, IBM demonstrated ”Shoebox” machine 3 in Seattle world

fair, that could only understand 16 words spoken in English. From 1971 to 1976, the Defense Advanced

Research Projects Agency (DARPA) created funds for speech recognition research to end up with a

machine capable of understanding a minimum of 1000 words. As a result, Carnegie Mellon University

(CMU) built ”Harpy”, a system that could understand 1011 words. Since the early 1980s, the speech

recognition community started to use HMMs to predict the most probable symbols given the last one.

Ever since the community of automatic speech recognition (ASR) has been growing and improving.

In this section, the modern goal of ASR will be defined, followed by a brief explanation of some of

the main challenges that arise in the field, how acoustic features are commonly extracted. Finally, an

overview at the two most common ASR approaches, i.e., HMM-based and end-to-end, will proceed.

Details about these two speech recognition paradigms will be presented later in chapters 4 and 5,

respectively.

2.3.1 Automatic speech recognition goal

The goal of speech recognition is to map an acoustic signal, containing utterances from a spoken natural

language, into the correct sequence of words, without being necessary to figure out the meaning of what

3https://www.ibm.com/ibm/history/exhibits/specialprod1/specialprod1 7.html
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was said. Let X = (x(1),x(2), ...,x(T )) be a sequence including acoustic input vectors, usually formed

by splitting the audio into 25ms frames, and y = (y(1), y(2), ..., y(T )) denote the target output sequence,

commonly a sequence of words or letters. The process of speech-to-text transcription, denoted ASR,

consists of creating a function f∗ that calculates the most probable sequence of words, sub-words or

letters y given X:

f∗(X) = argmax
y

P (y|X) (2.52)

= argmax
y

log p(X|y) + log P (y) (2.53)

Equation 2.53, derived from applying Bayes rule and applying a log domain, divides the problem

into two: language modeling (LM) and acoustic modeling (AM). Language modeling is concerned with

computing the prior probability P (y) whereas acoustic modeling estimates the likelihood p(X|y).

The proper evaluation measure for the task of transforming speech signal into words is denoted

as word error rate (WER). The sequence of output words is aligned using a dynamic programming

alignment algorithm with the target sequence and, once that is performed, the accuracy of the ASR can

be measured as a string edit distance between the real output and the desired target output (containing

N words) by counting the number of S substitutions, D deletions and I insertions. WER can be defined

as:

WER = 100× S +D + I

N
% (2.54)

and the corresponding accuracy as:

Accuracy = (100−WER)% (2.55)

Finally, for the character error rate (CER) and phone error rate (PER), the equations are similar to the

WER equation. The main difference is that the evaluation corresponding to CER is done at the character

level, and the evaluation corresponding to the PER is done at the phoneme level. Therefore the N in

equation 2.54 for CER is the number of characters in the desired target output, and for the PER it is the

number of phonemes present in the desired target output.

2.3.2 Automatic speech recognition challenges

There are several causes of variability that make the task of ASR arduous [62]. Firstly, we have the size

of the vocabulary, which mainly depends on the language being used, e.g., agglutinative languages - for

example Hungarian, Finnish, Japanese and Korean - have larger vocabularies than non-agglutinative

languages, like English. Another source of variability is the speaker, i.e., all speakers have differences

that arise from the combination of vocal tract, age and accent. One way to deal with this vast vari-

ability, so that the system can work with more speakers, is to create a speaker-independent instead of
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a speaker-dependent system. The acoustic environment can also have a big impact on the accuracy

of the ASR model when we are dealing with the presence of noise, competing speakers, echo and

reverberance. For instance, if an ASR system is trained under close to perfect acoustic environment

conditions and, for example, someone seated on a couch wants to use it when the TV is on, the ASR

system will behave badly. Finally, the speaking style is the main last source of variability that makes

ASR task more challenging. If we want an ASR system that has good accuracy performance with both

continuous and spontaneous speech, as opposite to an isolated word and planned speech, respectively,

the path to achieve it will be harder. In particular, while speech from reading newspapers and books can

be recognized with high accuracy, for spontaneous speech, recognition accuracy drastically decreases

because of the higher variability in it caused by disfluencies, like filled pauses, repetitions, false starts

and ”repaired” utterances. This higher variability translates into the need of having a much larger corpus

or a more optimized or new learning model that encompass all variations.

2.3.3 Acoustic features

The speech waveform is not directly used by speech recognition systems since raw audio data is noisy

and meaningless. Instead, techniques of signal processing are used to derive the acoustic features that

are going to be modeled by an HMM-based or by an end-to-end model. These acoustic features are

a compact representation of the wave form that only contains essential signal information needed to

discriminate between words, and they are commonly computed every 10ms, using a Hamming window,

i.e., an overlapping analysis window of around 25ms [62]. Despite of a large variety of representations

used in speech recognition [63], mel frequency cepstral coefficients (MFCCs) are the most widely known

and used. Introduced by Davis and Mermelstein in the 1980’s [64], these are originated by applying a

Fourier Transformation to each frame of the original speech signal, which changes the signal from a

time domain to a frequency domain. A mel scale is applied, using triangular overlapping windows, that

approximates the response of the human ear. After the mel scale, it is followed a log domain, since

we do not hear loudness on a linear scale, and finally, a discrete cosine transformation (DCT) is per-

formed [65]. At the end we get a set of vector features, normally 12 values for each frame, named as mel

frequency cepstral coefficients. Besides these set of coefficients, something that improves considerably

the recognition accuracy is the addition of the first and second temporal derivatives coefficients (also

known as delta and delta-deltas), which extract temporal information between phoneme transitions not

present in spectral features [65] (this compensates the assumption of conditional independence made

by the HMMs, stated at 2.1). The final result after the mentioned augmentation of delta and delta-deltas

is a feature vector of size around 40. The other common used representation is filter banks, where the

main difference from MFCCs is that the last transformation applied is the mel scale.

It is known, as mentioned in section 2.3.2, that speech recognition accuracy decreases in noisy

environments, so it is a must for speech recognition systems to be robust with respect to their acoustic

environments. For example, if an acoustic model is trained using a set of features from a clean acoustic

environment, a set of test features containing utterances from an acoustic noisy environment would
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mismatch with the already trained model, therefore reducing its recognition accuracy. To overcome

this problem, partially, cepstral mean and variance normalization (CMVN), [66] is commonly used. It is

important to mention that if these methods are not correctly used, the ASR performance may decrease.

2.3.4 Two main paradigms in speech recognition

There are two main approaches for the task of ASR: HMM-based and end-to-end models. HMM-

based models, discussed with more detail in chapter 4, were state-of-the-art for more than twenty

years [9]. They consist of an acoustic model, a language model, a pronunciation model and a decoder.

The acoustic model is used to model the mapping between speech input and feature sequence (usually

phoneme sequences). The pronunciation model, built typically by specialized human linguistics, maps

phonemes to graphemes, and the language model maps the character sequence to the final transcrip-

tion. The construction and implementation of these modules are complex and time-consuming. Also,

they are all optimized with different objectives. More importantly, these sub-optimal optimizations do

not optimize the real goal of the ASR task, i.e., usually minimizing a distance metric error for the labels

(usually words, characters or phonemes, e.g., WER). Since 1980, HMM-GMMs systems were widely

used and extensively researched. Consequently, they started to approach their ceiling, especially when

dealing with daily conversations, such as telephone calls and conferences. After 2012, state-of-the-art

improved significantly in ASR by replacing the GMMs from the HMM systems with DNNs [8]. Beyond the

sub-optimal training problem, the conditional independence assumptions taken into account (within the

HMM and language model) to simplify the model training and construction do not match the real speech

situation.

Due to the mentioned HMM-based problems, more and more work started to exist for end-to-end

systems, discussed with more detail in chapter 5. Compared to the HMM-based system, the end-to-end

system replaces multiple modules with a DNN that directly maps input audio sequence to a sequence

of characters, words or sub-words. The above difference gives the following characteristics to the end-

to-end system:

• Jointly training the multiple modules with a single network architecture enables the end-to-end

system to use a function that seeks globally optimal results [10].

• It directly maps the acoustic features to the output text and does not require further processing to

achieve the final transcription, as opposite to HMM-based models [67].

For end-to-end, there are two main approaches: CTC-based and attention-based models, which will

be briefly explained below. The closest and first proposed approach to solve end-to-end in ASR was

proposed by Alex Graves et al., in 2006 [14], with the creation of the CTC loss function which solves

hard alignment by computing its loss with the auxiliary of a blank label. In other words, CTC loss first

enumerates all possible hard alignments (denoted by the name path) and then it achieves soft alignment

by aggregating these hard alignments. Also, CTC directly outputs the target transcriptions. CTC main

problem is that it cannot model the language, because it considers each label in the output sequence
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to be independent of each other. This is the reason why CTC-based models are not fully end-to-end.

To solve the independence assumption of CTC-based models, the RNN-T model, which was proposed

in [15], enumerates all hard alignments and then aggregates them for soft alignment. However, as

opposite to CTC, it does not make independent assumptions about labels when enumerating the hard

alignments.

Figure 2.9: Recurrent neural network transducer (RNN-T) architecture. Source from [68].

The RNN-T network architecture, depicted in figure 2.9, consists of three subnetworks. The tran-

scription network is an encoder that maps the acoustic features into a speech embedding space, and

the prediction network is an RNN that models the interdependencies within the output label sequence.

The third subnetwork is a joint network which creates the alignment between the input and output se-

quence. RNN-T loss is very similar to the CTC loss, in the way that their goals pass by solving hard

alignment in speech recognition, by using dynamic programming. Despite the advantages over CTC,

i.e., no independence assumptions exist anymore for modelling language, the RNN-T model is harder

to train, thus using pre-training to improve the model performance is needed [69]. Another disadvantage

in all CTC-based and especially in RNN-T models is that, since they first enumerate all hard alignments

and then aggregate them, there could be many illogical paths.

Attention-based models are the other paradigm of end-to-end systems in ASR. As opposed to CTC-

based and RNN-T, these systems do not enumerate all hard alignments. Instead, they do soft alignment

between input and output, directly, by using an attention mechanism. The attention-based systems can

be divided into an encoder that processes all input feature sequences. An attention layer that works

as an aligner and the decoder that models the language. One of the main problems that arise with the

combination of the encoder and attention modules is latency. Since the attention module needs to wait

for the encoder to produce the full encoded sequence, in order to start working, there is an increase in

the delay from the model. Conversely, the CTC-based and RNN-T models do not need to wait for the full

encoded sequence produced by the encoder. Two drawbacks that come from this increased delay are:

on the one hand, if the encoded sequence is significant, the attention module will take more time to do its

computations, therefore increasing more the delay; on the other hand, since the speech is much larger

than the ground truth transcription, much redundant information will be given to the attention module.
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The solution for this problem and the monotonic problem introduction will be more detailed in chapter 5.

Overall the attention-based models have better accuracy than the CTC-based or RNN-T models but

have the most delay.
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Chapter 3

Corpora

In this chapter, we provide a full description of the corpora used in all experiments for this thesis, reported

in sections 4.2 and 5.2. Initially, for gathering data, unsuccessfully extensive research was performed

on the web to find publicly available European Portuguese transcribed data resources. It was shortly

discovered that most common public speech repositories, which were few, e.g., LibriVox, practically do

not contain any European Portuguese content, as opposite to Brazilian and English languages. Conse-

quently, it was decided to use some of the data sets owned by INESC-ID for automatic speech recogni-

tion purposes. This chapter starts with a description of the ALERT corpus, followed by a description of

BD-PÚBLICO, SPEECHDAT and TRIBUS datasets.

3.1 ALERT

Collected from November 2000 through January 2001, ALERT [70] is a Portuguese broadcast news (BN)

corpus that contains spontaneous speech. It was created with the cooperation of RTP, a public service

broadcasting organisation from Portugal. This corpus, downsampled to 16kHz, is already divided into a

training, validation and test set. It is also composed of two primary types of files: an audio stream file

(.wav) and an associated transcription file (.trs). The training data contains around 60 hours of speech

with 1366 speakers and 47552 utterances. The validation set contains 8 hours of data with 260 speakers

and 6222 utterances. Finally, the test set with 6 hours has 175 speakers and 4701 utterances. All this

information is depicted in table 3.1.

There is a 4-gram trained language model associated with this corpus, and a pronunciation model,

with 115503 different pronunciations in SAMPA format 1, created both in AUDIMUS.media [70]. The

language model was designed by using linear interpolation of three distinct LMS. The first is a backoff

4-gram LM, trained on a word corpus of newspapers texts containing 700M words. This out-of-domain

corpus was collected from the web. The second LM is a backoff 3-gram LM trained on an in-domain

corpus of broadcast news transcripts, with around 531k words. Finally, the third model is a backoff 4-

gram LM, estimated from the European Portuguese web newspapers, collected the week before creating

1www.phon.ucl.ac.uk/home/sampa
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the interpolated LM. The final interpolated LM is a 4-gram LM with Kneser-Ney modified smoothing, 100k

1-gram, 7.5M 2-gram, 14M 3-gram and 7.9M 4-gram.

#utters #speakers #hours

training set 47552 1366 60
validation set 6222 260 8
test set 4701 175 6

Table 3.1: ALERT experimental speech corpus.

3.2 BD-PÚBLICO

BD-PÚBLICO [71], similar to Wall Street Journal corpus (WSJ0), consists of read speech from the Por-

tuguese newspaper Público. Created in 1997, it contains 120 different speakers, where ages range from

19 to 28 years old. Thus it is a speaker-independent continuous speech recognition system. The train-

ing, validation and test sets are already divided into distinct subsets. The training set contains around

23 hours with 100 speakers and, the validation and test set contains 2 hours and 10 speakers each. The

sampling rate, 16kHz, is the same as ALERT, mentioned above. BD-PÚBLICO also comes associated

with a backoff 3-gram closed language model, trained using the CMU-Cambridge statistical language

modelling (SLM) toolkit, and a SAMPA pronunciation model with 32144 different pronunciations. The

language model being closed means that OOVs are eliminated from training data and are forbidden in

test data.

#utters #speakers #hours

training set 8389 100 23
validation set 584 10 2
test set 592 10 2

Table 3.2: BD-PÚBLICO experimental speech corpus.

3.3 SPEECHDAT

SPEECHDAT [72] corpus is a collection of speech read from telephone calls, collected by Portugal Tele-

com, a Portuguese telecommunications operator named Altice Portugal. Later, this collected data was

designed and post-processed by INESC-ID. SPEECHDAT was recorded in two main phases: SPEECH-

DAT 0, with approximately 1000 speakers involved and the second was SPEECHDAT 1, with approx-

imately 4000 speakers involved. Each telephone call included in the database contains 33 red items

and 7 spontaneous answers, where some contain demographic information. Only the 9 phonetically rich

sentences, from the set of 33 items, were used to create SPEECHDAT corpus for the ASR task.

As opposite to ALERT and BD-PÚBLICO, SPEECHDAT experimental setup had to be created. When

working with SPEECHDAT we noticed that SPEECHDAT 1 contains only 3622 unique utterances from
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the total number of 36243 and SPEECHDAT 0 has only 904 unique utterances compared to the total

of 9000 utterances, also mentioned in [73]. Furthermore, SPEECHDAT 0 and SPEECHDAT 1 are two

disjoint sets. Considering that, SPEECHDAT 1 was transformed into a training set and SPEECHDAT

0 into validation and test sets. For the validation and test sets, the data was divided according to the

number of speakers, i.e., half of the speakers to the validation set and the other half to the test set. This

data splitting process was made such that the number of female and male speakers were almost the

same for each set. Since there are speakers where gender is not labelled in the original data set, the

last set, i.e., test set, being created got all unlabelled speakers. As depicted in table 3.3, the training set

contains around 63 hours, the validation set contains 9 hours, and the test set has 9 hours. Also, random

seeds were used to create and recreate the validation and test sets with the same data. The sampling

rate used for SPEECHDAT is 8kHz, as opposed to ALERT and BD-PÚBLICO, typical for telephone

speech data.

For creating the pronunciation model, which contains all unique words that appear in the training set

of SPEECHDAT, we collected a lexicon of 12115 words, using SAMPA for phonetic annotation, obtained

from publicly available resources. Finally, we first estimated a back-off 3-gram model with Kneser-Ney

smoothing combined with Good-Turing smoothing to create the language model. Using the validation

set, the perplexity for this LM is 1182.28. Since this LM is a poor model to use for HMM-based ASR

in SPEECHDAT, we interpolated this 3-gram LM model with BD-PÚBLICO LM. Using all combinations

of weights, i.e., 0.1 to 0.9, we estimated the best language model obtaining a perplexity of 230 on the

validation set. The best combination of weights, used for the linear interpolation, were 0.2 to the LM of

SPEECHDAT and 0.8 to the LM of BD-PÚBLICO. It is relevant to note that, to train the linear interpolated

LM, the pronunciation model of SPEECHDAT was combined with BD-PÚBLICO pronunciation model,

giving a total of 33470 different pronunciations. This BD-PÚBLICO pronunciation model is different from

the original mentioned above and is described with more detail in TRIBUS section 3.4.

#utters #speakers #hours

training set 36243 4027 63
validation set 4497 500 9
test set 4503 501 9

Table 3.3: SPEECHDAT experimental speech corpus.

3.4 TRIBUS

TRIBUS training set, with 92131 utterances, was created by concatenating all training sets from SPEECH-

DAT, ALERT and BD-PÚBLICO, using a Kaldi [74] script named ”combine data.sh”. For the validation

and test sets, we used the same sets from SPEECHDAT, ALERT and BD-PÚBLICO. Hence, TRIBUS

contains three validation and three test sets. The number of utterances, speakers and hours for the

mentioned sets is depicted in table 3.4. It is relevant to note that for decoding, the language model used

for each set is the one that corresponds to the respective corpus.
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Next, in order to have one pronunciation model for TRIBUS, we took all different words from ALERT

original pronunciation model and created a new one using the online word to phoneme converter, the

same as in SPEECHDAT 3.3. Following, SPEECHDAT and ALERT pronunciation models were grouped

to create a new one with around 99583 different pronunciations. Eventually, the pronunciation model was

used to train a 5-gram grapheme to phoneme (G2P) model using sequitur G2P toolkit 2. After training

it, the model was used to make inference in all BD-PÚBLICO words. At last, all new pronunciation

dictionaries, except for SPEECHDAT, were grouped, giving a total of 108358 unique pronunciations. It is

important to note that, instead of using the online source to create the pronunciations for BD-PÚBLICO,

the G2P model was created to have a system to generate every sequence of phonemes for all European

Portuguese words in a fast and reliable way. Finally, to train and evaluate ASR systems with TRIBUS,

ALERT and BD-PÚBLICO datasets were downsampled to 8 kHz, so that they would match the sampling

frequency of the telephone data.

#utters #speakers #hours

training set 92184 5493 146

ALERT validation set 6222 260 8
SPEECHDAT validation set 4497 500 9
BD-PÚBLICO validation set 584 10 2

ALERT test set 4701 175 6
SPEECHDAT test set 4503 501 9
BD-PÚBLICO test set 592 10 2

Table 3.4: TRIBUS experimental speech corpus.

2https://github.com/sequitur-g2p/sequitur-g2p
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Chapter 4

Hidden Markov based models

This chapter main goal is to describe the creation of state-of-the-art HMM-based systems, respectively,

for BD-PÚBLICO, SPEECHDAT, ALERT and TRIBUS, mentioned in chapter 3. For this purpose, all

systems mentioned above will be trained using an HMM-GMM and an HMM-DNN model to compare

both approaches. This chapter starts with a brief overview of some key concepts behind HMM-based

models and how they evolved, in 4.1. Section 4.2 and 4.3 detail the experimental setup and the results

obtained, respectively. Finally, in 4.4 we discuss some conclusions regarding HMM-GMM and HMM-

DNN systems.

4.1 Related work

HMMs combined with Gaussian Mixture Models (GMMs) were the quintessential systems that domi-

nated speech recognition state-of-the-art, from 1980 until 2012. While HMMs naturally model the tem-

poral sequence of phonemes, GMMs dictate how each hidden state of the HMM fits into the acoustic

feature vectors mentioned in section 2.3.3 [75].

In HMM-based systems, the phoneme is the elemental unit of sound used by the acoustic model,

e.g., the Portuguese word ”galho” is composed by four phones /g/ /a/ /lh/ /o/. These traditional ASR

systems, are comprised of an acoustic model, language model, pronunciation model and a decoder as

depicted in figure 4.1. Each model is independent of each other and all must be trained solely. It is

also worth noting that these individual training can be very complex and time consuming for each model,

respectively.

As mentioned in beginning of section 2.3.1, the acoustic model is used to model the mapping be-

tween speech input and acoustic features and the language model to compute the probability of a

sentence, or sequence of words, of a given language, which in most cases is a n-gram model, that

computes the most probable word that might follow after the last n-1 words [76]. Next, the pronunciation

model, which requires a lot of human expertise, maps words from the vocabulary to their correspon-

dent phonemes. It is important to note that there are words which have the same writing but different

pronunciations (e.g., the word ”colher” in Portuguese can be used to talk about the spoon used in the
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Figure 4.1: HMM-based architecture.

kitchen or to talk about harvest, with different pronunciations) and that the HMM-based model will only

recognize existing words present in the language vocabulary, that is specified when a LM is trained.

Lastly, the decoder searches for the most likely sequence of words or characters given the acoustic

model, the language model and the pronunciation model, mentioned above. In most of the cases we are

in the presence of a large vocabulary continuous speech recognition (LVCSR), which makes the search

harder, because of the huge searching space, that might be much bigger when dealing with long-span

language models, like trigrams. Viterbi algorithm, mentioned in section 2.1 works well for small vocabu-

laries, but finding a solution for LVCSR using only Viterbi is unfeasible. Optimized decoders use pruning

to remove unlikely hypotheses, thereby keeping the search more tractable. Some examples of these

optimized decoders are based on beam search, weighted finite state transducers (WFSTs) theory or in

stack decoding, which is essentially an A*-search [62].

It is also pertinent to point out that, in the presence of LVCSR, powered by enhanced computing ability

and big data, HMM-based systems work with context-dependent phone models, often called triphones,

i.e., that have both a left and a right context. If the HMM model was built with only phone models, also

known as monophones, all output speech words would be formed by concatenating a specific sequence

of phone models together. The issue that emerges when using this system is that the mapping from

phonemes to words is not unique. For instance, the word ”colher” mentioned above in this section has

a different sequence of phonemes for the two different pronunciations in European Portuguese (spoon

or harvest), and also, the sentence ”It’s hard to recognize speech” can be transcribed as ”It’s hard to

wreck a nice beach” if using monophone models. This means that pronunciation contexts are different

depending on the preceding and following phonemes of the word, hence the importance to have a model

that can capture the large variability of speech, mainly when working with LVCSR, i.e can solve problems

like coarticulation (changes in speech articulation as a result of the neighboring speech). For triphones,

if there are N possible phones in the respective language, there are N3 potential triphones. Since there

will probably exist many triphones that are not observed in the training data, a sharing of parameters

between different triphones must be performed (illustrated in figure 4.2). Usually this aggregation that

creates tied-state triphone models is done through classification and regression trees (CARTs) [62].

Despite of the prominent dominance of HMM-GMMs systems from 1980 to around 2012, neural

networks were already used in some recognition systems, with strong comparable results for HMM-
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Figure 4.2: Formation of tied-state triphone models.

GMMs models [77], using TIMIT [21] corpus as a comparison base term. From that moment on, TIMIT

has been a standard for phoneme recognition. Despite all of this, the switch in the industry to neural

networks was not justified because of all investment expenditure done for HMM-GMMs systems [9].

However, as a result of this extensively research in HMM-GMMs systems, the performance was also

approaching its ceiling, more specifically with spontaneous speech.

In the course of time, advances in computer hardware were made, which enabled powerful methods

for training deep neural networks, that enclose many layers of non-linear hidden units. As a result, GMMs

started being replaced by DNNs, because the latter have the potential to learn much better models of

data that lie on or near a nonlinear manifold compared with GMMs, i.e., they can statistically generalize

better [8]. The early approach adopted in 2009 used restricted Boltzmann machines (harmonium as

the original name for these deep probabilistic models [78]) to model the input data in an unsupervised

way. After the pretraining phase, they are used to initialize the DNN layers parameters, an important

optimization technique for non shallow networks, and then the whole network is discriminatively fine-

tuned to predict the target HMM states for a given fixed-size input frame. The phoneme error rate, on

TIMIT, went downwards to 23.0 percent with this new approach [79]. Later, in 2012, Hinton et al. [8]

portrayed all progresses achieved by using deep learning in the recognition field. This overall switch,

translated into an improvement of around 30 percent on the performance of ASR systems. From this

moment on, the speech recognition community headed for the use of DNNs in acoustic modelling.

Currently, time-delay neural networks (TDNNs) [80], similar to convolution operations, discussed in 2.2.2,

applied over temporal data, with stride 1, no pooling and no padding, is one of the most commonly used

architectures that replace GMMs. In 2015, a new architecture was proposed in [81], where the main

difference from original TDNNs is that the outputs of the activation from previously hidden layer are

spliced as input to the current layer. Therefore, the current layer operates at a much broader context,

compared with the previous layers. As we can see from figure 4.3, from layer 3, if we have {−3,+3}, it

means we splice together the input at the current frame minus 3 and the current frame plus 3. A more

recent version of TDNN which gives better performance results is TDNN-F [82], whose matrix weights
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from a layer are compressed using singular value decomposition (SVD), i.e., creating a bottleneck layer.

Figure 4.3: TDNN with subsampling. Source from [81].

Despite these accomplishments, the role played by DNNs was still limited, since it only models the

posterior probability of the HMM hidden states. HMMs also have weaknesses working as generative

models, mainly the lack of correlation between acoustic features and the temporal independence of

speech between HMM states. It is also relevant to note that, to train a state-of-the-art HMM-DNN

system, it is first necessary to train an HMM-GMM system to align the corresponding frames and HMM

triphone states. Thus, there is a huge strive by the community to conceive new ASR architectures using

only deep learning frameworks. A modern approach named end-to-end is discussed with more detail in

chapter 5.

4.2 Experimental setup

To compare both approaches of HMM-GMM and HMM-DNN models, experiments were conducted us-

ing Kaldi [74] (a free, open-source toolkit for speech recognition research) for BD-PÚBLICO, SPEECH-

DAT, ALERT and TRIBUS, respectively. The four European Portuguese corpora last-mentioned are

described in chapter 3. It is also important to note that all recipes used to train the HMM-based models,

for each corpus, come from the same Kaldi baseline: Wall Street Journal (WSJ) recipe, available at 1.

The main experimental procedure consists on first training all HMM-GMM models in each respective

corpus mentioned above, and then, using the alignments created for each corpus, train an HMM-DNN

model, e.g., we first train an HMM-GMM model with ALERT corpus and then use the alignments to train

an HMM-DNN system on the same dataset, and so on for all remaining datasets. The workflow for

each HMM-based model will be more detailed in section 4.2.2 and section 4.2.3. Before explaining the

training flow, we will give a description of relevant Kaldi data preparation for each corpus.
1https://github.com/kaldi-asr/kaldi/tree/master/egs/wsj
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4.2.1 Kaldi initial setup

Before training, it is required to create some Kaldi files at the beginning of data preparation for the

recipes to work, beyond the main ones: text (mapping from utterance id to transcription), wav.scp (map-

ping from utterance id to the filename or a command that extracts a wav format file) and utt2spk (mapping

utterance id to speaker id) files. First, it is required to create one file named lexicon.txt which contains

all mappings from words or non-lexical words (e.g., laugh and ehm hmm , where the former means

laugh and the latter is an interjection) to the corresponding sequence of phonemes. It is relevant to

note that each non-lexical (special) word created for all corpora mentioned in chapter 3, will have one

specific matching phoneme. Before going into more detail about the other files, all non-lexical words and

respective phones (between brackets) created for all corpora, i.e., BD-PÚBLICO, SPEECHDAT, ALERT

and finally TRIBUS, when required, are:

• ehm hmm [ehm], which maps to all interjection sounds.

• inahle [inh], which maps to all inhaling sounds.

• laugh [lau], which maps to all laugh sounds.

• nsnoise [nsn], which maps to all non-spoken noise sounds.

• spnoise [spn], which maps to all spoken noise sounds.

It is also essential to notice that there is another special symbol, which represents silence, named

sil . This symbol represents already a phone by itself. Following, it is required to create a file named

nonsilence phones.txt, with a list of all phones corresponding only to the words and not special words,

and a file named silence phones.txt, which contains all phones corresponding to the special words plus

the silence symbol, i.e., sil . The division is done in this way since it is a Kaldi practice, where si-

lence, noise and vocalized-noise phones are classified as ”silence” phones, and all phones representing

traditional phonemes as ”nonsilence” phones.

Each corpus had a slightly different initial setup relative to the creation of the mentioned files. For

SPEECHDAT there are some special words used to represent noise of some kind, or silence, that

are between rectangular brackets in original transcriptions, e.g., [riso], or are represented in the form

of a tilde or an asterisk. All these special notations are mapped to special words, mentioned above:

ehm hmm , inhale , laugh , nsnoise , spnoise and sil . All SPEECHDAT transcriptions that contain

some words followed and preceded by tilde or asterisk were mapped to nsnoise . Tilde was mapped to

sil and double asterisk to nsnoise . This new especial words, ehm hmm , inhale , laugh , nsnoise

and spnoise , except sil , were mapped to specific phonemes, i.e., ehm, inh, lau, nsn, spn respectively,

and added to the silence phones file, as mentioned above. All other phonemes that belong to the

common words are all in the nonsilence file. These new mappings are added to lexicon.txt file, which

already contains all mappings for all other words. For the out of vocabulary (OOV) words that might

appear, spnoise is the symbol that they will be mapped to. Finally, it is essential to note that around
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28 utterances, that belong to training set of SPEECHDAT, were rectified, since their transcriptions were

wrong from the original audio.

Next, for ALERT, the special words that exist in transcripts: %pp, nm, hm, è, hhh and hh, were

mapped to spnoise . It was also created the sil phone. Therefore, the only phones added to the

silence list were spn and sil . spnoise was also used to be mapped for the OOV words. Subsequently,

for BD-PÚBLICO, the only special phonemes created were spn and sil . Despite not existing in tran-

scriptions some special notation, spnoise was created to be used as a mapping to OOV words. Finally,

for TRIBUS corpus, the ”silence” and ”nonsilence” phone files are a union of all phones mentioned in

SPEECHDAT, ALERT and BD-PÚBLICO, i.e., the silence phones are going to be sil , ehm, inh, lau, nsn

and spn.

For this initial setup, it is also important to note that two more files are required for each corpus:

optional silence.txt file and extra questions.txt file. For all corpora mentioned above, optional silence.txt

only contains phone sil , and extra questions.txt file is empty.

4.2.2 HMM-GMM recipe

This section will first mention how features are extracted to train the models for BD-PÚBLICO, SPEECH-

DAT, ALERT, and TRIBUS. Finally, the training flow to create good ASR HMM-GMM systems for each

mentioned corpus, similar to WSJ Kaldi training recipe, will be described.

Acoustic features

All features extracted for training the HMM-GMM model for BD-PÚBLICO, SPEECHDAT, ALERT and

TRIBUS, respectively, are MFCCs, as mentioned in section 2.3.3. The features are extracted every 10

ms with a window of 25 ms. Since no delta and delta-delta are computed in this feature extraction pro-

cedure, the final vector for each frame contains 13 coefficients instead of 12, mainly because Kaldi uses

the 0th coefficient, also obtained when computing the MFCCs. One of the reasons to use the 0th coeffi-

cient is that it gives a slight improvement in the WER when compared to using only 12 coefficients [83].

It is also computed cepstral mean and variance statistics per speaker, for each corpus.

Training

The overall procedure used for training state-of-the-art acoustic models in European Portuguese,

similar to WSJ recipe in Kaldi, contains some main steps. First, a monophone model that does not

contain any contextual information about left and right phones mentioned in 4.1, is trained to create a

building block for all triphone models, also described in section 4.1, which uses contextual information.

After the monophone training phase, there is an alignment phase where audio will be aligned with the

corresponding reference transcript, using the trained monophone acoustic model. The main goal for this

alignment phase is that additional training models can use the output, i.e., alignments, to improve their

parameters. Following comes triphone training, with the computation of delta and delta-delta features,

mentioned in section 2.3.3, mainly because they convey richer information about the frames context [84].
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Figure 4.4: Baseline workflow of an HMM-GMM training system in Kaldi.

After performing the alignment phase, using the trained triphone acoustic model, a new triphone system

is obtained using a Linear Discriminant Analysis with Maximum Likelihood Linear Transform (LDA-MLLT).

LDA [85] is used for reducing dimensions of features vectors, which helps to increase accuracy [86].

MLLT [87] transforms the reduced feature space from LDA to a newly transformed space that is Gaussian

distributed [86]. Following, an alignment is done using the triphone LDA-MLLT system and, at last, a

triphone Speaker Adaptive Training (SAT) model is trained using the new alignments. SAT [88] is a data

transform technique that normalizes all speakers to look more like each other, i.e., performs adaptation

on the training set and projects training data into a speaker-normalized space. The acoustic model

parameters are then computed in this new feature space, allowing the model to generalize better to

unseen speakers. From this training flow, we can conclude that training a state-of-the-art HMM-GMM

system involves many refinement steps. The full training scheme is depicted in figure 4.4.

All corpora (BD-PÚBLICO, SPEECHDAT, ALERT and TRIBUS) uses for each training step different

parameters and number of utterances, despite having a common training workflow, as mentioned above.

BD-PÚBLICO uses the 2000 shortest utterances from the original training set, to train the monophone

system and 6000 utterances, from the original training set, to train the triphone system with delta and

delta-delta. For the two remaining steps (triphones + LDA + MLLT and triphones + SAT), all original

training set of BD-PÚBLICO is used for the training. ALERT uses the 2000 shortest utterances from

the original training set to train a monophone system and a subset of 4000 utterances, from the original

training set, to train the triphone system with delta plus delta-delta. The last two steps use all training set.

For SPEECHDAT, the 2000 shortest utterances from the training set are used to train the monophone

system and a subset of 5000 utterances, also from the training set, is used to train the second stage. For

the penultimate and finale training stages, all original training set is used. Finally, for TRIBUS corpus,

the 2000 shortest utterances are used to train the monophone system; a subset of 30000 utterances
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from a total of 92184 (section 3.4) is used to train the second stage and, for the remaining steps, all

training set is applied.

Next, all parameters used for the triphone models, such as the maximum number of leaves (num-

leaves) and the total number of Gaussians (totgauss) over all leaves, are depicted in the table 4.1. It

was not performed an extensive search to choose the optimal parameters, except for TRIBUS. In the last

training stage (triphones + SAT), the TRIBUS training set is much bigger than the other corpus. For this

reason, the number of leaves and Gaussians when increased gave slightly better WER results on the

validation sets. It is important to note that numleaves is the maximum number of classes the triphone

tied-state tree, mentioned in section 4.4, can create while training, and numgauss is the total number of

Gaussians over all leaves, where leaves with more data can get more Gaussians, i.e., Gaussian Mixture

Models (GMMs).

Some more parameters were left unchanged from the WSJ Kaldi recipe. Mainly in the monophone

and triphones + delta + delta-delta training, it is used a boost silence of 1.25. In the triphone LDA

+ MLLT system, it is used left and right context equal to 3, i.e., in the slice options. Next, related to

the alignment phase before SAT training, it is used align fmllr.sh script for all experiments instead of

align si.sh because it gives better WER performance results after training.

numleaves totgauss

SPEECHDAT & BD-PÚBLICO & ALERT

Triphones + delta + delta-delta 2000 10000
Triphones + LDA + MLLT 2500 15000
Triphones + SAT 2500 25000

TRIBUS

Triphones + delta + delta-delta 2000 10000
Triphones + LDA + MLLT 2500 15000
Triphones + SAT 5000 300000

Table 4.1: Parameters from Kaldi training setup.

Finally, it is relevant to note that decoding is performed after training each step of the HMM-GMM

training workflow, depicted in figure 4.4. Furthermore, decoding is executed only to the validation set

between all training stages, except for the last model (triphones + SAT), where decoding is performed to

validation and test set.

4.2.3 HMM-DNN recipe

After creating strong HMM-GMM baselines for each corpus, as described in section 4.2.2, we need to

obtain the alignments between input and corresponding transcriptions, for each corpus, so that we can

train the HMM-DNN systems. With the auxiliary of the mentioned baselines for each respective corpus,

this process of alignment will help achieve better performance results for the HMM-DNN systems. The

first part of this section will explain the chain model recipe that was used to train the HMM-DNN models.

This chain recipe is similar to the chain recipe that Kaldi uses for WSJ corpus 2. It is important to note
2https://github.com/kaldi-asr/kaldi/blob/master/egs/wsj/s5/local/chain/tuning/run_tdnn_1i.sh
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that two main experiments mentioned with more detail below were performed, where the main difference

is that the second experiment used more data augmentation techniques.

Chain model

In the beginning, there is a process of feature extraction and creation of online iVectors [89], i.e.,

vectors in a lower-dimensional space that represent speaker or acoustic environment for each respective

utterance, also known as embeddings. These feature vectors and iVectors are the input to the DNN.

First, the training data of SPEECHDAT, ALERT, BD-PÚBLICO and TRIBUS is going to be processed

by a function from Kaldi that creates speed perturbed data with factors of 0.9, 1.0 and 1.1, i.e., a tech-

nique of data augmentation, mentioned in section 2.2.1. Following, MFCCs with similar characteristics

as the ones mentioned in section 4.2.2, are extracted on top of the augmented training features, along

with cepstral mean and variance statistics per speaker. This new data is then aligned with the corre-

sponding transcriptions, using the baseline HMM-GMM system, mentioned in section 4.2.2. It is essen-

tial to remind that this process will be executed for BD-PÚBLICO, SPEECHDAT, ALERT and TRIBUS,

respectively. In the next step, volume perturbation (using Kaldi script perturb data dir volume.sh) will be

applied for the training speed perturbed data. More specifically, a random scaling factor between 0.125

and 2 will be applied for each recording. After creating volume perturbation in the speed perturbed

training set, cepstral mean and variance statistics and 40 MFCCs features will be computed for the new

training set and the unchanged validation and test sets. Finally, using these new transformed features,

online iVectors of size 100 are extracted for the training, validation and test sets, for each utterance.

A second experiment was performed with TRIBUS. Before the speed perturbed data step mentioned

above, BD-PÚBLICO training data was augmented with reverberation and sounds of music, noise and

speech. For creating reverberation, it was used a database of simulated and real room impulse re-

sponses, isotropic and point-source noises (RIRs) [90], with the auxiliary script reverberate data dir.py

from Kaldi. Following, the original BD-PÚBLICO training data was augmented, resorting to a Kaldi script

named augment data dir.py, with noise, music and babble (indistinctly or meaningless sounds) from the

MUSAN corpus [91], in a separate way. After, these four new sets were combined into one, and at last,

this new data was joined with the remaining training set of SPEECHDAT and ALERT, giving a total of

117351 utterances, i.e., 47552 from ALERT, 36243 from SPEECHDAT and 8389*4 from BD-PÚBLICO.

The remaining steps for this experiment are the same mentioned for the other experiment mentioned

above, before the speed perturbation augmentation technique. It is relevant to note that we only kept

BD-PÚBLICO augmented data instead of adding the clean version. The goal was to replace the clean

utterances from read speech by the ”noisy” versions to generalize better for ALERT and SPEECHDAT,

which have worse performance results in general.

For each corpus, the DNN architecture used is the one used in WSJ chain recipe from Kaldi: TDNN-

F, briefly mentioned in section 4.1. All architecture, training and decoding setup are almost the same as

in WSJ chain recipe, except for some different subtleties mentioned below. SPEECHDAT architecture

contains 13 layers. The first layer with 1024 nodes contains a ReLU (section 2.2.1) followed by batch nor-

malization (section 2.2.1), and the remaining ones are TDNN-F layers, where each contains 1024 nodes
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with a bottleneck dimension of 128. From the second to the fourth layer, the time stride used is 1. The

fifth layer contains a stride of 0 and the remaining ones have a stride of 3. For ALERT and BD-PÚBLICO,

9 is the number of layers used, the same ones as SPEECHDAT, where the only difference is that only

the first 9 of SPEECHDAT are used. At last, for the first and second TRIBUS experiment, the TDNN-F

architecture used 12 layers, where the first 12 are the same as the first 12 used for SPEECHDAT. All

mentioned layers use the L2 regularizer, mentioned in section 2.2.1, with a value of 0.01.

Relative to the training configuration ”num-jobs-initial” and ”num-jobs-final” parameters were set to 1,

and ”use-gpu” to wait. Also, SPEECHDAT and ALERT were trained for 10 epochs, since it gave better

results compared to training with more epochs, whereas BD-PÚBLICO and the two experiments using

TRIBUS were trained for 15 epochs. Additionally, the decoding stage was performed for the validation

set, after training each HMM-DNN model and, only when the best model was achieved, decoding was

also executed for the test set.

4.3 Results

In this section, all results relative to each experiment, mentioned in 4.2.2 and 4.2.3, are presented.

Each table contains the results for the training of HMM-GMM and HMM-DNN models, for each corpus:

BD-PÚBLICO, SPEECHDAT, ALERT and TRIBUS. Associated to the intermediate steps used to train

the HMM-GMM models, mentioned in 4.2.2, there is a table that shows results for every corpus, relative

to validation and test sets, using the WER metric described in 2.3.1. Also, as mentioned in section 4.2.2,

test set results exist only for the last model, i.e., triphones + SAT system.

4.3.1 HMM-GMM

The results regarding intermediate steps for obtaining a robust baseline system with Kaldi, for ALERT,

SPEECHDAT and BD-PÚBLICO are shown in table 4.2. We can observe that the HMM-GMM base-

line of BD-PÚBLICO, from a read speech domain, has better WER than the baselines of SPEECHDAT

and ALERT, mainly because ALERT contains spontaneous speech and SPEECHDAT contains tele-

phone speech, as mentioned in chapter 3. BD-PÚBLICO achieved 5.96% of WER on the test set,

while SPEECHDAT and ALERT achieved on their respective test sets, 14.80% WER and 20.10% WER,

respectively.

For the TRIBUS corpus, the results are depicted in table 4.3. It is important to remind, from sec-

tion 3.4, that, despite the training set being a union of SPEECHDAT, BD-PÚBLICO and ALERT training

sets, for validation and test set the report is done individually, i.e., the validation and test set is evaluated

for each corpus, using its respectively language model. It is also worth mentioning that the pronunci-

ation models used for training and decoding ALERT and BD-PÚBLICO, respectively, are different from

those used for decoding with TRIBUS, as discussed in 3.4. For this reason, the overall performance can

degrade because the dictionaries used for TRIBUS have no more than one pronunciation for the same

word. In contrast, the other pronunciation dictionaries have different pronunciations for the same written
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WER (valid) WER (test)

SPEECHDAT valid test

Monophone 58.12 -
Triphones + delta + delta-delta 38.97 -
Triphones + LDA + MLLT 32.51 -
Triphones + SAT 16.02 14.80

BD-PÚBLICO valid test

Monophone 21.45 -
Triphones + delta + delta-delta 7.91 -
Triphones + LDA + MLLT 6.27 -
Triphones + SAT 6.06 5.96

ALERT valid test

Monophone 53.53 -
Triphones + delta + delta-delta 27.51 -
Triphones + LDA + MLLT 20.52 -
Triphones + SAT 19.27 20.10

Table 4.2: SPEECHDAT, BD-PÚBLICO and ALERT WER percentages for HMM-GMM models.

word.

WER (valid) WER (test)

SPEECHDAT valid test

Monophone 39.54 -
Triphones + delta + delta-delta 10.57 -
Triphones + LDA + MLLT 8.48 -
Triphones + SAT 8.42 13.49

BD-PÚBLICO valid test

Monophone 58.51 -
Triphones + delta + delta-delta 14.46 -
Triphones + LDA + MLLT 11.28 -
Triphones + SAT 10.21 11.78

ALERT valid test

Monophone 66.72 -
Triphones + delta + delta-delta 39.09 -
Triphones + LDA + MLLT 33.96 -
Triphones + SAT 33.26 34.89

Table 4.3: TRIBUS WER percentages for HMM-GMM models.

From the results of table 4.3, and comparing with the ones from table 4.2, we can observe that

TRIBUS improves the WER of SPEECHDAT, a decreasing of 1.31% WER. Despite this small improve-

ment on the test set of SPEECHDAT, BD-PÚBLICO and ALERT degrade their performances overall. On

the respective test sets, ALERT increases the WER by 14.79%, and BD-PÚBLICO increases the WER

by 5.82%. This results can be a consequence of downsampling all ALERT data and BD-PÚBLICO to

8kHz, as mentioned in section 3.4.
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4.3.2 HMM-DNN

The HMM-DNN training results for ALERT, SPEECHDAT and BD-PÚBLICO are present in table 4.4.

When comparing results from table 4.4 with the ones from table 4.2, we can conclude that the replace-

ment of GMM with DNN creates a significant impact in the WER performance. From table 4.4, we can

see that ALERT (from 20.10% to 8.70% WER in the test set) and SPEECHDAT (from 13.49% WER to

6.48% WER in the test set) still got the higher WERs, for the same reasons as mentioned above, for the

HMM-GMM results. Also, BD-PÚBLICO went from 5.96% WER in the test set to 3.31% WER.

WER (valid) WER (test)

SPEECHDAT valid test

HMM-TDNNF 7.05 6.48

BD-PÚBLICO valid test

HMM-TDNNF 3.47 3.31

ALERT valid test

HMM-TDNNF 8.89 8.70

Table 4.4: SPEECHDAT, BD-PÚBLICO and ALERT WER percentages for HMM-DNN models.

The results for TRIBUS first experiment are depicted in table 4.5. When compared to the results from

table 4.4, we can observe that the only improvements happened for SPEECHDAT and BD-PÚBLICO.

SPEECHDAT, on the test set, improved from 6.48% to 4.86% WER, and BD-PÚBLICO improved from

3.31% to 3.04% WER on the test set. ALERT degraded WER performance on the test set by 0.95%.

WER (valid) WER (test)

SPEECHDAT valid test

HMM-TDNNF 2.49 4.86

BD-PÚBLICO valid test

HMM-TDNNF 2.56 3.04

ALERT valid test

HMM-TDNNF 9.69 9.65

Table 4.5: TRIBUS WER percentages for first experiment with HMM-DNN models.

At last, the results for TRIBUS second experiment are depicted in table 4.6. It is worth remembering

that this second experiment uses an augmented version of BD-PÚBLICO with reverberation, sounds of

music, noise and speech, as mentioned with more detail in section 4.2.3. We can observe from results

that there are no improvements when compared to the first TRIBUS experiment. The WER for every

corpus gets slightly worse.
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WER (valid) WER (test)

SPEECHDAT valid test

HMM-TDNNF 2.57 5.05

BD-PÚBLICO valid test

HMM-TDNNF 2.63 3.08

ALERT valid test

HMM-TDNNF 9.86 9.91

Table 4.6: TRIBUS WER percentages for second experiment with HMM-DNN models.

4.4 Discussion

In this chapter, we have described how to create a robust HMM-GMM baseline system and a good

HMM-DNN system, using Kaldi, for the European Portuguese corpora described in chapter 3.

The results from section 4.3.2, show that the replacement of GMMs by DNNs have a significant

impact on the WER performance, despite not being close to human error performance. We can also

observe that training with TRIBUS has no great improvements compared to training ALERT separately,

except for SPEECHDAT and BD-PÚBLICO. It is also interesting to note from results that the HMM-

GMMs models do not decrease WER when training with more data, as opposed to the HMM-DNN

models, which seem to benefit for the increase of data.

A more relevant result from ALERT shows how the performance of state-of-the-art systems evolves

over the years. In 2010, ALERT achieved a WER percentage of 23.5 in the work [92]. Now, using the

same language model and the same pronunciation model, the WER percentage decreased to 8.70, as

observed in 4.4. A difference of 14.8 WER percentage.

Despite the big improvements made using state-of-the-art HMM-DNN systems, there are some limi-

tations and complexity associated with the training and the decoding of these hybrid systems:

• Stepwise rectification: in order to build an accurate HMM-DNN model, it is required to train many

modules mentioned in section 4.2.2. First, we have to build an HMM-GMM system to obtain the

phonetic alignments and the tied-state HMM structure. Despite being relatively ”easy” to run all

these modules using Kaldi, it is challenging to code and optimise all of them from the beginning.

• Linguistic data: a pronunciation dictionary is required to factorise language models and acoustic

models, usually created by experts. For this reason, these dictionaries require too much effort,

time and are prone to human error.

• Complicated process for decoding: decoding is done through integrating all modules, i.e.,

acoustic model, language model and pronunciation model. Despite being, often, efficiently handled

by finite-state transducers, the implementation and optimisation of these are very complicated.

• Incoherence in optimisation : the acoustic, language and pronunciation models are created and

optimised separately with different goals. Since each module is not trained to match the others,

there could be incoherence in optimisation.
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• Assumption about conditional independence: traditional ASR models use Markov assump-

tions, i.e., conditional independence assumptions, as mentioned in section 2.1. In real-world prob-

lems, this is not what happens, which leads to model misspecification, since these models do not

account for everything they should.

The next chapter will explore a different approach for ASR named end-to-end speech recognition to

address all the above issues.
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Chapter 5

End-to-end architectures

The primary intent of this chapter is to describe the creation of state-of-the-art end-to-end systems for

each corpus mentioned in chapter 3. We start by describing a brief overview of some main key concepts

behind end-to-end architectures in section 5.1. Afterwards, in section 5.2, we perform end-to-end training

for each data set, individually, discussing the architectures and algorithms used for training. Next, in 5.3,

we relate the results of training the end-to-end architectures and compare it with the HMM-DNN trained

systems. After creating state-of-the-art end-to-end ASR systems for European Portuguese, we report

different experiments and results in section 5.4, to improve even more the end-to-end ASR systems. We

also explore speaker invariant approaches and propose a novel architecture that incorporates neural

Turing machines (NTMs). Finally, in section 5.5, we discuss some conclusions regarding end-to-end

ASR models.

5.1 Related work

End-to-end speech recognition systems completely remove the HMM out of the equation and can typi-

cally solve the mathematical statement in equation 2.52 without the factorization into two different prob-

lems: acoustic modeling and language modeling, as attended in beginning of section 2.3.1. Most impor-

tantly, an end-to-end system directly maps the audio input features sequence to a sequence of words,

subwords or letters (figure 5.1), therefore it has a much simpler training pipeline that shortens training

time and decoding time, when compared to HMM-based approaches, mentioned in section 4.1. These

systems have absence of hand-engineered knowledge (e.g., SAT, MLLT and LDA), so when training set

is small it might do very poorly compared to HMM-based approaches, because of the overfitting that

happens with the training data set, due to few available data. However, for supervised training and when

train set is considerably large, the end-to-end model can have potential to do very well, if conceived with

the right network architecture. Also, these end-to-end models only execute soft alignment, i.e., each au-

dio frame corresponds to all possible states with a certain probability distribution, instead of a mandatory

and unique correspondence (hard alignment) [14].

There are two main architectures in the end-to-end literature that are going to be described in follow-

49



Feature
Extraction

DNN
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Figure 5.1: End-to-end architecture.

ing sections: connectionist temporal classification (CTC) based and attention-based encoder-decoder

architectures.

Connectionist temporal classification

Proposed in [14], CTC was the first and nearest successful thing to an end-to-end system (outputs

were only phonemes and it required language model) that modeled time-domain features and worked

out problems where the alignment between input speech and target sentences is unknown. Being able

to solve this kind of problems is critical in end-to-end, since it enables training in DNNs with the auxiliary

of an objective function. With this achievement from CTC, there is no need to pre-segment, i.e., segment

and align, training data and to post-process the output, in order to obtain the final transcriptions, i.e., the

network directly outputs the target transcriptions.

Given an input sequence x = (x1, x2, ..., xT ) of length T , the RNN outputs the sequence y =

(y1,y2, ...,yT ). Each entry yt = (y1t , y
2
t , ..., y

|L|+1
t ) is a probability distribution vector computed by a

softmax operation whose dimension is the number of elements in the language L (e.g., the number of

phonemes), plus the blank label, i.e., yt ∈ R|L|+1. It is also relevant to note that ytk indicates the proba-

bility that the output at time step t is label k. Considering L
′

= L ∪ {blank symbol}, L′T denotes the set

of all sequences of length T defined on L
′
, and:

p(π|x) =

T∏
t=1

ytπt
(x) ,∀π ∈ L

′T (5.1)

denotes the conditional probability of any sequence π, denoted as path, present in set L
′T , where

πt denotes the label at position t of path π. It is relevant to note that from equation 5.1 the outputs

are all independent from each other, i.e., at any time step, the label chosen does not affect the label

distribution at other time steps. Meanwhile, the computation of value ytk is affected by the speech context

information, both from history and future directions of the network. Thereby, it can be deduced that CTC

only models the acoustic model and not the language model.

From equation 5.1, we can also note that the length of the input speech is equal to the length of the

output path, and, as discussed above, this is not what happens in reality. Therefore, a sequence-to-one

design, B, mentioned in section 2.2.3, must be applied, in order to get a shorter sequence of labels,

since the transcription is always shorter or equal when compared with the speech acoustic features

sequence. Let L≤T denote the set of possible labellings with length less than or equal to T , and the

sequence-to-one mapping as B : L
′T → L≤T . This mapping simply removes all repeated labels first,
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and next, all blanks from the paths, e.g., B(ba-naa-na-) = B(-bb-aaa-na-na) = banana.

Given l, that corresponds to the target label sequence, we can calculate the conditional probability:

p(l|x) =
∑

π∈B−1(l)

p(π|x), (5.2)

where B−1(l) corresponds to all set of paths in L
′T that map to labelling l. The value of p(π|x)

is calculated using equation 5.1. Since 5.2 is differentiable, gradient backward propagation algorithm

can be applied to train the network. Equation 5.2 is computed using the forward-backward algorithm

mentioned in section 2.1, since it is difficult to figure out how many paths from L
′T are in B−1(l).

An approach closer to an end-to-end system was proposed in [10]. More specifically, a CTC-based

ASR system was created, which directly outputs character sequences given an input speech. The main

difference from the original CTC is that a new objective function based on CTC, that drives the network to

a direct optimization based on WER, depicted in equation 2.54, is being used. In a nutshell, the network

is learning how to spell words. The architecture used was a deep bidirectional LSTM, BLSTM, stated

in section 2.2.3. This bidirectionally combined with LSTMs, allows to establish long term range context

both in history and future directions, which may enable the network to learn a little bit of the language

model. In this work [10], the CTC-based system combined with a language model performs similarly to

a complex state-of-the-art HMM-DNN system.

We can conclude that CTC is an objective function mainly applied to RNNs architectures. The de-

velopment of this new technology is outstanding for LVCSR systems and eliminates the need to align

data. One hitch of CTC is that it requires a language model, as mentioned above, since the label outputs

are independent of each other, which deviates from the end-to-end principle. CTC mainly focus on how

to create powerful acoustic models, hence a language model is still needed. Work made in [93] also

shows that a language model is essential to attain good performance at word level, using a CTC-based

approach. In the following section, a totally different approach that works without the need to have a

language model will be discussed.

Attention-based

The attention end-to-end encoder-decoder architecture first emerged in the context of neural machine

translation [56], although that the concept of attention first appeared in [94]. As mentioned in 2.2.3, the

limitation of the fixed size vector context C was solved by encoding a sequence of vectors, instead of

only one, and an attention mechanism was created in order for the decoder, at each output step, assign

different weights to each vector in the sequence. This novel method solved the problem of having to

encode input text information into a fixed size vector, thereby permitting good encoding effect on long

sentences. Shortly after, the speech recognition community started applying attention mechanisms in

end-to-end systems [16, 17], where in [16] the model achieved 17.6% phone error rate (PER) of TIMIT

corpus, as opposite to the 23% PER of the first modern HMM-DNN system, mentioned in section 4.1.

It is also interesting to note that the best PER on TIMIT, using only neural networks and known at the
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Figure 5.2: Attention-based architecture. Adapted from [68].

writing of this work, is 8.3% [13].

Attention-based architectures can be split into three distinct parts: encoder, attention and decoder

as observed in figure 5.2. The encoder plays the role of the acoustic model, which is the same as in

CTC-based and HMM-DNN hybrid systems. The attention part plays the role of doing alignment and

the decoder assumes the equivalent role of a language model, by predicting each label as a function of

previous ones and the input.

The combination of encoder and attention modules create a delay problem in all learning process

of the network, given that the attention unit needs to wait for all encoding sequence result before it can

start working, as opposite to CTC-based systems. Furthermore, if the encoder does not decrease the

sequence size, it will have a result sequence way longer when compared to the target sequence. This

imposes two problems: a bigger sequence produced after encoding translates into a bigger processing

time for the attention module, thus delaying even more all processes. Secondly, since the input speech

is bigger than the transcription and, without excluding some of the information created by the encoder,

there will be a lot of superfluous information for the attention component to process. For the purpose of

reducing the length of the sequence, Listen, Attend and Spell (LAS) in 2015 [16] adopted a 4-layer RNN

to be used by the encoder in a pyramid likewise structure. Since then, most works adopted this optimiza-

tion [95] and other techniques were created for the same purpose of reducing the sequence produced

by the encoder [96]. The network structure of the encoder is also getting increasingly complicated, in

order to improve its performance. This is reflected in the depth of the networks, that has been growing

ever since - from 3 layers [17, 97] to 15 layers [11].

An attention mechanism does in reality what the word really means. In the context of neural machine

translation, if we are trying to convert a long French sentence into a Portuguese one, we humans need

to read some part of the sentence in French and then, translate a few number of words to Portuguese,

and repeat all process until we reach the end of the translation. It becomes hard if we start by reading

a long sentence (e.g., more than 35 words) and then try to translate all at once - that was what the

encoder-decoder network, with no great success, was trying to do before using the attention mecha-

nism. Attention mechanism simulates what we humans think we do, by learning what part of the French
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sentence is relevant to translate the first Portuguese word, then what part of the sentence is important

to translate the second Portuguese word, and so forth.

There are three types of soft attention mechanisms, i.e., can be trained end-to-end with back propa-

gation, depicted in equation 5.3, that use distinct information to compute the attention weights, αu, and

therefore, establish different traits: content-based, location-based and hybrid attention mechanisms.

The content-based computes a similarity score between the last hidden state, hattu−1, and each pro-

duced frame of encoder, henc; the location-based between the last hidden state, hattu−1, and the previous

weights, αu−1, and finally, the hybrid computes a similarity score through the last hidden state, hattu−1, the

last attention weights, αu−1, and the input feature vector, henc, from the encoder.

αu =


Attend(hattu−1,h

enc) , content-based

Attend(hattu−1, αu−1) , location-based

Attend(hattu−1, αu−1,h
enc) ,hybrid

(5.3)

These three different types of attention mechanisms, described above, must be used correctly to

specific problems. For example, in machine translation tasks, it might happen that two adjacent words

in the final result could be distant from each other in the original sentence to be processed. In speech

recognition this is not the case, since two adjacent speech frames correspond to the two adjacent char-

acters in the transcription result, and this problem is addressed by using either a location-based or a

hybrid attention mechanism. Another issue is that if a portion of speech has already been paired to a

certain label through attention, when we identify posterior labels, this portion should be not considered

and must be excluded. This is something that must happen, because one output label may appear many

times in different locations in the target transcription and we only want that output labels to match to their

corresponding speech portions –monotonic alignment [98]. A proposal to this monotonic problem was

introduced in [98] where a penalty term was introduced to the training objectives. Also it was proposed

a hybrid CTC-attention architecture in [67] where the CTC enforces the encoder of the attention-based

system to learn a monotonic alignment. These two problems mentioned above do not exist in CTC-based

systems, since CTC implicitly works that way when doing soft alignment between input and output se-

quences.

Finally, the last module in attention-based architectures named decoder is commonly an RNN net-

work that acquires context information computed by the attention mechanism and then decodes it to get

the final transcription. It is important to note that labels from previous step are fed into the decoder at

next step to predict P (yu|yu−1, ..,y0,x), as depicted in figure 5.2. This is what allows the decoder to act

as a language model.

Future directions on end-to-end ASR architectures

There exists other main architectures for end-to-end ASR systems named RNN-transducer (RNN-

T), proposed at [15], hybrid CTC-attention [67, 99–101] and transformers, first proposed in machine
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translation task [102] and applied successfully into end-to-end ASR by replacing RNNs [103, 104].

New problems are always emerging and solutions for better performance proposed in the ASR

field [105]. Nevertheless, attention-based encoders-decoders achieve overall better performance re-

sults when compared to CTC-based and RNN-transducer models [68]. End-to-end systems still have

not surpassed HMM-DNN systems [17, 106], except for DeepSpeech [12] (because of the large amount

of available training data) and Listen, Attend and Spell with SpecAugment [107], a new augmentation

technique that helps to achieve state-of-the-art on significant corpora like LibriSpeech [22] and Switch-

board [108]. This difference in accuracy performance, between state-of-the-art HMM-based systems

and end-to-end systems, is because, the language model of end-to-end comes only from training data

transcriptions, whose coverage is small. In contrast, the HMM-based systems use an additional and

complex language model that provides excellent knowledge, thus relevant for better performance. An-

other difficulty is finding a fair tradeoff between low latency and good performance: CTC-based and

RNN-T systems support stream decoding. However, their performance is bad when compared to state-

of-the-art systems. Attention-based systems have a great recognition performance but have the draw-

back of having a long delay. Hybrid CTC-attention systems, mentioned above, try to explore both advan-

tages from CTC and attention systems. Nevertheless, finding a fair tradeoff between decreasing latency

and ensuring performance is still a research problem in the ASR community.

5.2 Experimental setup for end-to-end ASR systems

To study the full end-to-end approach without language models and pronunciation dictionaries, in Eu-

ropean Portuguese corpora, mentioned in chapter 3, experiments were conducted using ESPnet [99].

ESPnet is a free, open-source toolkit used for end-to-end speech recognition research. More specifically,

ESPnet version used for all experiments was ESPnet2 1, in order to use the latest version of the toolkit

available. The main drawback of this version is that it was still under development when this thesis was

done. Also, it sill have not achieved comparable results when compared to first ESPnet version, and it is

not fully optimized on each task yet. The extracted features, main architectures, training and decoding

used for all end-to-end systems will be detailed with more depth in sections 5.2.1, 5.2.2 and 5.2.3. At

last, in section 5.4.1, other experiments that were explored to improve the end-to-end ASR systems are

going to be mentioned.

5.2.1 Acoustic features

All features extracted to train the end-to-end systems are filter bank features (mentioned in 2.3.3) with 80

dimensions, plus pitch with more 3 dimensions, giving a total of 83 dimensions for all acoustic features.

These features are computed with Kaldi.

1https://espnet.github.io/espnet/espnet2_tutorial.html
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5.2.2 Network architecture

The network used in our experiments, for each corpus mentioned in chapter 3, is similar to the one

described in [99], i.e., a hybrid CTC-attention end-to-end ASR architecture. Hybrid CTC-attention was

the architecture used for training all end-to-end ASR systems since it combines both advantages of CTC

and attention systems. It is more feasible to configure them than transformers because they are more

complex [109]. The same hybrid CTC-attention architecture that will be described with more detail below

was used for all corpora, except for SPEECHDAT. For this reason, details regarding SPEECHDAT will

be detailed along with the description of the main hybrid CTC-attention system. A CTC-based system

and an attention-based system were also trained, only using ALERT corpus, to compare with the hybrid

CTC-attention end-to-end approach. First, we will describe the main idea behind the attention-based

architecture that was used, followed by a more detailed explanation of each module: encoder, hybrid

attention mechanism and decoder. At last, a description of the hybrid CTC-attention end-to-end system

will be given.

Attention-based architecture

The attention architecture contains three models: the encoder, the attention mechanism and decoder.

The encoder network

henct = Encoder(x), (5.4)

converts the input features x into a framewise hidden vector henct . Then, we have the hybrid attention

weight, similar to what is present in equation 5.3, computed as

αut = Hybrid attention(qu−1, {αu−1}Tt=1,h
enc
t ), (5.5)

where αut is the weight that says how much attention is going to vector henct , in order to compute

output yu, and qu−1 is the last hidden state of the LSTM present in the decoder network, mentioned with

more detail below. Also, it is important to note that qu−1 is equal to hattu−1 from figure 5.2. After computing

all weights corresponding to all framewise hidden vectors henct , we compute a weighted summation of

hidden vectors henct to form the hidden vector cu,

cu =

T∑
t=1

αuth
enc
t . (5.6)

At last, the decoder uses the weighted summation cu and the last output yu−1 to compute the new

output yu:

p(yu|y1...yu−1,x) = Decoder(cu, yu−1). (5.7)

We will explain each module in more detail below.

55



Encoder network

Equation 5.4 converts the input features, 5.2.1, into a framewise vector henct . The encoder network used

consists of two initial blocks of VGG layer 2.2.2, which yields better results most of the times than the

pyramidal BLSTM [99], described in 5.1. For every acoustic feature frame, we have 83x1x1 (where

the first value corresponds to the dimension of the acoustic vector, the second to the frame number

and the third to the number of input channels). After applying the two blocks of VGG architecture,

we get 20x1x128 plus 128 of bias, giving a total of 2688 features. The number of frames is reduced

approximately by a factor of 4. Following, receiving as input size the 2688 features for every reduced

frame, there are 4 BLSTM layers with 1024 hidden and output units. Each BLSTM layer is followed

by a linear projection layer, which receives 2048 features from the BLSTM layer (1024 of output from

the backward LSTM layer and 1024 from the forward LSTM layer) and outputs 1024 features, so that

they can go to the next BLSTM layer. The final output is 1024 features for every reduced frame. It is

important to note that the number of input acoustic frames are all padded to have the same length so

that the encoder network always has the same size.

For SPEECHDAT, the encoder architecture is different from BD-PÚBLICO, ALERT and TRIBUS in

the number of hidden and output units (320), since the training set contains a lot of repeated utterances,

as mentioned in section 3.3. In other words, by forcing a lower learning capacity to the encoder, the

model will not overfit to the training data. Therefore it will perform better, in principle, for validation and

test sets.

Hybrid attention mechanism

Hybrid attention mechanism, in equation 5.5, is decomposed as:

{f t}Tt=1 = K ∗αu−1, (5.8)

where each f t is going to be a vector of size 10. ∗ denotes a 1D convolution operation along axis t, with

the convolution parameter K, to produce the set of features {f t}Tt=1.

Then, we can compute the energy value as:

eut = gT tanh(LinearNN(qu−1) + LinearNNB(henct ) + LinearNN(f t)), (5.9)

where LinearNN is a linear layer with learnable matrix parameters and LinearNNB is a linear layer

with learnable matrix and bias vector parameters. The number of output features used for the three

linear networks is 320. Then, we are going to use all eut values and apply a softmax function to get the

attention weight αut, so that we can compute the target output yu:

αut = Softmax({eut}Tt=1). (5.10)
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Decoder network

The decoder network, equation 5.7, is another RNN that computes:

Decoder(.) = Softmax(LinearNNB(LSTMu)). (5.11)

The LSTMu is conditioned on three variables:

1. the previous hidden state qu−1;

2. the ground truth character, yu−1, which is extracted from an embedding layer with size numberO-

fOutputs x 1024, trained while training the full end-to-end network;

3. the attention vector cu, which is concatenated with the previous character vector, giving a vector

of size 2048 as input to the LSTMu cell;

For this architecture, two LSTM cells of 1024 units were used. The new hidden state qu is computed

as:

qu = LSTMu(qu−1, cu, yu−1). (5.12)

For the same reason as mentioned above, when discussing the encoder of SPEECHDAT, dropout

of 0.5 was applied after each LSTM cell in the specified decoder. If no dropout was used, the decoder

would overfit the language model from the training set with low linguistic variability, thus performing

poorly on the other sets.

Hybrid CTC-attention network architecture

After describing the attention-based architecture, we can detail how the hybrid CTC-attention architec-

ture works. The main idea is that the CTC and attention decoder networks share the same encoder,

mentioned above. Also, when training, the CTC and attention loss are combined, to achieve more

robustness and converge faster, as mentioned in 5.1:

LossTotal = λLossCTC + (1− λ)LossAttention, (5.13)

where λ ∈ [0, 1]. If it is 0, only CTC is being trained, and if it is equal to 1, only attention architecture

is being used. In the same line of thought, if λ is between 0 and 1, except those two values, a hybrid

CTC-attention system is being trained. The hybrid CTC-attention architecture, used for all experiments,

is depicted in figure 5.3. As mentioned at the beginning of this section, it is also relevant to note that

experiments were made to justify why hybrid CTC-attention architecture was used, instead of only using

attention-based models or CTC-based models.

Following, for the training set, a difference from the end-to-end systems, when compared to the

HMM-based systems, is that the non-lexical word symbols, mentioned in section 4.2.1 for the HMM-

based models, are all mapped to a unique token named <noise>. Also, it is important to note that
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Figure 5.3: Hybrid CTC-attention model. Adapted from [99].

there are special tokens for CTC and attention systems among all other output characters that exist,

respectively. CTC requires a <blank> token, as already mentioned in section 5.1, and the attention

architectures requires the start-of-sentence and end-of-sentence (<sos/eos>) token. Therefore, the full

hybrid CTC-attention system will have two special tokens plus an unknown token, <unk>, to map OOV

symbols.

Related to the total number of output symbols for every corpus, ALERT contains 48 output symbols,

including the ones mentioned above and all standard characters from the training set, plus <noise>.

BD-PÚBLICO contains only 43 output symbols, including <sos/eos>, <unk> and all characters from

the training set, except <noise>, since there are no special tokens in BD-PÚBLICO, as mentioned in

section 4.2.1. Next, SPEECHDAT contains 45 output characters, including the special ones mentioned

above, and all that appears in the training text. Finally, TRIBUS includes 48 characters (the combination

of all characters mentioned for ALERT, SPEECHDAT and BD-PÚBLICO).

5.2.3 DNN training and decoding

All models were trained using a single GeForce GTX 1080 Ti. Also, they all used a learning rate of

1.0 and were trained for 30 epochs, with early stopping (patience of 4 epochs). Adadelta, an adaptive

learning rate back-propagation algorithm, was the optimizer used to train all models, with a batch size of

30 and gradient clipping, mentioned in section 2.2.3, of 5. All weights were initialized using Xavier initial-

ization. It was also used a scheduler for the learning rate, named ReduceLROnPlateau, where the factor

was 0.5 and the patience 1 epoch. As for data augmentation, when first training SPEECHDAT it was
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observed that by introducing speed perturbation factors (SPF) of 0.9, 1 and 1.1 and default SpecAug-

ment from ESPnet, the results would improve by a significant margin (when SPF was introduced, WER

from validation set went down from 14.4 to 8.8 and, when training with SPF plus SpecAugment, WER

went down to 2.5). Therefore, the combination of SPF and SpecAugment was used as default in all

training systems. Next, the weight used for CTC in training and decoding that gave better WER results

for SPEECHDAT, from 0.2, 0.5 and 0.7, was 0.2. For this reason, all models were trained with a weight of

0.2 for the CTC function and a weight of 0.8 for the attention network. The same set of weights was de-

rived from in [99]. For decoding, the weights were the same, and it was used the decoding process from

ESPnet toolkit, i.e., a joint decoding by combining both attention-based and CTC scores in a one-pass

beam search algorithm, as mentioned in [99]. For decoding, no auxiliary language model was used, so

that we could test the full potential of the end-to-end ASR models.

At last, to keep track of each system performance during training, by using the validation set, tensor-

board 2 tool from TensorFlow was used.

5.3 Results for end-to-end ASR systems

In this section, results relative to each experiment mentioned in section 5.2, are presented. First, in sec-

tion 5.3.1, a comparison between CTC and attention-based systems versus hybrid CTC-attention sys-

tems will be portrayed. This results will motivate the use of hybrid CTC-attention systems over attention-

based or CTC-based systems. Following, in section 5.3.2, the end-to-end ASR results for each corpus

mentioned in chapter 3, using their respective architecture, mentioned in section 5.2.2, will be presented.

All results are relative to validation and test sets and presented using the metric WER, described

in 2.3.1, except for the results presented in section 5.3.3. Character error rate (CER), which is computed

in the same way as WER, will also be shown.

5.3.1 CTC-based and attention-based vs hybrid CTC-attention systems

The WER and CER results, from the end-to-end ASR training of CTC, attention and hybrid CTC-attention

systems for ALERT, are present in table 5.1 and table 5.2, respectively. We can examine from tables 5.1

and 5.2 that hybrid CTC-attention model performs better than CTC-based or attention-based systems

alone. Further, since the experiments were created by only changing λ value, mentioned in 5.2.2, we

observe that attention-based system performs worse than CTC-based system for this example, as op-

posed to what was said in 5.1. This happens, mainly because the attention architecture is not optimized

to perform better for ALERT corpus.

Next, from the experiments done, we can also note that the CTC model was trained for approximately

12 hours, whereas attention system trained within 15 hours, and the hybrid CTC-attention for 10 hours.

Thus, CTC is much faster than attention alone, and the hybrid CTC-attention system is faster compared

to the other two systems, i.e., CTC-based and attention-based.

2https://www.tensorflow.org/tensorboard
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WER (valid) WER (test)

CTC-based 36.1 36.7

Attention-based 47.1 46.6

Hybrid CTC-attention 19.9 20.6

Table 5.1: WER percentages for ALERT.

CER (valid) CER (test)

CTC-based 12.1 12.2

Attention-based 30.7 29.5

Hybrid CTC-attention 8.4 8.4

Table 5.2: CER percentages for ALERT.

Following, as observed in figure 5.4 we can see that by training the hybrid CTC-attention system,

monotonic alignment is learnt by the model, from the beginning, i.e., first epoch. Conversely, the atten-

tion model requires three epochs before it starts to get closer to the correct alignment. We also can

see that after training for some time, at epoch 10, the attention model starts to learn wrong alignments

when compared to the hybrid CTC-attention system (the CTC network forces the encoder of the hybrid

CTC-attention model to learn a monotonic alignment).

(a) Attention 1 epoch (b) Attention 2 epoch (c) Attention 3 epoch (d) Attention 10 epoch

(e) CTC-attention 1 epoch (f) CTC-attention 2 epoch (g) CTC-attention 3 epoch (h) CTC-attention 10 epoch

Figure 5.4: Comparison of the speed in learning alignments between characters (y axis) and acoustic
frames (x axis) between the hybrid attention system (1st row) and the hybrid CTC-attention system (2nd
row) over training epochs 1 trough 3 and 10. All alignments are for the same utterance, which belongs
to ALERT validation set.
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5.3.2 Hybrid CTC-attention systems

The WER and CER results from the end-to-end ASR training for ALERT, SPEECHDAT and BD-PÚBLICO

are shown in table 5.3 and table 5.4, respectively. SPEECHDAT, trained for 10 epochs, got the highest

WER and CER compared to the other two corpora, i.e., ALERT and BD-PÚBLICO. This is because

SPEECHDAT training set only contains 3622 unique utterances from a total of 36243, as mentioned with

more detail in section 3.3. For this reason, the use of dropout on the decoder and the decreasing of the

encoder learning capacity, mentioned in section 5.2.2, helped to decrease even further the WER and

CER of SPEECHDAT.

WER (valid) WER (test)

SPEECHDAT valid test

Hybrid CTC-attention 32.2 30.4

BD-PÚBLICO valid test

Hybrid CTC-attention 15.3 17.5

ALERT valid test

Hybrid CTC-attention 19.9 20.6

Table 5.3: SPEECHDAT, BD-PÚBLICO and ALERT WER percentages.

Next, ALERT (trained for 16 epochs) got the second-highest WER and CER compared to BD-

PÚBLICO, trained with 30 epochs since ALERT contains spontaneous speech and BD-PÚBLICO is

only read speech. We can also verify that CER results in 5.4 are much lower than the WER results

from 5.3. This means that, possibly, the end-to-end architecture is learning how to transcribe character

by character better than words, considering that the main objective function is optimized at the character

level and not at the word level.

CER (valid) CER (test)

SPEECHDAT valid test

Hybrid CTC-attention 11.7 11.0

BD-PÚBLICO valid test

Hybrid CTC-attention 4.7 5.2

ALERT valid test

Hybrid CTC-attention 8.4 8.4

Table 5.4: SPEECHDAT, BD-PÚBLICO and ALERT CER percentages.

The WER and CER results for TRIBUS model, which trained for 28 epochs and approximately 122

hours, are in table 5.5 and in table 5.6 respectively. We observe that WER and CER results from TRIBUS

are better than the above individual results for ALERT, BD-PÚBLICO and SPEECHDAT end-to-end

ASR models, from tables 5.3 and 5.4, respectively. At the WER level, TRIBUS improved SPEECHDAT

from 30.4%, on the test set, to 20.0%. For BD-PÚBLICO, the test set WER decreased from 17.5%

to 9.1%. Despite these great differences in WER for SPEECHDAT and BD-PÚBLICO, there was no
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great difference from the end-to-end ASR baseline model of ALERT, present in table 5.3. The WER only

decreased from 20.6% to 19.4%. It is also interesting to notice that the CER of the test set for ALERT,

in table 5.4, stays the same when training TRIBUS, i.e., 8.4 percentage.

WER (valid) WER (test)

SPEECHDAT valid test

Hybrid CTC-attention 21.2 20.0

BD-PÚBLICO valid test

Hybrid CTC-attention 8.6 9.1

ALERT valid test

Hybrid CTC-attention 18.8 19.4

Table 5.5: TRIBUS WER percentages.

Finally, we observe that end-to-end ASR systems can, in principle benefit with the increase of data,

despite coming from different source domains, i.e., telephone speech, broadcast news and read speech.

Also, TRIBUS is the best end-to-end ASR model for BD-PÚBLICO, SPEECHDAT and ALERT.

CER (valid) CER (test)

SPEECHDAT valid test

Hybrid CTC-attention 8.9 8.4

BD-PÚBLICO valid test

Hybrid CTC-attention 2.7 2.7

ALERT valid test

Hybrid CTC-attention 8.5 8.4

Table 5.6: TRIBUS CER percentages.

5.3.3 Hybrid CTC-attention vs HMM-DNN systems

For this section, the main goal is to compare the best end-to-end ASR system obtained for BD-PÚBLICO,

SPEECHDAT and ALERT, i.e., TRIBUS, with a strong HMM-DNN baseline obtained from chapter 4, that

also used TRIBUS for training. The HMM-DNN system must also be trained on TRIBUS, in order for the

comparison to be more equitable and fair. Therefore, we picked the model trained in the first experiment,

mentioned in section 4.3.2. Also, it was performed scoring of the CER on the HMM-DNN test sets (using

score kaldi cer.sh script from Kaldi) to compare the CER of both models. Only the respective test sets

results, i.e., SPEECHDAT, BD-PÚBLICO and ALERT, are presented.

The WERs and CERs results for the TRIBUS HMM-DNN model, which were obtained by performing

the first experiment mentioned in section 4.3.2, are depicted in table 5.7, along with the end-to-end

TRIBUS WERs and CERs results.

Before comparing the hybrid CTC-attention end-to-end ASR system with the HMM-DNN system, both

trained with TRIBUS, it is important to notice that the HMM-DNN system uses an in-domain language
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End-to-end HMM-DNN

WER (test) CER (test) WER (test) CER (test)

SPEECHDAT test test test test

HMM-TDNNF 20.0 8.4 4.86 3.26

BD-PÚBLICO test test test test

HMM-TDNNF 9.1 2.7 3.04 0.95

ALERT test test test test

HMM-TDNNF 19.4 8.4 9.65 4.33

Table 5.7: TRIBUS WER and CER percentages for the HMM-DNN first experiment, mentioned in sec-
tion 4.3.2, and the end-to-end TRIBUS model.

model for each evaluated corpus, i.e., SPEECHDAT, ALERT and BD-PÚBLICO. In contrast, the end-to-

end systems do not use any external language model or pronunciation dictionary. Both models also use

data augmentation techniques, i.e., the hybrid CTC-attention end-to-end ASR system uses SPF (0.9,

1..0 and 1.1) and SpecAugment, while the HMM-DNN uses SPF (0.9, 1.0 and 1.1). In particular, the

HMM-DNN system uses extracted iVectors for each utterance.

The first thing we notice by comparing results from table 5.7, is that the HMM-DNN systems perform

much better than hybrid CTC-attention end-to-end ASR systems, for low resources – especially at the

WER level. Nevertheless, the CERs of the end-to-end ASR systems start to be closer to CERs of the

HMM-DNN systems. In particular, for BD-PÚBLICO, the CER from the hybrid CTC-attention end-to-end

ASR system, 2.7%, is very close to the CER of the HMM-DNN system, 0.95%, where the absolute

difference between the two is only 1.75%. For ALERT, the CER absolute difference between the two

models is 4.07%.

Finally, when comparing the individual end-to-end ASR trained models, from table 5.3, with the indi-

vidual HMM-DNN trained models, from table 4.4, for each respective corpus (SPEECHDAT, ALERT and

BD-PÚBLICO), we conclude that conventional HMM-DNN systems still have a significant advantage

over state-of-the-art end-to-end ASR systems, for low resource settings.

5.4 Other experiments

Beyond all experiments performed to create the end-to-end ASR systems, for the European Portuguese

corpora, a few more experiments were conceived to further enhance the performance of end-to-end ASR

systems, without resorting to the use of external data, such as language and pronunciation models. In

the first part, 5.4.1, we will take a look at the three main experiments and associated results that were

performed to create speaker invariant neural networks, and in the second part, 5.4.2, experiments and

related results by applying neural Turing machines to the end-to-end ASR systems will be presented.
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5.4.1 Speaker invariant ASR approach

In order to make the ASR end-to-end system more invariant to the speaker, three experiments were per-

formed. However, before proceeding, it is relevant to note that the first two experiments were performed

on SPEECHDAT, as preliminary experiments before getting the best end-to-end ASR SPEECHDAT sys-

tem, and the last experiment was performed with the ALERT corpus.

The first experiment consisted of appending speaker iVectors to each acoustic feature vector, for the

training, validation and test set, with the auxiliary of Kaldi programs. Following, the second experiment,

similar to the first one, used iVectors extracted for each utterance instead of speaker iVectors, and

at last, for the third experiment, instead of depending on the extraction of more embedding vectors, a

variation of adversarial training, mentioned in section 2.2.1, was applied. Gradient reversal, as proposed

in [110], was used for the adversarial training (AT). The main goal was to create a new network, detailed

below, that could classify the respective speaker id. When training, this new network that shares the

encoder with the hybrid CTC-attention decoder maximizes the probability of the utterance corresponding

to the ground truth speaker. For the back-propagation, when arriving before the encoder, the gradient is

reversed by a small factor, between 0 and 1. Thus, the encoder will be trained to create representations

more invariant to the speaker ID. As a consequence, in principle, this helps the end-to-end ASR model

to generalize better for unseen speakers on the test set.

The new classifier network architecture receives as input the vector of dimension 1024, an average

of all vectors outputted by the encoder. A feedforward layer then transforms the averaged vector to

a dimension of size 512, followed by a ReLU layer. Next, a second feedforward layer transforms the

512-dimensional vector into the same dimension, followed by another ReLU. At last, a feedforward layer

transforms the 512-dimensional vector into a vector of dimension of size 1366, which is the number of

speakers that exist on the ALERT training set, mentioned in section 3.1. The network is then trained

to classify the respective ground truth speaker. The factor, α, used for the reversal of the gradient,

mentioned above, was chosen to be computed as:

α =
2

1 + e−0.07∗epoch
− 1, (5.14)

where epoch is the current epoch of the training stage. It is essential to remind that this network is

removed when applying the hybrid CTC-attention system to the validation and test sets.

Speaker and utterance iVectors results

The WERs and CERs results for the speaker iVectors, utterance iVectors and for the preliminary baseline

of SPEECHDAT (a hybrid CTC-attention system), are presented in table 5.8 and table 5.9, respectively.

We can observe that neither speaker iVectors nor utterance iVectors perform better than the orig-

inal baseline from the WER results. However, we can see for the CER test set performance that the

utterance iVectors achieves 4.9% while the baseline only obtains 5.0% CER. Despite this result, ap-

pending speaker or utterance iVectors to the initial acoustic vectors do not significantly improve hybrid
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WER (valid) WER (test)

Baseline 8.8 8.9

Baseline + speaker iVectors 9.6 9.7

Baseline + utterance iVectors 9.2 9.0

Table 5.8: WER percentages for SPEECHDAT - iVectors.

CER (valid) CER (test)

Baseline 5.0 5.0

Baseline + speaker iVectors 5.1 5.2

Baseline + utterance iVectors 5.0 4.9

Table 5.9: CER percentages for SPEECHDAT - iVectors.

CTC-attention systems performance.

Adversarial training results

The test set WERs and CERs results for the adversarial training and baseline of ALERT (a hybrid CTC-

attention system) are presented in table 5.10.

WER (test) CER (test)

Baseline 20.6 8.4

Baseline + AT 23.2 9.7

Table 5.10: WER and CER percentages for ALERT - Adversarial training (AT).

From results, we can see that this kind of adversarial training does not improve when compared to

the baseline hybrid CTC-attention system. After training several times the adversarial training system,

to achieve the shown results, it was discovered that ”deep models already learn speaker-invariant rep-

resentations” in the work of [18]. The mentioned work did a similar experiment for CTC-based models

and found out that adversarial training for speaker invariant did not improve the baseline architecture.

Finally, we can conclude that, with enough layers, the encoder of the end-to-end ASR system learns

already invariant speaker representations.

5.4.2 Memory-based ASR approach

Neural Turing machines, mentioned in section 2.2.3, despite having been created in 2014, were only

applied to a small number of tasks, mainly because of their difficulty to train [111]. For end-to-end

ASR two known applications, from 2020, are using NTMs. The first one is from [19], where the NTM

is used to store iVectors and read from them to combine with the hidden vectors of the encoder. In

this work, it is essential to note that no write operation for the NTM exists, therefore this approach

ignores the full potential of the NTMs. The other known work is [20], where they combine the NTM
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with the decoder network, in order to improve the LM of the end-to-end model. Conversely to the first-

mentioned approach that uses the NTM, our experiments use the write head. Also, they do not include

any extracted iVectors. It is important to know that all experiments were created using ALERT corpus

and the respective architecture, mentioned in section 5.2.2.

In the beginning, we started by combining the NTM with the hybrid CTC-attention architecture. It

was shortly discovered that the improvements were small when tuning the NTM hyperparameters, but

when giving more weight to the CTC module, the improvements started to increase gradually. Con-

sequently, all future experiments that were performed only use the CTC module, i.e., the λ parameter

from equation 5.13 is set to 1. Now, we will look at how the NTM was combined with the CTC-based

network and after, the main results for ALERT will be presented. Before proceeding to the description

of the memory-based architecture, it is important to notice that all algorithmic details about the NTM are

from [111].

The architecture for the CTC ASR memory-based system is depicted in figure 5.5. For each hidden

vector, ht, emitted by the encoder, the Addressing block from figure 5.5 will follow all required steps to

create the weights wt, as described in section 2.2.3. At the same time, the erase vector, et, and add

vector, at, are also extracted from ht. From this point, the memory starts to read from and write to,

following the detailed processes mentioned in section 2.2.3. After the read and write updates, the read

vector, rt, is concatenated with the hidden vector, ht. Next, this concatenated vector goes trough a fully

connected (FC) layer, which reduces the vector dimension to the original size, i.e., 1024. This procedure

is sequential for all vectors, ht, created by the encoder. Therefore, there is no significant increase of

delay for the CTC-based system, as opposed to the delay created when the attention module waits for

the encoder to finish all computations, as mentioned in section 5.1.

x Encoder ht
Addressing wt

Writing

Reading

et, at

Memory

rt

FC

Memory block

CTC yCTC

Figure 5.5: Block diagram of the CTC ASR system with a memory-based adaptation network.

The training and decoding setup is the same as mentioned in section 5.2.3, except for the patience

number used to do early stopping, which is 7, and, more importantly, the weight of λ is 1 for training and
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decoding, i.e., only CTC network is being used. The ESPnet2 version used is a more recent one, mainly

because these experiments were performed much later than all experiments mentioned above.

Results

All WERs and CERs results are presented in tables 5.11 and 5.12, respectively. The NTM baseline

architecture, which is only denoted by NTM in both tables, contains only 1 head for reading and writ-

ing, 1 of shift, 128 rows by 20 columns (128x20) and all memory entries are initialized with zeros. The

information that appears between parentheses shows what is changed over the NTM baseline, men-

tioned above. In table 5.11, the third column corresponds to the number of training epochs for each

configuration. This information replicates to table 5.12.

WER (valid) WER (test) #epochs

CTC baseline 35.0 35.3 30

CTC baseline + NTM 34.1 35.1 25

CTC baseline + NTM (225x20) 33.6 33.8 28

CTC baseline + NTM (128x40) 33.0 33.6 30

CTC baseline + NTM (225x40) 34.0 34.5 29

CTC baseline + NTM (2 heads) 33.1 33.7 30

Table 5.11: WER percentages for ALERT - NTM.

CER (valid) CER (test)

CTC baseline 11.7 11.8

CTC baseline + NTM 11.5 11.7

CTC baseline + NTM (225x20) 11.3 11.3

CTC baseline + NTM (128x40) 11.2 11.2

CTC baseline + NTM (225x40) 11.4 11.6

CTC baseline + NTM (2 heads) 11.2 11.2

Table 5.12: CER percentages for ALERT - NTM.

We can see from table 5.11 that the CTC baseline plus the memory-based approach, using 128 rows

and 40 columns, achieves the best WER on the test set, 33.6%. More importantly, we notice that the

WERs of the CTC memory-based approaches always improve over the CTC baseline. For example, the

CTC-based model that uses the NTM configured with 128 rows and 40 columns, decreases the WER

from 35.3% to 33.6% on the test set. An absolute WER difference of 1.7%. Additionally, when observing

the table with CERs, we see two models with the lowest CER. One of them is the one that achieved

the best WER, mentioned above, and the other is a CTC with an NTM that uses 2 heads for reading

and writing, instead of only one. Nevertheless, the best model is the CTC with an NTM that contains a

memory of size 128x40.

Overall, in principle, CTC-based systems can improve the WER and CER performance if combined

67



with an NTM. In the near future, more configurations will be tried out, and all experiments presented in

tables 5.11 and 5.12 will be replicated for the WSJ and Librispeech corpora, since, up to the best of our

knowledge, there is no work done in this way.

5.5 Discussion

In this chapter, we have described how to create state-of-the-art end-to-end ASR systems, using ESP-

net, for the European Portuguese corpora described in chapter 3. From experiments, we can see that

WER results are not very close to the HMM-based results from section 4.2, but start to be comparable.

The HMM-DNN models still have the advantage of having a language model that comprises almost all

linguistics present in validation and test sets, and a pronunciation dictionary with many pronunciations for

the same written words. Nonetheless, it is already impressive that the end-to-end hybrid CTC-attention

systems can learn so much without any language model or pronunciation dictionary, especially the CERs

that were obtained, present in section 5.4. Overall, the main problem of end-to-end ASR systems is that

they do not perform well for low data resources. For example, we noticed that when training with more

data, i.e., training TRIBUS model, the WER performance improved overall for BD-PÚBLICO, SPEECH-

DAT and a little for ALERT. For this reason, possibly a new architecture is required or, perhaps, a new

unsupervised learning algorithm that could create better representations for the input data, such that

it could be used to solve the supervised task, in a much better way than the modern end-to-end ASR

systems.

Also, we studied and confirmed that hybrid CTC-attention models are faster than attention-based sys-

tems at learning monotonic alignments, mainly since the CTC network forces the shared encoder of the

hybrid CTC-attention system to learn a monotonic alignment. Next, some experiments were performed

in order to create speaker invariant neural networks, with the auxiliary of iVectors and adversarial train-

ing, but with no great success. Finally, and more notably, we developed a novel way to train CTC-based

models using a memory-based approach, were the results, shown in section 5.4.2, are very promising.
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Chapter 6

Conclusions

The ASR field has evolved notably since 1952, from systems that could recognize only digits to HMM-

based systems that can recognize as many words as we want. More recently, full end-to-end systems

inspired by the brain are being developed for the ASR field. We can already observe the improvement

in ASR from a 10-year difference with the ALERT corpus. In 2010, the WER achieved in the test set

was up to 23.5% [92], while now, using the same language and pronunciation models, and training

data, a WER of 8.70% can be obtained, in the same test set. Most of the evolution in the field is due

to deep learning new training methods (e.g., ReLU, initialization parameter algorithms, momentum and

Adam), more computational power and more data. Currently, the community of deep learning and ASR

is trying to not depend in the latter, by using different techniques that move away from labelled data and

supervised training, e.g., semi-supervised and unsupervised learning.

The main initial goal for this project was to create state-of-the-art end-to-end systems for Euro-

pean Portuguese corpora on the following domains: read speech (BD-PÚBLICO), spontaneous speech

(ALERT) and telephone speech (SPEECHDAT), and compare it with state-of-the-art HMM-based sys-

tems. This goal achievement encompassed the creation of hybrid CTC-attention systems for each cor-

pus mentioned above, using ESPnet toolkit, and HMM-based systems for the same corpora using Kaldi

toolkit. It was also trained a model with all corpora training data combined. This new corpus was named

TRIBUS. Despite the HMM-based systems achieving better WER results compared to the hybrid CTC-

attention systems, with low data resources, they still have many advantages over HMM-based models.

The end-to-end method does not require HMM-GMM training for initial alignments, complex search dur-

ing decoding, e.g., a WFST decoder and the creation of external lexicon and language models. The

complexity and code size associated with creating these end-to-end systems are also very reduced

compared to creating HMM-based systems.

Despite the better WER results for HMM-based ASR systems in low resource settings, we learned

that CER results are outstanding, e.g., ALERT with TRIBUS achieves 8.4% CER on the test set domain,

which is comparable with 4.33% CER, from the HMM-DNN baseline of ALERT, also using TRIBUS, on

the same test set domain. We can also confirm that HMM-based and end-to-end systems learn, more

easily, to model read speech than spontaneous speech in the presence of low data resources. This is
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one of the disadvantages of supervised learning when data is limited. Augmentation techniques improve

the WER considerably, especially, in end-to-end ASR systems, but they can not cover all examples in

test set or real application.

One of the project major contributions is that it is, up to the best of our knowledge, the first work

using state-of-the-art end-to-end systems for low resource European Portuguese corpora. We also

learned that for end-to-end ASR systems with low data resources, especially hybrid CTC-attention

models, speed perturbed data plus SpecAugment augmentation techniques are a good combination

to achieve better performance. Also, we studied that, if the encoder contains many layers, the ”thought

vector” produced by the encoder, coined by Geoffrey Hinton 1, is already invariant to speaker particu-

lar characteristics. We also observed that appending iVectors to the input acoustic features or using

adversarial training for speaker invariant, does not improve the performance of the end-to-end system.

If they do, the improvements are not very significant. Also, we confirmed that hybrid CTC-attention

systems perform better than pure attention-based models, since the former, with the CTC module, en-

forces the shared encoder to learn the right monotonic alignments between the input speech and output

characters. At last, and more notably, we proposed a novel way of training CTC-based models using

a memory-based system inspired by the NTM model. The improvements, when compared to a normal

CTC-based system, are quite remarkable. Overall, all the objectives and research questions stated in

the introduction were satisfactorily achieved.

Finally, it is important to notice that, despite this thesis was originally planned to be conducted jointly

at PDMFC and INESC-ID, not much work was actually performed for the company, mainly because of

the pandemic situation. For this reason, more time was devoted to experimenting with new ideas that

could improve the WER of the end-to-end ASR European Portuguese models, without being dependent

on external factors, like language models.

Publications

The part of the work of this thesis related with the development of the European Portuguese end-to-

end system has been submitted to IberSPEECH 2020 conference, and the novel contributions using

memories is planned to be submitted to INTERSPEECH 2021:

• C. Carvalho and A. Abad, ”TRIBUS: An end-to-end automatic speech recognition system in Euro-

pean Portuguese”, submitted to IberSPEECH 2020.

• C. Carvalho and A. Abad, ”CTC-M: A CTC-based end-to-end ASR system with memory adapta-

tion”, in preparation for INTERSPEECH 2021.

1https://www.youtube.com/watch?v=fDR1I2Shw_E&list=PLhl-FVpNS-ejQQ7V8kqjZJqK-VlP5F_id&index=7
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6.1 Future work

At first, more configurations for the memory-based approach applied to end-to-end CTC-based ASR

will be tried out forthwith. Simultaneously, as a result of the successful results for ALERT, the memory-

based experiments presented in section 5.4.2 will be replicated for English corpora and published for

INTERSPEECH 2021, since, up to the best of our knowledge, there is no work done in this way.

More importantly and at last, this work provides the groundwork and suggests future work paths in

end-to-end ASR with low resource settings, e.g., European Portuguese. Many important problems re-

main, but the main one is the problem of low resources within deep learning. Deep neural networks are

known to require many labelled data in order to achieve state-of-the-art performance results. Neverthe-

less, it is known that gathering and labelling data is very time consuming and also very expensive. One

way to solve this problem would be to approach the end-to-end ASR system with unsupervised learning.

Unsupervised learning algorithms try to find relevant ”structure” in data, instead of learning to perform a

specific classification or regression task. Motivated by the fact that children learn how the world works by

observation and remarkably little interaction, i.e., with little supervised feedback, unsupervised learning

is a promising research path for end-to-end ASR with low resources. When approaching unsupervised

learning in deep learning, one of the main problems that arise is how to find a good representation that

could, in principle, disentangle all relevant factors for the ASR task. The problem of ”discovering good

representations” is approached with more detail in [112]. Beyond exploring good representations for

ASR, one could also explore generative adversarial networks (GANs) and variations of it for end-to-end

ASR. Invented in 2014 [113], GANs introduced many innovations in training deep generative models out-

side of the maximum likelihood framework and even outside of the classical framework of having a single

objective function. Instead, GANs use multiple models trained in a game-theoretical way, i.e., zero-sum

games, and each model has a different objective function. The main problem with GANs, discussed

in [114], is to know whether a Nash equilibrium exists and whether the learning algorithm converges to

a Nash equilibrium, and if it does so, how quickly. Despite the huge success with GANs in the image

domain [114], there is still the problem of applying them to other domains, e.g., speech. Finding new

training techniques or better implicit priors for the speech domain is a very compelling research topic.
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