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Abstract

Correspondence distribution is of utter importance in a large organization such as the Portuguese
Navy. A misdirected document might have severe repercussions such as important tasks not being per-
formed and information being lost.

Over time, text classification went from relying solely on word frequency models to sequential models
with word embeddings. This paradigm shift is currently the state of the art and reveals promising results
in large scale datasets.

Currently, correspondence within the Navy is classified by hand which can be prone to human error
and time-consuming. Hence, this dissertation addresses this problem, studying viable alternatives for
automatic text classification, relying on Machine Learning and Natural Language Processing tools.

With this goal in mind, various machine learning models were tested and studied, with some of them
showing positive results, such as Logistic Regression, with over 90% average accuracy over all labels and
an average Exact Match Ratio of approximately 50%.
Keywords: Correspondence Distribution, Multi-label Classification, Natural Language Processing, Ma-
chine Learning

1. Introduction
In a world with an ever growing data flux, large or-
ganizations demand fast and efficient information
management. The lack of an adequate system to
maintain and manage this data flow might result in
substantial losses for a company’s efficiency and
productivity. For this reason, computer systems
are designed and used to provide the power and
accessibility of fast indexation and document secu-
rity.

The Portuguese Navy currently employs data
management strategies performed by humans in
a somewhat tedious and outdated manner that in-
creases the risk for human error and subjectivity
underlying document classification which may lead
to lost documents and difficult retrievals.

This paper presents an alternative to this prac-
tice, proposing an automatic correspondence dis-
tribution system, capable of classifying documents
based on its contents.

The remaining structure of this paper is the fol-
lowing. Sections 2 and 3 provides a brief intro-
duction to the underlying problems for this work,
namely Multi-label Classification and Text Classifi-
cation. Section 4 expands on other articles related
to the case under study. Section 5 describes the
process of building and testing a machine learn-

ing model tailored for multi-label text classifica-
tion. Section 6 does a brief analysis on the results
achieved by the implemented models. Finally, Sec-
tion 7 summarizes the work done and Section 8
presents ideas for future work.

2. Multi-Label Classification

Multi-Label Classification is the task of selecting
from within a list of possible labels, the ones which
should be associated with the object we are trying
to classify. Multi-Label Classification has multiple
use cases, like text and sound categorization [3, 6],
semantic scene classification [5], medical diagno-
sis [30, 9] or gene and protein function classifica-
tion [8].

Multi-Label Classification differs from classifica-
tion tasks like Binary Classification and Multi-Class
Classification, as the first does not take into consid-
eration dependencies between distinct labels and
in the latter, it is only attributed one label per docu-
ment [20], which does not accomplish our goal.

The challenges of this task are deeply linked with
data sparsity and scalability, due to the often high
dimensionality of the data, the imbalance, and the
dependencies between labels that must be taken
into consideration [11].
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3. Text Classification
Text classification corresponds to the task of as-
signing the correct label or labels to a certain text
sample. Examples of this task include language
identification [7], genre classification [19], senti-
ment analysis [18, 2] and Spam detection [12]. In
the problem described by this dissertation, the aim
is to find the correct labels to be assigned to each
text document in the dataset.

Working with textual documents requires con-
verting our texts to trainable data. This process
is called vectorization and there are multiple ways
of achieving it. Two common approaches to repre-
senting documents in vector form are bag-of-words
(n-grams) and word vectors.

Bag of Words techniques, also known as N-gram
models are used to convert documents into vec-
tors. This works by assigning each token a posi-
tion in the vector and filling that position with the
count for the number of times the token appears in
the document. In the end, we have for each docu-
ment a vector containing the number of times each
known token appears in that specific document.
Using this model we ignore word context and se-
quence in the document, reducing computing time
at the expense of some information loss.

Alternatively, instead of having a vector with fre-
quencies, it is also common to attribute values to
each term in the vocabulary. For example, when
using tf-idf the weight of each term is calculated
and then used instead of flat count frequencies.
The tf-idf algorithm is a product between term fre-
quency(tf) – the frequency a word t appears in a
document d – and the inverse document frequency
(idf) – the fraction of documents in which the word
t appears [16]. This is a better alternative to using
a count vectorizer being used through this work’s
experiments.

The disadvantage of N-gram models is not tak-
ing into account order in the sequence, which re-
sults in information loss. To prevent this loss in text
classification it is common to use sequential mod-
els. For these models, each token is represented
as a vector and the document to represent is noth-
ing more than a sequence of vectors.

How the tokens are vectorized presents the big
distinction for these models. On the one hand, we
have the classic approach using One-Hot Encod-
ing - attributing one position in the vector for each
token in the vocabulary and filling it with a value
corresponding to that token’s occurrence.

On the other hand, we can make use of Word
Embeddings. This method, which recently has
been widely used consists in giving each word
a dense vector representation, representative of
its position in semantic space. Such embedding
weights can be trained in the dataset from scratch,

be imported from another corpus or be pre-trained
in one corpus and then fine-tuned for the dataset
in question through transfer learning.

4. Related Work
Working on the problem of Multi-Label Classifica-
tion, it is common to divide the approaches in two
categories: Problem Transformation and Algorithm
Adaptation. The former transforms the problem so
that it can be solved by traditional classification al-
gorithms while the latter makes use of such algo-
rithms which are adapted to do multi-label learn-
ing. The main reasons for choosing Problem Trans-
formation is the ease to test and to classify us-
ing many common used algorithms. Otherwise,
we might be more interested in using Algorithm
Adaptation approaches, considering these are of-
ten more suited to the problem and take into con-
sideration things like label correlation, which tends
to be overlooked in some Problem Transformation
approaches [11].

Apart from Problem Transformation and Algo-
rithm Adaptation, some authors [23] still hold a
special category for solutions that make use of en-
semble methods to predict labels.

4.0.1 Problem Transformation

In the category of Problem Transformation, some
solutions while being conceptually simple to imple-
ment still reveal promising results. One example
of such approaches is Binary Relevance [35, 32]
which simply consists in training one binary clas-
sifier for each label. The advantages are the con-
ceptual simplicity, not being constrained to a par-
ticular learning technique, so almost every single-
label classifier can be used as the underlying
model, with models based in Support Vector Ma-
chines [17, 28] and Naive Bayes [28], being suc-
cessful. Besides that, they are able to learn from
partially labeled instances, since each classifier is
trained independently. The major drawback is the
scalability, considering the number of classifiers
grows linearly with the number of labels, being un-
usable in very large datasets (Extreme Multi-Label
Classification) [35]. Another issue appointed to Bi-
nary Relevance is not taking into consideration la-
bel correlations, which are important for multi-label
classification [35].

There are some algorithms that base them-
selves in Binary Relevance and try to account for
the correlation part. One of these methods is Clas-
sifier Chains [27] which similarly to Binary Rele-
vance trains one classifier per label, however these
classifiers are trained sequentially and take as in-
put the instance to classify plus all the labels resul-
tant of the previous classifiers. As mentioned, this
has the advantage of accounting for the correlation
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while maintaining a computing complexity close to
Binary Relevance, with the disadvantage of not be-
ing possible to do parallel training to reduce com-
puting time, or train in incomplete data [27].

Other Problem Transformation methods include
Label Powerset methods [32], which transform the
multi-label problem into a single-label one by train-
ing one classifier for each possible combination
of labels. The advantage of this method is that
it takes into consideration correlation between la-
bels, but deeply suffers from the problem of data
scarcity, since some label combinations might not
have enough representation in the dataset and the
results might not be distinguishable from Binary
Relevance, despite being expected to show better
results for taking into account label correlation [32].

For Algorithm Adaptation approaches, there are
techniques altered in a way to directly solve the
Multi-label classification problem, and are gener-
ally better at taking things such as correlation be-
tween labels into consideration. Some Algorithm
Adaptation may be bound to a particular learning
method, however, they can be as simple as using
a Problem Transformation method internally or col-
lecting multiple classification confidences and join-
ing them [27]. For such approaches we can see
ones using traditional learning methods as well as
recent deep learning approaches.

For classical classification methods, one can
find adaptations for Decision Trees, Support Vec-
tor Machines and Instance Based Classifiers [11].
An example of the last method is an adaptation
of k-Nearest Neighbors to the Multi-label classifi-
cation [34] problem, a lazy learning method that
shows very promising results in several datasets.

More recent methods using Artificial Neural Net-
works often focus on the scalability and data spar-
sity often associated with the Multi-Label learning
problem, often referred to as Extreme Multi-Label
Learning problems [14, 20]. Using such meth-
ods we see very different approaches, focusing on
the loss functions resulting in a Precision@51 of
48.08% in the EUR-Lex2 dataset [14], using dif-
ferent types of Artificial Neural Networks, such as
applying word embeddings followed by a Convolu-
tion Neural Network resulting in a Precision@5 of
51.41% in the same dataset [20] or using restricted
Boltzmann machines that help improve the feature-
space [25], this one not focused at Extreme Multi-
Label, resulting in an accuracy of 0.742 against
0.770 compared with ECC in the Medical Dataset,
48.0% to 45.4% on Enron Dataset and 45.1% to

1metric mostly used in Information Retrieval problems, mea-
sures the ratio of relevant results in the top five predictions – in
this case the five labels with higher confidence

2EUR-Lex Dataset with 19348 instances, 3993 labels and a
label cardinality of 5.31 [14]

46.1% on Reuters, all these text datasets [25].

4.0.2 Ensembles

Other examples that are often included in a group
of its own and are known for increasing overall ac-
curacy, overcoming over-fitting and allowing paral-
lelism are Ensemble Techniques [27].

One such example of this method is the Ensem-
ble of Pruned Sets [26]. For this method, we begin
by building pruned sets, which consist of only the
most relevant label relationships in the training set.
After pruning the least frequent sets, we are left
with the label groups that have a significant rep-
resentation in the set. After that, a binary classi-
fier is trained for each set, similar to what happens
with Label Powerset. The additional advantage of
including an Ensemble is reducing overfitting and
the possibility of assigning sets of labels that were
nonexistent in the training data [26].

The Ensemble of Classifier Chains [27], as the
name points out, is a grouping of Classifier Chains,
and in training, each chain is assigned a ran-
dom chain ordering and a random subset of the
dataset [27].

One more Ensemble method is RAkEL [33], or
RAndom k-labELsets, which in its turn, is a group-
ing of Label Powerset classifiers. For this method,
we have two changeable parameters, k and m,
which represent the length of the label sets to be
considered and the number of iterations, respec-
tively.

5. A Classifier System for Correspondence Distribu-
tion

5.1. Dataset Analysis
The provided dataset contains 7300 documents,
from which 7185 possess a distribution table. The
distribution table is the target we want to predict
and contains the following seven labels, corre-
sponding Portuguese Navy’s units:

• STI - Superintendência das Tecnologias da
Informação (IT Superintendency)

• CDIACM - Centro de Documentação de
Informação e Arquivo Central da Marinha
(Navy’s Central Information and Archive Doc-
umentation Center)

• DAGI - Direção Análise e Gestão de
Informação (Direction of Analysis and Infor-
mation Management)

• DITIC - Direção de Tecnologias de Informação
e Comunicações (Information and Communi-
cation Technologies Management)

• C/GAB - Gabinete do Superintendente das TI
(IT Superintendent’s Office)
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• SERV.PART - Serviço Particular (Private Ser-
vice)

• ADJ.SEC1 - Entidade Contabilı́stica (Account-
ing Entity)

For each of the listed departments, a character
is assigned as a descriptor to the degree of action
required from that specific department:

• Blank (0) - if no action is required and that de-
partment is not a recipient

• Letter C - if the document in question is for in-
formation (Conhecimento) but no action is re-
quired from said department

• Letter A - if the document is to be addressed
to said department and the latter is required to
take action (Ação)

Documents can be of two different types, de-
pending on their layout: standardized or non-
standard. Standardized documents follow a spe-
cific layout defined by the Navy, and have their text
fields segmented into distinct tags in a XML file.
Between these tags we have: Header, Title, Body,
Signature, Attachment, etc. From the experiments
carried out, using only Title and Body of the docu-
ment provided the best results. For non-standard
documents, all the content is in a single Text tag
and these documents correspond to invoices, re-
ceipts, faxes, memos, diplomas and emails and
represent approximately 35% of the dataset doc-
uments [29].

The dataset contains documents from years
2014 through 2019 and by setting aside years 2018
and 2019 we get a test set with 26.34% of the sam-
ples and temporal relevance. In Table 1 some key
metrics are displayed. It is noticeable that class A,
the minority class is much less represented than
classes C and blank.

Table 1: Group of key metrics from the Portuguese Navy
dataset

Metric Value
Number of Samples 7185
Number of Labels 7
Number of Classes per Label 3
Average Samples blank 4995
Average Samples C 1892
Average Samples A 298
Median Number of Words per Sample 50

This uneven distribution can be further and bet-
ter understood by visualizing the following Figure 1,
which represents the distribution of classes within
each label. From this graph, we can see that label
DITIC is the only one that deviates from a majority
class blank and minority class A. For this label C is
the most represented class and classes blank and

Table 2: Most common uni and bi-grams, excluding stop-words.
N-gram Frequency
marinha 13141
informação 9908
nacional 9644
contrato 9513
data 9004
lisboa 8928
defesa 8539
serviços 8412
pt 8232
ser 6857
chefe 6505
artigo 6475
defesa nacional 6350
gestão 6315
total 6262
valor 6098
serviço 5879
comunicações 5698
formação 5681
tecnologias 5626

A are relatively close, even though class A is the
least represented in every label, with labels CDI-
ACM and ADJ.SEC1 counting only with twelve and
four class A samples, respectively.

STI CDIACM DAGI DITIC C/GAB SERV.PART. ADJ.SEC10
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Figure 1: Bar plot with the distribution of classes for each de-
partment in the dataset.

In Table 2 we can visualize the twenty most com-
mon words found in the documents, after removing
stop-words and lowering the case. By analyzing
these words we can notice the most used vocabu-
lary is quite specific to the context of the Navy and
managing national and international affairs.

From looking into Figure 1 and 1 it is predictable
that the biggest challenge to having a robust clas-
sifier is the dataset imbalance, most prominent in
class A.

5.2. Model Selection
Looking into the approaches discussed in related
work and transferring them to our challenge, two
distinct ways to tackle the problem rise.

The first suggested approach consists in splitting
each individual department degree (Blank, A and
C) into separate labels, while accounting for the
exception that each department can only have one
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degree and then treating it just like a Multi-Label
Classification problem. The other approach, and
the one more exhaustively pursued throughout this
dissertation was to treat the classification as in the
Binary Relevance method, considering each label
an independent multi-class classification problem,
selecting for each department one degree, either
A, C or blank.

Several classifiers were implemented, in order to
evaluate their performance in our dataset. The im-
plemented models are the following:

• Baseline Classifier - Most Frequent Tag: A
dummy estimator that classified every in-
stance as the majority class.

• Logistic Regression: Fits the data through a
linear regression model and then computes
the probability of our sample belonging to
each class. Logistic Regression has displayed
great performance in text classification tasks,
especially when compared with other classic
methods [24].

• Naive Bayes (NB): Calculates the probability
of a given sample belonging to each particular
class in a simplistic way, by taking into con-
sideration the prior probabilities for each class
and the conditional probabilities of seeing the
input, given each class. Naive Bayes is often
used for spam filtering [13].

• Support Vector Machines (SVMs): Finds the
linear hyper-plane that best discriminates be-
tween classes

• Decision Trees and Random Forests: Tree
based models work by partitioning data into
cuboid regions. Decision Trees have the ten-
dency to overfit and so an ensemble of Deci-
sion Trees (a Random Forest) is ofter used in-
stead. This is an ensemble method that trains
numerous Decision Trees in subsets of our
data.

• k-Nearest Neighbors: Using a distance met-
ric, finds the closest samples to the unseen
instance in the dataset and classifies that in-
stance by doin a majority vote between the
closest k neighbors.

• Multi-Layer Perceptron: an Artificial Neural
Network, composed of multiple layers of Per-
ceptrons that work in a Feedforward Network.

After watching promising results using these
models with a bag-of-words approach, the deci-
sion to try sequential models was made, given
their recent success in the field [22, 10]. For this

reason we tested with embeddings and a Separa-
ble Convolutional Neural Network (SepCNN). The
experiments made included embeddings trained
from scratch, and using FastText’s pre-trained
word embeddings for Portuguese [15, 4], trained
on Wikipedia data3. from the FastText corpus
and loaded from FastText and fine-tuned on our
dataset.

SepCNN is a neural network specialized for text
classification tasks that works with word embed-
dings and uses one-dimensional depthwise sep-
arable 1D convolutional layers. Depthwise sep-
arable convolutions reduce the computation time
needed for the convolutions and the number of pa-
rameters to tune. They work by dividing the tra-
ditional convolution into a depthwise convolution
(filtering step) followed by a pointwise convolution
(combination step).

6. Results
6.1. Methodology
All models were compared using the same
methodology. Initially a random split was made
for a train and test static sets that was the same
for each of the experimented models, for conve-
nience and in order to have a reference perfor-
mance for further evaluations. Subsequently, a
test set was detached from the remaining docu-
ments which contained the most recent documents
of the dataset (those belonging to the year 2018
and 2019). The remaining elements of the dataset
were divided into 4 splits to be used for cross vali-
dation.

Several evaluation metrics were used in order to
better evaluate the results. The most referred to
were accuracy, exact match ratio and recall.

The most referred metrics were the following:

• Exact Match Ratio (EMR)- Measures how
many instances were completely well classi-
fied. Ignores partially correct instances [31].

EMR =
1

n

n∑
i=1

I(Yi = Zi)

• Accuracy - Measures the proportion of correct
labels [31].

Accuracy =
1

n

n∑
i=1

|Yi ∩ Zi|
|Yi ∪ Zi|

• Recall - Ratio between the predicted correct
labels and all true labels, averaged over all
instances. A low Recall value in minority
classes might reveal a bias towards the ma-
jority classes [31].

3https://dumps.wikimedia.org
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Recall =
1

n

n∑
i=1

|Yi ∩ Zi|
Y i

6.2. Discussion
6.2.1 Bag of Words Representation Approach

The results for the discussed classifiers can be
summarized in Table 3. The best performing clas-
sifier is Logistic Regression, followed closely by
Support Vector Machines and Random Forests.
On the other end of the spectrum, not consider-
ing the baseline, are Naive Bayes and Decision
Trees. Naive Bayes is often used as a base-
line method, given its simplicity in implementation.
The tendency of Decision Trees has also been
appointed and is a likely reason for this classi-
fier’s weak scores, which had a major improvement
when the Decision Trees ensemble method, Ran-
dom Forests, was tested.

6.2.2 Sequential Representation Approach

The sequential models trained were also among
the worst performing classifiers. SepCNN with
FastText vectors out of the box was the worst of the
three sequential classifiers. This shows that Fast-
Text vectors, despite being pre-trained in a much
bigger corpus were still beaten by word vectors fit-
ted strictly in the training set. However, when pre-
training the same FastText word vectors the results
exceeded training from scratch, showing an advan-
tage in training in a larger corpus, with an aver-
age accuracy increase of approximately 4.4% over
FastText raw vectors and 0.5% average accuracy
increase over trained from scratch word vectors.

When working with sequential models, using
word vectors led to results below average, despite
the rising popularity of this technique. Reasons for
this seem to be linked to the specificity of the vo-
cabulary, being most of it related to Navy’s themes
and the objective concise writing removes most
of the ambiguities that would make word vectors
trained in a large Corpus overcome other meth-
ods. Word vectors seem to work best when pre-
sented with a wider vocabulary and ambiguous
texts, where a context is important to extract a
meaning.

Another factor is the ratio between the number of
samples and number of words per sample, which
according to this source should be taken into con-
sideration. When this ratio is higher than 1500,
SepCNN seems to outperform Multi-Layer Percep-
tron and other classic methods. Below that value,
Multi-Layer Perceptron performs better [1]. Taking
our dataset statistics, presented in Table 1, into
consideration, this ratio is of approximately 145,
roughly 10 times less than the suggested value,

indicating a shortage of samples to train an appro-
priate sequential model.

6.3. Dataset Imbalance
One of the biggest challenges for the devel-
oped methods was fighting the dataset imbalance.
When plotting the confusion matrix for the best per-
forming classifier (Logistic Regression) our atten-
tion is drawn to the lesser recall for class A, where
a tendency towards predicting classes C or blank
is verified approximately one third of the times the
true class is A.

In order to fight this imbalance, multiple sampling
methods were tested, in order to analyse how the
results would be affected. The following methods
were implemented:

• Imbalanced Set: This is the control test, corre-
sponding to the unchanged dataset.

• Undersampling: Aims at balancing sets by ig-
noring certain samples. May lead to huge in-
formation loss.

• Oversampling: Resamples the minority
classes, giving every class the same repre-
sentation in the dataset.

• EasyEnsemble [21]: Creates multiple subsets
where the minority class is reused in each
subset and the majority classes undersam-
pled.

In Table 4 we can see the results for each one of
the data balancing methods. As can be witnessed
in Table 4 none of the methods performed better
than the imbalanced set, however Oversampling
provided really close results. This means it can
be considered as a viable option to creating a bal-
anced training in an imbalanced set so that every
class has the same weight in the decision. This
fact is more evident when looking into the confu-
sion matrices present in Figure 2, as an average
between labels. It is visible that Oversampling is
a good balancing method if the purpose is to in-
crease recall and the number of positive classifi-
cations for the minority classes, at the expense of
some accuracy.

Another thing to notice is the considerably lower
performance of the Undersampling approach, rea-
son for this is the residual number of samples for
each class in some cases and the huge informa-
tion loss resulting from not taking into considera-
tion every available sample.

6.4. Final Evaluation
Since we wanted to avoid creating a bias towards
any of the classifiers, we isolated a test set, com-
prised of the samples from the years 2018 and
2019. Training then our top classifier in the whole
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Table 3: Results for the classifiers trained in the Portuguese Navy dataset (cross-validated).
Baseline NB LogReg MLP SVM Rforests Decision Tree kNN SepCNN Sep FT Sep FT Train

EMR 15.56% 22.09% 49.23% 46.86% 48.00% 46.73% 36.95% 37.43% 30.85% 23.26% 32.68%
Accuracy 74.52% 80.16% 90.08% 89.41% 89.59% 89.22% 86.40% 86.20% 84.50% 80.61% 85.07%

Table 4: Results for Data Balancing methods from a random sample.
Logistic Regression

Imbalanced Set UnderSample OverSample EasyEnsemble
STI 90.71% 86.55% 90.92% 87.76%
CDIACM 96.67% 70.35% 96.04% 76.97%
DAGI 91.09% 72.72% 91.21% 74.89%
DITIC 85.38% 78.76% 84.34% 80.72%
CGAB 89.55% 75.43% 89.13% 80.34%
SERV PART 85.71% 66.56% 85.21% 75.93%
ADJ SEC 95.96% 19.58% 94.79% 45.86%
Average Accuracy 90.72% 67.13% 90.24% 74.64%
EMR 59.64% 4.37% 58.31% 21.57%
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Figure 2: Normalized Confusion Matrix for the best performing
classifier averaged over every label on an oversampled set.

training set, using the same parameters as in
development we obtained an average accuracy
of 82.02% and an Exact Match Ratio score of
35.40%. This is quite a decrease when compared
to previous tests. However, such decline in perfor-
mance can be associated to the temporal nature of
the data, since through all the years in the dataset,
writing methodologies and overall data handling
principles have changed. This demonstrates the
importance of keeping the dataset updated, in or-
der to achieve optimal results.

6.5. Summary
Regarding the models implemented, we can see
from the results in Table 3 that the classifier dis-
playing best results was Logistic Regression, fol-
lowed closely by the Multi-Layer Perceptron and
also Support Vector Machines.

The lowest scores between classifiers (not tak-
ing into consideration the Baseline) were observed
in both Naive Bayes – for which said results can
be justified by the simplicity of the classifier and its
assumptions – and the sequential models, which
suffer from the depth of the vocabulary against its

breadth, consisting in documents within the same
context and with low ambiguity and the fact that
the designed models could take advantage of more
samples to train on.

Looking into the dataset imbalance it might be
valuable to use a balancing method such as over-
sampling. While this mechanism displayed slightly
worse results than for the imbalanced set, it is a
good alternative for a system in which we are look-
ing for higher recall for the minority classes, es-
pecially given the fact that such classes are the
source of biggest confusion for our classifiers.

7. Conclusions
This dissertation explored the correspondence dis-
tribution panorama taking place currently in the
Portuguese Navy. This process is done by hand,
prone to human error and subjectivity, along with
the extra time consumption required to perform the
task. These effects are undesirable and can hinder
the productivity of a large organization such as the
Portuguese Navy.

This work tested several classifiers in multiple
settings, in order to select the best to perform this
task. Analysis of the results revealed the major li-
abilities linked to this task, such as the imbalance
between classes, with one of them being in much
minor representation, and the temporal factor of
the data which was demonstrated by the decrease
in performance, when evaluating results in a set
separated by belonging years.

This work explored the influence of document
representation and sampling methods to find the
classifier that outperformed the others. With this
goal in mind, this dissertation presents a classifica-
tion method for automatic correspondence distribu-
tion using Logistic Regression and the principles of
Binary Relevance for Multi-label Classification with
the aid N-gram models that displayed an average
accuracy of 82.02% over seven distinct labels, cor-
rectly predicting all seven labels for 35.40%. Re-
garding the imbalance of the dataset, an alterna-
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tive using Oversampling was also presented, dis-
playing little accuracy decrease when compared to
the imbalanced set and a significant increase in re-
call.

8. Future Work
For future work, there are various ideas that could
help provide better results for this task and improve
the classification performance. For starters, there
is some noise being introduced through the OCR,
producing illegible words that affect the quality of
the dataset.

After that, regarding data pre-processing, it
would be a good idea to try Stemming to give
more weight to context and less to specific words
and to implement Named Entity Recognition, since
when looking into the features with more weight to
classification, some classifiers presented personal
names. It would be a good idea to replace said
names by the person’s rank within the Navy in or-
der to prevent biases towards rotating roles. Be-
sides that, it would be good to have more docu-
ments to train on, in order to fully experiment with
more complex models which for this task were not
the adequate choice.
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G. Castellanos-Domı́nguez. support vec-
tor machine-based aproach for multi-labelers
problems. In 21st European Symposium
on Artificial Neural Networks, ESANN 2013,
Bruges, Belgium, April 24-26, 2013, 2013.

[29] G. A. Rodrigo. Projeto: Identificação e
Classificação de Entidades Mencionadas e
Eventos em Documentos da Marinha. 2020.
Master Thesis. IST, UL.

[30] H. Shao, G. Li, G. Liu, and Y. Wang. Symptom
selection for multi-label data of inquiry diagno-
sis in traditional chinese medicine. Sci. China
Inf. Sci., 56(5):1–13, 2013.

[31] M. Sorower. A literature survey on algorithms
for multi-label learning. Oregon State Univer-
sity, Corvallis, pages 1–25, 2010.
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