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Abstract

Alzheimer’s Disease (AD) is a neurodegenerative condition that causes a deterioration in cognitive
functions, affecting especially people of advanced age. As the disease is considered incurable, it is of
the out most importance to follow the patients as earlier as possible. In particular as Mild Cognitive
Impairment (MCI) is an early stage of Alzheimer’s Disease, it is imperative to develop tools to allow
predicting if and when a patient will progress from MCI to AD. Due to the recent rise of deep learning
techniques and their great capabilities in terms of adaptability, this study will focus on the use of those
machine learning methods to perform the prediction from MCI to AD. These will be allied with an
approach using time windows, a method of dividing the data that besides giving the conversion of the
patient can also predict when it will convert. A new methodology for Feature Selection (FS) based on
Neural Networks was proposed as well as the use of a Missing Value Imputation (MVI) methodology
based on autoencoders to create new data samples.
Keywords: Alzheimer’s Disease, Mild Cognitive Impairment, Machine Learning, Deep Learning,
Neural Networks, Prediction

1. Introduction

Neurodegenerative conditions affect mostly people
of older age and lead to adverse effects on the pa-
tients as well as to their closest persons. The de-
terioration of the cognitive functions is a fact that
no one can change, it affects a large part of the
population at a certain point in their life, some of
them can convert into Alzheimer if the deteriora-
tion is big and fast while others might only have a
slight decline in cognitive functions. This creates a
problem because if all people will suffer from neu-
rological deterioration at some point in their life it
is difficult to distinguish these signs from demen-
tia and consequently Alzheimer’s Disease (AD). A
great loss of memory is usually one of the first in-
dicators of AD but it might not be this straightfor-
ward all the time, that is why studies in this area
of medicine have grown in the last decades. Better
diagnosing techniques have appeared, such as Mag-
netic Resonance Imaging (MRI), Positron Emission
Tomography (PET), and also Neuropsychological
Tests (NPT’s). All these techniques have proven to
help doctors in diagnosing this devastating disease.

This disease usually starts as a Mild Cognitive
Impairment (MCI), which is a stage that lays be-
tween the cognitive decline of the usual aging pro-
cess and a more serious decline of dementia. This
impairment usually involves problems for the pa-

tient, like loss of memory, difficulties in language
and thinking process that are more intense com-
pared to the normal aging process of people. Con-
sequently, if this impairment is not regarded care-
fully with the proper therapy, these patients can
more easily progress into dementia, which in most
cases turns to be AD. So, finding a way to predict if
a patient will eventually suffer from Alzheimer will
allow the medical staff to perform a better follow
up of the patient. Also, it can give time and prepa-
ration to the patient’s closest ones, which can give
a more comfortable life to both.

Consequently, it is crucial to find methods to pre-
dict the progression of Alzheimer’s Disease. Nowa-
days, new technologies revolve around Machine
Learning. Due to the advances in this field and
the amount of work dedicated to medical research
with it ([20, 19, 24, 8, 6, 21, 17]). It certainly seems
like the future of medical prediction is with machine
learning techniques, these methods can help doctors
narrowing the field of patients that can progress to
AD and help to see if a patient will probably con-
vert to AD in a given time. It is expected that these
methods will evolve in the following years due to
more computational power and the evolution of the
machine learning, especially deep learning methods.
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Figure 1: Typical classification workflow for medical data.

2. Database

The Database in which all the work was done is
the Cognitive Complaints Cohort (CCC), created
by a partnership of Santa Maria Hospital in Lis-
bon, the Laboratory of Language Studies, Mem-
ocĺınica and the Neurology Department of Coim-
bra’s University Hospital in order to investigate
AD progression in patients with MCI, as stated in
[10]. All the patients in this database are evalu-
ated through Bateria de Lisboa para Avaliação das
Demências (BLAD)[11], which is a neuropsychologi-
cal battery validated for the Portuguese population.
This database is composed of four different time
windows (two, three, four and five years), these are
databases on which the patients are grouped based
on the information collected about the conversion
or not to Alzheimer’s Disease within a specific time
window. The difference in this approach compared
to the First Last Approach, which is the more usual
database, is that the same patient can be classified
with different labels in two different time windows.
The patient can be Stable MCI (sMCI) in a smaller
time window and Converter MCI (cMCI) in a larger
window due to a later follow-up assessment where
he can be diagnosed with AD. This allows us to
know if and approximately when the patient will
convert.

3. Background

In this section some of the methods used to pre-
dict the progression from MCI to AD will be ex-
plained, as well as the specific pipeline used to make
this prediction. Starting with the machine learn-
ing pipeline to be used, in the case of the predic-
tion of Alzheimer Disease’s progression, because the
dataset is not complete i.e., it has missing values,
and has a large number of features, there is the need
to consider a Feature Selection method and a miss-
ing value imputation method. Feature Selection is
one of the major problems in this work because the
features need to be well selected to have the better
prediction possible. Since in some of the datasets

the data is seriously unbalanced, there is also the
need to balance the dataset. So, due to all of this,
the proposed pipeline for the problem being dealt
with is the one presented in Figure 1.

3.1. Missing Value Imputation
One of the problems that arise when working with
large databases, especially in clinical databases, is
the existence of missing values, due to patients miss-
ing appointments or not being able to take certain
exams. This is a problem that can be dealt with in
several different ways, and according to [5] the most
common approaches to deal with missing data are:

• Ignore the features with missing values. If a
feature has at least one missing value it is auto-
matically ignored. This is not the best method
for large datasets because the probability of
having at least one missing value in each fea-
ture is very high, so we would be eliminating
almost the entire dataset.

• Replace by the most common attribute value,
in this, all the missing values are replaced by
the most occurred value in the database. It is
not the best in the case where we have categor-
ical and numerical values in the same dataset.

• Replace by the most common attribute value
in the class, which means that the most com-
mon value in a class will replace all the missing
values in that feature. It is good for categorical
data.

• The mean substitution. Here, the most mean
value of the data in a feature is used to replace
the missing values in that one. It is best suited
for numerical data.

• Replace using regression or classification meth-
ods. In this approach, a classification or re-
gression model is used to predict the values
that will replace a missing attribute, it would
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base the predictions on the remaining data in
a class.

• Hot deck imputation. In this methodology, the
missing values are replaced by similar cases in
the database.

One of the new methodologies based on autoen-
coders to perform missing value imputation is the
missing data importance-weighted autoencoder or
MIWAE[16] which is based on the importance-
weighted autoencoder(IWAE) [2]. The MIWAE
goal is to fit a Deep Latent Variable Model (DLVM)
into a dataset with missing data. DLVM’s are la-
tent variable models that use deep neural network
architectures to ensure a higher flexibility on learn-
ing the underlying structure of data, such as clus-
ters, patterns or statistical correlations. This type
of models have problems when handling datasets
with missing values. The usual methodologies when
handling DLVM’s such as variational autoencoders
(VAE) or IWAE assume that the training data is
fully observed, so MIWAE tries to overcome this
limits. After training the DLVM using the MIWAE
bound for missing data applications, this DLVM al-
ready knows the data distribution it can know fill
the missing values with values that follow approxi-
mately the same distribution.

3.2. Data Balance Techniques
Most of the data in the real-world are imbalanced
by nature. This situation occurs when the distribu-
tion of the target class (prediction) is not uniform
among the different classes. This subject has re-
vealed a lot of interest among the Machine Learning
community because most of the Machine Learning
Methods are created to work on a perfect dataset,
this is a dataset where the classes are equally bal-
anced. To overcome this class imbalance and im-
prove the overall performance of the classifier there
are 2 different types of techniques that can be used,
undersampling and oversampling.

The undersampling method is a non-heuristic
methodology, in which the database is reduced to
obtain balanced classes, this means that we will
remove instances of the database from the class
with more instances to achieve the balance. There
are 2 main methods of Undersampling [9], Ran-
dom Undersampling(RUS) and Focused Undersam-
pling(FUS), in the first method the instances from
the majority class are randomly chosen to be re-
moved to balance the classes, while in the second
one, the instances of the majority class that are re-
moved are the ones closest to the border between
classes. Due to this reduction, the database will
become smaller, which is not the best practice, be-
cause the training set will be less ”rich” which can
lead to a poorer classification. The upside of this

method is that there is not the creation cases that
are not real, which leads to a dataset with only real
data.

The oversampling method is the opposite of the
one stated before, here there is the creation of
more cases to balance the classes, examples of
techniques that use this approach are SMOTE[4],
SMOTE-NC[4], Random Oversampling[14], Adap-
tive Synthetic Sampling (ADASYN)[12] and tech-
niques based on auto-encoders [25, 23]. The up-
side is that there are more samples, which is really
good for the training of our classifiers. On the other
hand, there was the generation of samples that are
not real, which is not the perfect scenario.

SMOTE (Synthetic Minority Oversampling)[4]
works by creating synthetic examples instead of
over-sampling with replacement, also, this opera-
tion is performed in the feature space rather than
on the data space. Following what is said in [4], the
minority class is over-sampled by taking each in-
stance of that class and introduces those synthetic
examples along the imaginary lines that connect the
k nearest neighbors from the minority class. The
steps to generate the synthetic samples are:

1. Take the difference between the feature vector,
also called sample, and the nearest neighbors;

2. Multiply that difference with a number be-
tween 0 and 1 and add it to the feature vector.

These steps will cause the creation of a sample that
is a random point along the line that connects two
of the samples from the minority class. Ultimately,
this approach will force the decision region of the
minority class to become more general.

SMOTE-NC is a variant of SMOTE that works
with datasets that have both numerical and cate-
gorical data, this way we can have better synthetic
samples for our dataset.

3.3. Feature Selection

One of the crucial problems in machine learning
tasks is to separate the relevant features from the
not so relevant in a dataset, this is called Feature
Selection (FS)[1, 22]. This separation of features
is very important because it allows the reduction
of noise in the data we are using as stated in [19].
Also, by reducing the subset of features that are
used, we reduce the classification model complex-
ity, which in turn helps to prevent the over-fitting
of the model. There are three main types of Feature
Selection methods: filter, wrapper and embedded.
The first one evaluates feature worth based on the
characteristics of the data and is independent of the
machine learning algorithm, this is a filter method,
so it does not need any classification algorithm as-
sociated with it in order to perform the selection.
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Wrapper methods use the result obtained by a clas-
sification algorithm to see the importance of a sub-
set of features. The last ones are a mix between
feature selection and classification and the impor-
tance of feature is analyzed during the classification
algorithm, one example is an L1 Regularization.

3.4. Classifiers

There are many classification methods that can be
used for the prediction, such as Näıve Bayes, Sup-
port Vector Machines (SVM’s) , Logistic Regres-
sion, K Nearest Neighbors (KNN), and Neural Net-
works. This work will focus on the latter.

Neural Networks (NN) [7] are based on the
way that the human brain works, this gives them a
great pattern recognition capability, which is why
they are widely used on several problems such as
image recognition tasks. A NN is composed by sev-
eral perceptrons that are similar to human neurons,
these are composed by summations and weight, the
equation associated with these are shown in (1) and
(2).

zi =

k∑
j=1

wijxij + bias, (1)

yi = F (zi). (2)

In equation (1), wij is the weight from the con-
nection between neuron i and j, and the bias is the
bias from the neuron. The function denoted by F ()
in (2), is called the activation function, this is a dif-
ferentiable and function and it can be for example a
sigmoid or a relu function. The goal of this function
is to keep the output values of the network between
certain values, in order for the network values not
to raise indefinitely, this is why it can be also called
squashing function.

The so-called Neural Network is nothing more
than simply a set of those neurons organized in lay-
ers, as shown in Figure (2). There are three types of
layers, the input, the hidden and the output layer.
The first one is just the training instances from the
dataset and the other two include neurons. In sev-
eral layers case, the outputs from one hidden layer
will be connected to the inputs from the next hid-
den layer, and the output layer will give the final
result, the prediction. In binary classification cases
we usually just have one perceptron in the output
layer which will give either 0 or 1 for the predicted
class, in the case where we have more classes, we will
have one perceptron per class in the output layer.

Input Layer Output LayerHidden Layer

Figure 2: Multilayer Perceptron.

One important step from the neural networks
which provides the learning capability is the
Bakpropagation step, this step will compare the
output value of the network with the real value pro-
vided by the user. It will make the comparison be-
tween values with the help from a loss function, for
example the Mean Squared Error (MSE), after ana-
lyzing this error, the network will adjust the weights
and bias of the perceptrons to reduce that error.
These are made by differentiating the loss to each
of the weights ∂L

∂wij
. After this propagation, when

the first layer is reached, the network will update
the weights to minimize the Loss.

One of the techniques that are being applied in
Neural Networks to optimize and ”simplify” these
classifiers, reducing the processing power needed to
train them and also make better predictions is the
Pruning Technique [3, 13, 15, 18]. This type of tech-
nique is being widely used in heavy networks such as
ResNet [18, 15], in order to reduce the training time
and consequently provide researchers more time to
tune and develop the network. In the works cited
before, the results obtained with a large amount
of pruning only slightly decreased the accuracy in
some cases while in others the accuracy improved
together with the training time. The most common
approach of pruning [18] can be divided into two
steps that happen on each epoch of the training of
the network, in the first step after computing the
gradient of the weights for the update, the impor-
tance of each of the neurons is analyzed using the
average gradient, after this, the second step consists
on removing the less important neurons on the net-
work.

4



Input Layer

(98)

Output Layer

(1)

Sigmoid

Dropout Layer

(20%)

Dense Layer

(20)
Relu

Dropout Layer

(60%)

Dense Layer

(80)
Relu

Dropout Layer

(60%)

Dense Layer

(300)

Sigmoid
FS Layer

Figure 3: Neural Network Architecture.

3.5. Model Evaluation
When working on a classification problem, we need
to find out which of the classifiers works best or if
one is working at all on predicting the results, for
this purpose there is the need to use model classifi-
cation metrics. In this work, four of the most com-
mon metrics that are used in machine learning tasks
and the medical environment were used: accuracy,
Area Under the ROC Curve (AUC), sensitivity and
specificity.

4. Implementation
For the purpose of this work a new methodology for
Feature Selection (FS) based on Neural Networks
was proposed as well as the use of a Missing Value
Imputation (MVI) methodology based on autoen-
coders to create new data samples. This proposed
methods will be explained in this section.

4.1. Layer Embedded Feature Selection
The Feature Selection methodology proposed for
this work relies on Neural Networks to perform the
selection of features. This method is based on the
concept of pruning techniques and the goal is to
eliminate the less useful features influence from the
network to improve the overall accuracy of the re-
sults.

This methodology can be seen in Figure 4 where
the first layer of the network is responsible to assign
weights to the features. These weights are multi-
plied by the input features which are made to tend
to zero by the loss function L.

L = MSE +

N∑
i=0

|wi|, (3)

So the loss function of the network will tend to
zero, and consequently the weights will also tend to
zero, this means that the features of the dataset fi
will be turned into f ′i in which

f ′i = wi ∗ fi. (4)

In order to make this method more adjustable a
threshold t set by the user can be modified, and
these weights wi will be set to zero depending on
this parameter t. This because neural networks do
not naturally set the weights to zero, so this is done
at the end of every batch on the training step, if a
weight is below the threshold it will be set to zero,
else it remains the same following the equation:{

0, if |wi| < t

wi, otherwise
(5)

𝑤1

𝑤3

𝑤2

𝑤𝑛

FS Layer

Data

First Layer of NN 
Classifier

Figure 4: Layer Embedded Feature Selection.

This adjustment in the parameter t changes the
amount of features chosen, if the parameter is in-
creased the amount of features chosen will decrease,
if t is decreased, the amount of features will in-
crease. The benefits of using this method is that
we do not need any independent feature selection
algorithm as it is already embedded in the classifier,
also as it uses neural networks, it has a high adapt-
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ability to the datasets being used. The architecture
of the Neural Network on which the FS method will
be applied is the one presented on Figure 3. The
activation functions used were the sigmoid for the
first and last dense layers and relu for the two mid-
dle dense layers, the loss function used was the sum
of the Mean Squared Error with the custom loss in
equation 3.

4.2. MIWAE
The last methodology is using MIWAE to perform
the oversampling. MIWAE was created only to
perform the imputation of data, but one idea that
arises in this thesis was that since the autoencoder
already knows the data distribution from perform-
ing the missing value imputation, it could be used
to generate new data to balance the classes.

As stated in the previous section, the model
is built using a deep latent variable model, more
specifically it is a DLVM with a Gaussian prior and
a Student’s t observation model.

p(xi|zi) = St(xi|µθ(zi),Σθ(zi), νθ(zi)), (6)

where µθ, Σθ, νθ are functions parametrised by the
deep neural network, whose weights are stored in
θ and xi and zi are respectively the data instances
and the latent variables. After this, a decoder is
built to support the three previous functions (µθ,
Σθ, νθ), the encoder or inference network is then
built using a Student’s t approximation with an ar-
chitecture that is similar to the decoder. Then the
MIWAE bound is defined by the following equation:

LK(θ, γ) =

n∑
i=1

Ezi1,...,ziK qγ(z|xoi )

[
1

K

K∑
k=1

pθ(x
o
i |zik)p(zik)

qγ(zik|xoi )

]
.

(7)

Where pθ is the posterior distribution, qγ is the con-
ditional distribution and p is the prior distribution.

The optimal imputation will be the conditional
mean E[xm|xo] that can be estimated with

E[xm|xo] ≈
L∑
l=1

wlE[xm|xo, z(l)] =

L∑
l=1

wlµθ(zl)
m

(8)
where

wl =
rl

r1 + ...+ rL
, rl =

pθ(x
o
i |z(l))p(z(l))
qγ(z(l)|xoi )

(9)

By using the same procedure, we can use the same
architecture to generate a whole row of data instead
of only a few values for imputation,this is done by
feeding the VAE with a empty row to evaluate in-
stead of a row of data that only has some missing

values, by estimating this one, a whole instance of
a class can be produced.

With this methodology, the data generated fol-
lows a distribution that is close to the one from the
original dataset, and with this more reliable results
can be produced.

5. Results
Following the work previously done in [20, 19] using
time windows, the first step was to create a sim-
ple pipeline shown in Figure 5, using the previously
explained methods. To perform the validation of
the algorithms four different datasets/time windows
were used, from 2 to 5 years, and a 10-fold cross-
validation methodology in each of the datasets to
average the results.

To find the best combination of methodologies to
predict the conversion from MCI to AD, an exten-
sive number of tests was performed. This consisted
of gradually replacing and testing each component
(MVI, Data Balance, and FS) until obtaining the
best combination.

By performing this methodology the best combi-
nation found was using MIWAE for Missing Value
Imputation, SMOTE for data balance and to over-
sample the dataset and the proposed feature se-
lection methodology allied with the corresponding
Neural Network. The best results from this combi-
nation across the four time windows are shown in
Table 1.

Table 1: Best results on the four time windows.

ACC AUC SENS SPEC

2 Year 0.780 0.822 0.677 0.811
3 Year 0.756 0.822 0.621 0.829
4 Year 0.766 0.855 0.695 0.832
5 Year 0.770 0.862 0.717 0.838

In Table 2 are the features chosen by our method-
ology which are common across all the time win-
dows and across three time windows, these are the
ones which are more important for the prediction.
The features in bold are the ones which are also
common with the work from Telma Pereira in [19].

When making a comparison between other classi-
fiers such as Näıve Bayes, Support Vector Machines
(SVM’s) , Logistic Regression, K Nearest Neighbors
(KNN) and FS methods (RFE, Sequential FS, Cor-
relation), the overall best methodology is the Neu-
ral Network Architecture with the Feature Selection
Layer proposed in this work. This has proved to
be the best in all four time windows. While Näıve
Bayes has proved to be one of the best in the work
made by Telma Pereira in which this one is based
[20, 19]. A comparison between the results obtained
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Table 2: Most Common Feature selected by the proposed methodology.

Common Across All Datasets Common Across 3 Datasets

PA Dif Total DS Forward
MVI Free LM a Total
MVI Tot LM a Cued
Orient T VisualM B

Fluency Sem Or Total
MPR Total Orient P
a1 a5 Total Proverb Total

a cr int MMS Orientation total
Depressao GDS MMS OrientationTemporal Total

MVI Tot Z a lg int
Orient T Z As tot Z

M Initiative Z DS back Z
Proverb Total Z TMT B temp Z
LM a Total Z
LM a Interf Z

in this work and the ones obtained by Telma Pereira
in [20, 19] can be seen in Table 3.

As seen in Table 3, the results obtained in this
work are comparable with the ones obtained with
the reference work that uses a complex FS ensem-
ble to make the prediction. In terms of AUC on the
2 and 4 year windows, the results are very close to
each other, with a noticeable difference in the 3 year
window in which our methodology did not perform
as well as the one in [19]. In matters of sensitivity,
the results obtained here are not the best in compar-
ison to the ones in the reference work, the same can
not be said about the specificity values obtained,
which were higher than the values obtained in [19]
in every time window, this means that the capabil-
ity of predicting the patients who will not convert
to AD might be better.

6. Conclusions

The goal of this work was to predict the progres-
sion of Alzheimer’s Disease, using machine learning
methods. While in the search for a methodology
that could bring us similar results to the ones ob-
tained by [20], there was the idea to exploit the
pruning techniques [3, 13, 15, 18] usually applied
to reduce the complexity of deep learning models
to feature selection. Naturally, Neural Networks
have some learning capability to ”reject” the less
useful features by setting the associated weights
close to zero. However, the idea is to improve that
learning capability to reject features by eliminat-
ing them. Several classifiers (Näıve Bayes, Logis-
tic Regression, Support Vector Machines, K Near-
est Neighbors and Neural Networks) and different
feature selection methods (Correlation, Recursive

Dataset
Missing
Value

Imputation

Divide into Test and
Training Set

Test

Training

Balance of
Classes

Feature
Selection

Train
Classifier

Test
Classifier

Cross Validation 10x

Measure
Classification

Results

Figure 5: Pipeline Created for the prediction of AD Progression.
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Table 3: Comparison between the results obtained in [19] with FS ensemble on the left and in this work
on the right.

AUC SENS SPEC

2 Year 0.821±0.00 0.738±0.02 0.765±0.01

3 Year 0.859±0.00 0.778±0.01 0.781±0.01

4 Year 0.868±0.00 0.793±0.01 0.788±0.00

AUC SENS SPEC

2 Year 0.822±0.03 0.677±0.13 0.811±0.05

3 Year 0.822±0.03 0.621±0.11 0.829±0.08

4 Year 0.855±0.04 0.695±0.12 0.832±0.07

Feature Elimination and Sequential Feature Selec-
tion) were used to compare the proposed method-
ology. With these different methodologies, a plan
was created to step by step combine them to find
the overall best methodology for all the four time
windows. First established a baseline methodol-
ogy using MIWAE for missing value imputation,
SMOTE as data balance and oversampling method,
and the feature selection methodology allied with
a deep neural network to perform the classifica-
tion. In the first step, the missing value imputa-
tion method was changed making sure the other
methods did not change, after finding out the best
combination of MVI which was the MIWAE method
the second step was to find the best data balance
and oversampling method. After trying the four
different methods the one which handled the best
results was SMOTE, so this was the chosen method
for balancing and sampling data. Finally, different
Feature Selection methods were tested and the one
who gave the best results was our methodology al-
lied with the Neural Network. The overall results
showed a better classification of our methodology
in all but one time window, these results were also
compared with the ones obtained in the work made
by Telma Pereira et al. in [19]. In this comparison,
our methodology gave similar results to the previ-
ously mentioned work in terms of AUC and higher
specificity values, which means that the capability
of predicting the patients who will not convert to
AD might be better, but on the other hand, sen-
sitivity results were lower than expected. These
results have shown comparable capability of pre-
diction to other state of the art works and capable
of making predictions as early as 5 years before the
conversion with accuracy values of 77%, sensitivity
of 72%, specificity of 84% and ROC Area of 0.86.
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