
Motion compensation in high frame rate contrast enhanced
ultrasound imaging

João Miguel Gomes Ribeiro

Thesis to obtain the Master of Science Degree in

Biomedical Engineering

Supervisors: Prof. Meng-Xing Tang
Prof. Rita Homem de Gouveia Constanzo Nunes

Examination Committee

Chairperson: Prof. João Miguel Raposo Sanches
Supervisor: Prof. Rita Homem de Gouveia Constanzo Nunes

Member of the Committee: Prof. Raquel Cruz Conceição

December 2020



ii



Preface

The work presented in this thesis was performed at the Ultrasound Lab for Imaging and Sensing

(ULIS) of Imperial College London (London, United Kingdom), during the period February-December

2020, under the supervision of Professor Mengxing Tang and Professor Rita Nunes.

iii



iv



Declaration

I declare that this document is an original work of my own authorship and that it fulfils all the require-

ments of the Code of Conduct and Good Practices of the Universidade de Lisboa.

v



vi



Acknowledgments

First and foremost, I would like to acknowledge Professor Mengxing and Matthieu for the support,

guidance and knowledge they provided during the research project which culminated in this thesis.

I would also like to show my appreciation toward the entirety of the ULIS group for welcoming me

among them, and for always providing valuable suggestions to guide my work.

In addition, I would like to acknowledge my supervisor Professor Rita Nunes for always being avail-

able to help with anything I needed and for providing precious feedback regarding the writing of this

thesis.

Finally, I would like to acknowledge my family and closest friends for always supporting me, and for

being a constant source of motivation and inspiration.

vii



viii



Resumo

Imagiologia com ultrassons com elevada resolução temporal usando somas coerentes de trans-

missões não focadas adquiridas em diferentes ângulos permite adquirir imagens de qualidade muito

superior e muito mais rapidamente do que usando métodos convencionais. Usando microbolhas como

agentes de contraste e transmissões codificadas (como PI ou AM), esta metodologia pode ser uti-

lizada para visualizar vasos sanguíneos e o coração e respetiva dinâmica de fluídos com alto contraste.

Porém, o método de somas coerentes é muito suscetível a artefactos de movimento. Apesar de méto-

dos de compensação de movimento já terem sido desenvolvidos e integrados com somas coerentes,

ainda não foi desenvolvido um método de compensação de movimento específico para ultrassons com

agentes de contraste usando a mesmo metodologia. Neste contexto, um método de compensação

de movimento baseado em Doppler foi investigado com o propósito de o otimizar para ultrassons com

agentes de contraste de alto frame rate. Duas sequências de transmissão incorporadas com PI/AM

foram investigadas: aquisição anfulada com contraste de múltiplos impulsos, que consiste na aquisição

dos impulsos de transmissão codificada sempre segundo o mesmo ângulo, e aquisição com contraste

alternado, onde a transmissão codificada é integrada diretamente na sequência de ângulos de trans-

missão. Foram desenvolvidos métodos para compensar movimento para cada uma das sequências de

transmissão propostas para determinar o método ótimo para compensar movimento quando utlizando

o modo de contraste.

Palavras-chave: ultrassons de elevada resolução temporal, compensação de movimento,

imagiologia com agentes de contraste, somas coerentes, sequências de transmissão
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Abstract

High frame rate ultrasound imaging using coherent compounding of unfocused transmissions ac-

quired at different angles has been shown to greatly improve image quality and frame rate when com-

pared to conventional methods. By using microbubble contrast agents and coded transmissions (such

as PI or AM), this technique can be used to image blood vessels and the heart and its flow dynam-

ics. However, the coherent compounding method suffers greatly from motion artefacts. While motion

compensation methods have been developed and successfully integrated with coherent compounding,

a motion compensation scheme specific for contrast enhanced ultrasound imaging has not yet been

developed. Within this scope, this work investigated a Doppler-based motion compensation scheme

with the purpose of optimizing it for high frame rate contrast enhanced ultrasound imaging. Two distinct

transmit sequences were investigated and incorporated with PI/AM: angled multipulse contrast, where

all coded transmission pulses are acquired at the same angle, and alternated contrast, where the coded

transmission is integrated directly in the angle sequence. Motion compensation schemes were devel-

oped for both types of transmission sequences to determine the optimal method to compensate motion

in contrast mode.

Keywords: high frame rate ultrasound, motion compensation, contrast imaging, coherent com-

pounding, transmission sequences
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Chapter 1

Introduction

1.1 Motivation

Ultrasound (US) imaging is a noninvasive, easily portable, and relatively inexpensive diagnostic

modality which finds extensive use in the clinic [1]. Operating typically at frequencies between 1 and

10 MHz, it produces images via the backscattering of mechanical energy - sound - from boundaries

between tissues and from small structures within tissue.

Conventionally, images in US are acquired "line-by-line" by transmitting a narrow focused beam per

image line. Using this conventional method, ultrasound has the capability of real-time imaging at up

to 30 frames per second. There are many phenomenons in the human body that benefit from being

imaged in real-time and for which frame rates at the order of 30 frames per second is insufficient. One

such example is the heart, where the imaging of contractions and blood flows are greatly benefited by

increasing the temporal resolution, while the very fast opening and closing of the mitral leaflets is simply

not possible to observe using such low frame rates.

Nowadays, there exist methods to acquire US images at the order of up 10 000 frames per second by

using unfocused transmissions as opposed to focused ones. These high frame rate (HFR) methods rely

on coherent compounding of multiple transmissions acquired in slightly different directions to achieve

sufficiently high signal-to-noise ratio (SNR) [2, 3]. Apart from the massive increase in frame rate, image

quality in coherent compounding US imaging is in many aspects better than conventional US.

The one disadvantage of compounding to improve image quality is that it requires that the locations

of the scatterers present in the imaged medium remain static during acquisition. Whenever that is not

the case, significant motion artefacts are observed [4].

Motion compensation (MoCo) is often employed in HFR US imaging to eliminate motion artefacts,

especially in echocardiography, where large motions are observed [5].

Despite the improved image quality obtained in HFR US imaging, there are many situations in which

coherent compounding is not enough to achieve sufficiently high signal of the imaged medium. That

occurs more notably in the presence of small blood vessels since erythrocytes are weak ultrasound

scatterers and their signal is masked by the surrounding tissue signal [6]. To improve the level of signal
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from blood flows, gas-filled microbubble contrast agents are often used. The scattering cross-section

of microbubbles is extremely high due to the gas-liquid boundary. Additionally, scattering through mi-

crobubbles is largely nonlinear and thus these produce high harmonic content [7], contrary to tissue

which produces mostly linear signal.

Contrast-enhanced ultrasound imaging (CEUS) with microbubbles is commonly combined with multi-

pulse methods. The purpose of multipulse methods is to subtract consecutive transmissions, eliminating

the linear tissue signal while retaining the nonlinear microbubble signal. Pulse Inversion (PI) and Ampli-

tude Modulation (AM) are the most widely used multipulse coded transmission sequences in ultrasound

imaging and both provide high-contrast images of blood vessels.

CEUS has been integrated with coherent compounding to achieve HFR high-contrast images [8, 9].

However, research on the optimal way of integrating coded transmission with coherent compounding

is lacking. Furthermore, motion compensation schemes specific for HFR CEUS are extremely under

investigated.

Motion compensation in ultrasound imaging can be subdivided in two major classes: Doppler meth-

ods and image registration methods. The latter have been previously investigated in HFR CEUS with

generally positive results [5, 10]. Doppler-based methods, despite being quite developed for general

HFR imaging, are yet to be optimized for HFR CEUS.

1.2 Objectives

This dissertation intends to investigate Doppler-based motion compensation schemes in HFR CEUS

using coded transmission - PI and AM. The main objective is to adapt the Doppler autocorrelator ap-

proach developed for HFR imaging [11] to CEUS in both PI and AM sequences, as well as optimizing

the pulse sequences in terms of the accuracy of the motion compensation method.

As an initial evaluation of Doppler motion compensation methods in HFR CEUS, developing a frame-

work where the results are reproducible and the ground truths are known is key. With that in mind, a

study fully on simulation data was developed. The findings on simulation data, for which the parameters

of the medium and the acquisition are known fully, are able to be translated to real acquisitions, taking

potential limitations into account.

1.3 Thesis Outline

The dissertation is organized as follows:

• Chapter 2 (Background) provides an overview of the history of high frame rate US imaging, the

main theoretical concepts underlying the framwork of the dissertation and a review of the state of

the art of motion compensation methods;

• Chapter 3 (Methods) first summarizes the simulation framework that was used and then goes

into detail on coded transmission, beamforming and Doppler motion compensation. Finally, the

2



evaluation metrics to asses the work are presented;

• Chapter 4 (Results) presents the ultrasound simulation results after motion compensation as well

as their static and uncompensated versions, which serve as positive and negative controls, re-

spectively. The evaluation metrics are then presented in a comparative manner;

• Chapter 5 (Discussion) discusses the results presented in the prior chapter and compares them

with the existing literature on motion compensation;

• Chapter 6 (Conclusions) summarizes the main conclusions gathered from the results and outlines

possible paths that can be followed to further improve the studied motion compensation methods

as well as validating them.

3
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Chapter 2

Background

The foundations of echolocation, which later enabled ultrasound imaging, can be traced back to

the sinking of the Titanic in 1912. It became clear that detecting underwater objects was a necessity

for overseas navigation. However, by that time, the technology necessary for echo-location had not

been developed yet. It wasn’t until the end of World War I that the first echolocation systems were

realized. They were enabled by the usage of piezoelectric materials to both transmit sounds of very

high frequencies and receive their echoes. Computing the time between the transmission and reception

of these sounds made it possible to locate objects underwater. This technology was named Sonar

(Sound Navigation and Ranging), and the sounds of very high frequencies ranging from a few to several

Megahertz that were frequently used for this purpose were named ultrasounds.

Continuous-wave Sonar systems became useful to locate submarines during World War I. But it

wasn’t until World War II that pulsed-echo ranging applied to electromagnetic waves became radar (ra-

dio detection and ranging). Pulsed-echo, as opposed to continuous echo, was later realized in Sonar

too. Antenna and beamforming theory later highlighted the benefits of using arrays, rather than single-

crystals to transmit and receive pulses. And after World War II, with sonar and radar as models, clini-

cians and researchers saw the possibilities of using pulse-echo techniques to probe the human body for

medical purposes.

In the 1950s, the first ultrasound imaging modes were developed. By the 1960s, B-mode scanners

had been realized. In the 1970s, linear and phased-array ultrasound transducers enabled real-time

imaging. From there, the first commercial systems were developed, and several technologies emerged

from it such as pulsed-wave Doppler and colour flow imaging. In the 1990s, digital systems were first

developed, and by the 2000s handheld arrays for real-time 2D and 3D imaging had already been fully

implemented, as well as harmonic and contrast imaging.

During the late 2000s and the early 2010s, it became clear that increasing the frame-rate in real-

time systems was necessary, and from there high frame rate and ultra-high frame rate systems were

investigated.

This chapter begins with a mathematical description of acoustic wave linear propagation and scat-

tering. We then advance to formulate non-linear scattering mathematically. After the description of the
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physics principles, the conventional line-by-line ultrasonography pipeline using phased array transduc-

ers is summarized. The history and percursors of high frame rate imaging are then reviewed until the

genesis of ultrafast imaging with coherent compounding, where motion estimation and compensation

becomes key. Degradation due to motion in high frame rate imaging is illustrated through a simple

example and then methods for motion artefacts correction in ultrafast imaging are reviewed. Finally,

ultrasound imaging with contrast agents is reviewed.

2.1 Physics of acoustic waves

Acoustic waves, also named sound or pressure waves are the information carriers in ultrasound

imaging. The amplitude, frequency and phase of the waves, as well as how they change in time contain

all the necessary information to reconstruct an image in ultrasonography.

Sound waves are of the longitudinal type, meaning that they create a sinusoidal back-and-forth mo-

tion of particles as they travel along in their direction of propagation. Given an initial propagation of a

physical medium, sound waves propagate by transferring energy by collision to neighbouring particles in

the direction of propagation. As molecules transfer energy to other neighbouring molecules, the former

experience a velocity decrease. This leads to zones of rarefaction - low density of medium particles -

and compression - high density of medium particles - as illustrated by Figure 2.1.

Figure 2.1: Analogy between a transverse wave and a longitudinal pressure wave in a gas.

The amplitude of a longitudinal pressure wave is regarded as the difference in density between the

zones of highest compression and lowest rarefaction. The period T is defined as the time difference

between two consecutive maximum compression or minimum rarefaction zones. All other properties

of waves, such as frequency and phase, can also be determined using time relationships between

compression and/or rarefaction zones.

An acoustic wave is a function of time and space, p = p(t,x). For an acoustic wave to be physically

realisable, it must abide by the wave equation. The wave equation, which is a partial differential equation,

is presented in equation 2.1 in Cartesian coordinates:

∇2φ− 1

c20

∂2φ

∂t2
= 0 (2.1)

where c0 is the speed of sound and φ is a velocity potential. That is, the velocity of the acoustic wave is
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given by:

v = ∇φ (2.2)

When defined like this, the pressure field can also be given in terms of this velocity potential [12]:

p = −ρ∂φ
∂t

(2.3)

where ρ is the density of the medium where the wave propagates. It is possible to prove that a pressure

field given by equation 2.3 also solves the wave equation (2.1). The proof can be found in Appendix A.1.

Using pressure fields to describe interactions of ultrasounds and their propagation mediums is more

straightforward than using their corresponding velocity potentials.

2.1.1 Wave propagation

Wave propagation can be fully understood by setting different initial conditions and boundary condi-

tions in the wave equation to discover specific solutions.

The general solution to the wave equation is a complex exponential oscillating on both time and

space. For the one-dimensional case, the pressure and velocity of the wave can be written in the

following way:

p(t, z) = p0e
j(ωt−kz)

v(t, z) = v0e
j(ωt−kz)

(2.4)

where p0 is the pressure at equilibrium, ω is the angular frequency of the wave and k = ω/c0 is the

wave number. An identity which relates velocity and pressure can be found by making use of the velocity

potential since both quantities are related to it through equations 2.2 and 2.3, respectively. By combining

these two, a new equation can be written that directly translates velocity into pressure. That relation, in

1D, is:
∂v

∂t
= − 1

ρ0

∂p

∂z
(2.5)

Substituting p and v by the corresponding general solutions in 2.4, we obtain:

∂v(t, z)

∂t
= − 1

ρ0

∂p(t, z)

∂z

jωv0e
j(ωt−kz) =

jk

ρ0
p0e

j(ωt−kz)

jωv(t, z) =
jω

c0ρ0
p(t, z)

p

v
= ρ0c0 (2.6)

The last ratio of pressure and velocity is named the acoustic impedance, and is normally written as:
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Z =
p

v
= ρ0c0 (2.7)

The acoustic impedance is oftentimes sufficient knowledge to fully characterize ultrasound propaga-

tion in heterogeneous mediums. Notice that the velocity in equation 2.7 can be negative, indicating that

it is propagating in the opposite direction of our reference frame. The sign of the acoustic impedance,

Z, is thus dependant on the direction of propagation.

To illustrate how ultrasound propagation between mediums with different acoustic impedances af-

fects reflection and transmission, consider a one-dimensional plane wave traveling from a medium with

acoustic impedance Z1 = ρ1c1 through a boundary (z = 0) to a second medium with acoustic impedance

Z2 = ρ2c2. If the incident wave has amplitude p0, then the reflected and transmitted waves’ amplitudes

will be a fraction of p0. The reflection and transmission factors are R and T , respectively. The equations

for the incident, reflected and transmitted pressure waves are presented in the next equation as pi, pr

and pt, respectively:

pi = p0e
j(ωt−k1z)

pr = Rp0e
j(ωt+k1z)

pt = Tp0e
j(ωt−k2z)

(2.8)

and for the velocities, using v = p/Z:

vi =
p0
Z1
ej(ωt−k1z)

vr = −Rp0
Z1

ej(ωt+k1z)

vt =
Tp0
Z2

ej(ωt−k2z)

(2.9)

Notice that the sign of the reflected wave is the inverse of the incident wave, as they are propagating in

opposite directions. At the boundary, to ensure continuity, the pressures in both mediums must be the

same. Since the incident and reflected wave are propagating in the first medium and the transmitted

wave in the second one, the relation is:

pi(z = 0) + pr(z = 0) = pt(z = 0)

p0e
jωt +Rp0e

jωt = Tp0e
jωt

1 +R = T (2.10)

and for the velocities:
vi(z = 0) + vr(z = 0) = vt(z = 0)

p0
Z1
ejωt − Rp0

Z1
ejωt =

Tp0
z2

ejωt

1

Z1
− R

Z1
=

T

Z2
(2.11)

Relations 2.10 and 2.11 can be solved for the reflection and transmission factors. After some algebra,
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those yield:

R =
Z2 − Z1

Z2 + Z1
(2.12)

T =
2Z2

Z2 + Z1
(2.13)

We see that reflection of ultrasound is largest when the acoustic impedances between the mediums

are largely different, and is null when Z2 = Z1 . This means that in order to have reflections, the

mediums must have heterogeneities in terms of acoustic impedances. This is crucial for ultrasound

imaging, since images are reconstructed using the backscattered echoes from the emitted waves. The

analysis was carried out for a plane wave in 1D but similar relations can be determined for all types

of waves and boundaries in 3D. More factors play a role in the most complex 3D situations. However,

acoustic impedance is still the main factor affecting the reflection and transmission factors.

2.1.2 Nonlinear acoustics

When a medium with certain density, ρ is insonified with an acoustic pressure wave, p the linear

equation of state that describes how the pressure and density of the medium change, in adiabatic

conditions - absence of heat transfer - is given by [12]:

p− p0 = A

(
ρ− ρ0
ρ0

)
(2.14)

Where p0 and ρ0 are the pressure and density at equilibrium in a fluid. The constant A is the propor-

tionality constant taken for ρ = ρ0 and at a specific entropy is given by:

A =

[
ρ0

(
∂p

∂ρ

)
S,ρ=ρ0

]
= ρ0c

2
0 (2.15)

A better approximation is to include the next terms in a Taylor expansion series for the pressure as a

function of density [13]:

p− p0 = A

(
ρ− ρ0
ρ0

)
+
B

2

(
ρ− ρ0
ρ0

)2

+ ... (2.16)

Where B is defined in the same way as A:

B =

[
ρ20

(
∂2p

∂ρ2

)
S,ρ=ρ0

]
(2.17)

A simple measure of the nonlinearity of a medium is the ratio B/A. The larger the ratio, the larger

the nonlinear effects in the scattered echoes. Another way to quantify the nonlinearity of the medium is

by using the nonlinear coefficient, written as:

β = 1 +
B

2A
(2.18)
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But what exactly are these nonlinear effects? The three major consequences of nonlinearity are:

1. Cumulative pulse distortion;

2. Harmonic generation;

3. Saturation.

All of these consequences arise from the quadratic dependence of pressure on density. For a one-

dimensional sinusoidal plane wave in a lossless medium, the speed of sound for a displacement ampli-

tude u is given by:

dz

dt
= c0 + βu (2.19)

The previous equation states that positive half cycles are sped up by a factor of βu and negative half

cycles slow down by the same factor. The wave begins to distort into a "sawtooth" shape because of

this effect. As the wave propagates, the more distorted it will become, verifying the cumulative pulse

distortion. Figure 2.2 illustrates the distortion an initially sinusoidal wave suffers due to propagation in a

nonlinear medium.

Figure 2.2: Distortion of an acoustic sine wave as it propagates through a nonlinear medium. The
compressional zones propagate faster than the rarefactional ones, creating a sawtooth shape.

The sawtooth waveform can be decomposed into its harmonics using Fourier series. The harmonics

composing the sawtooth waveform reduce in amplitude with a factor of 1/n, where n is the integer

corresponding to the nth harmonic frequency. Harmonic generation is thus verified. The full equation of

the generated harmonics is presented next [12]:

p (z, t) = p0

∞∑
n=1

2

n (1 + σ)
sin (nω (t− z/c0)) (2.20)

Where z is the direction of propagation, ω = 2πf is the angular frequency and σ is the normal-

ized distance nonlinearity parameter. The latter constant is useful in predicting distortion as the wave

propagates. For a plane wave, this constant is given by:

σ (z) =
βp02πfz

ρ0c30
(2.21)

For example, when σ = 1 shock formation1 ensues and when σ = 3 the sawtooth begins [14]. The

distance, z, where these phenomena occur can be determined from the previous equation.
1A wave is said to have reached shock formation when the distance between the positive peaks and the negative peaks is zero.

In other words, the slope of the line that crosses zero is infinite.
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The third major effect is saturation, which refers to how proportionality between the transmitted wave-

form and the corresponding echoes no longer hold in nonlinear mediums. In linear mediums, the ampli-

tude of the echo produced from backscattering is always proportional to the emitted sound, no matter

how high the pressure amplitude of the initial sound is. This linear relationship is lost in nonlinear medi-

ums, and the amplitude of the echo is smaller than the proportionality constant for linear conditions,

reaching a plateau. The maximum pressure amplitude an echo can have is called the saturation pres-

sure, and is given by:

psat (z) =
π

σ (z)
p0 =

ρ0c
3
0

2βfz
(2.22)

These relations only hold for plane waves in fluids, but similar ones can be determined for other beam

shapes in all types of media.

2.2 Conventional ultrasound imaging

Conventional ultrasound imaging, also referred to as line-by-line imaging, is the most used imaging

modality in the clinic [1]. Its safety, low cost and the ability of real-time imaging are the greatest ad-

vantages of ultrasound imaging when compared to other imaging modalities [15, 16]. The operation of

acquiring US images with conventional methods is summarized during this section.

2.2.1 Array transducers

In diagnostic ultrasound imaging, the component that translates information between the body and

the imaging system is named a transducer. The word "transducer" is used to name any device that

performs transduction, which is a conversion of information of one type to information of another type.

In ultrasound imaging, electric signals are converted into acoustic waves, and the backscattered echoes

are converted back to electric signals in reception.

The types of material that can transduce electricity into mechanical vibrations to produce sounds

and vice-versa are piezoelectric crystals. Piezoelectricity is the hability of certain materials to accumu-

late charge in response to mechanical stress and vice-versa, making them ideal for ultrasound signal

transduction.

In modern systems, several thin piezoelectric crystals called the elements, are used in an array to

both transmit and receive the relevant signals. Arrays allow manipulation of focusing of the transmitted

pulse in a way that single-crystal transducers coupled with acoustic lens can’t achieve. In reception, by

acquiring a signal per element and applying the appropriate reconstruction techniques, full images of a

field of view (FOV) can be obtained. Figure 2.3 shows a schematic of transducer dimensions.

The pitch is the distance between the center of two piezoelectric crystals and is a quantity that must

be known to correctly compute the time delays for beamforming.

Between each of the elements there is an acoustically and electrically isolating material to ensure

there is no interference between the signals emitted and received from each element [17].
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Figure 2.3: Dimensions of array transducer composed of many thin piezoelectric crystals (adapted from
Treeby et al., 2016, p.45).

When the transducer array is capable of focusing and steering at any point and direction, they are

called phased arrays. Phased arrays are the most commonly used transducers because of their versa-

tility. Thus, they are the only type of transducers that will be analysed in this dissertation.

2.2.2 Image formation

The principal modality in US imaging is Brightness mode or B-mode for short. B-mode using phased-

array transducers consists of sequentially transmitting narrow ultrasound beams in the direction of the

aperture. These beams are transmitted by exciting the piezoelectric crystals with electric signals with dif-

ferent delays. To scan a line, the array elements are excited and the same ones are active for reception.

Figure 2.4 exemplifies the described procedure.

Figure 2.4: Formation of scan-lines by excitation of a few transducer elements in the aperture. The
dashed line represents the center of the beam. The least elements used for transmission, the narrower
the beam. The number of lines in the image can be almost double the number of array elements (adapted
from Webb, 2002, p. 126).

The beams used in conventional US imaging are focused beams, i.e., beams shaped such that

the energy of the beam is maximized at a certain depth. The process of shaping the beam is named
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beamforming. Each of the elements in the transducer array generates a spherical wave - a wave that

propagates equally in all directions. The wavefronts of all the spherical waves sum in space as they

propagate, generating a combined acoustic wave field at each point in space and a combined wavefront

as it propagates in time. If the combined wavefront converges to a point in depth as it propagates, then

the beam is said to be focused.

To focus a beam, different delays must be applied to the input signals fed to the array elements. An

example of a focused beam generated with 8 array elements is displayed in Figure 2.5.

Figure 2.5: Transmit beamforming of a focused beam. Different delays applied to the input signals of
the array elements lead to convergence of the ultrasound energy onto a single point in space. The beam
diverges from that point onwards, comparatively to how a convex lens focuses an electromagnetic beam
(from Szabo, 2004, p. 190).

Additionally, a feature of array transducers of piezoelectric crystals, as opposed to their single-

element counterparts, is their ability to electronically steer the beam. Similarly to focusing the beam,

steering can be accomplished by applying different time delays to each element. Figure 2.6 exemplifies

electronic steering in an array transducer.

Figure 2.6: Ultrasound beam-steering at an angle θ, accomplished by feeding the elements of the array
with electric signals with different time delays (from Szabo, 2004, p. 187).
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Finally, steering and focusing can be combined to achieve focusing at any single point in (x, z) space,

where x denotes the lateral axis and z denotes the depth axis.

The delays for transmit beamforming can be determined given the positions of the elements in the

array and their distance to the focus point. Consider an array of N elements and a Cartesian coordinate

system whose origin is located at the center of the first element, the x-axis is parallel to the transducer

and the z-axis perpendicular to the transducer. Every single element is considered as a point source.

Consider also the focus center, which is the point at which we wish to focus our beam, Pf = (xf , zf ).

Figure 2.7 illustrates this setup.

Figure 2.7: Coordinate system for computation of transmit delays. The points in the x-axis represent
the centers of each array element, the point of coordinates (xf , zf ) is the focus center and r0, r1 and rn
represent the distances between the first, second and nth elements and the focus center, respectively.

Using this coordinate-system, the position of the nth element is given by Pn = (np, 0), where p

denotes the pitch of the transducer, and its distance to the focus center is given by rn = ‖Pn − Pf‖,

which can also be expanded to be written as:

rn =
√

(np− xf )
2

+ z2f (2.23)

Equation 2.23 represents the distance the spherical wave produced by each element must travel

before it reaches Pf . The time it takes for sound waves to travel such distance is given by:

tn =

√
(np− xf )

2
+ z2f

c0
(2.24)

Where c0 denotes the speed of sound in the medium in which the waves are propagating. Then,

the time delay that must be applied to the RF pulse fed to the nth element, τn, such that the wavefronts

converge at Pf is the difference in travel times between the closest element to the RF pulse, k, and the

nth one:
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τn = tn − tk, k = arg min
n

{
(np− xf )

2
}

(2.25)

The kth element is thus the element whose distance vector to xf is the closest to orthogonal with the

x-axis, and from equation 2.25 it is the element for which the time delay, τk, applied to the RF pulse is

null.

By performing several focused transmissions (usually the same number of transducer elements, 64-

128) according to Figure 2.4, one ultrasound image focused at a certain depth can be reconstructed.

One scan-line is formed from each transmission. Reconstruction of the scan-line consists in delaying

and summing the received echoes from each element, in a process named receive-beamforming.

Upon reception by the transducer elements, delays are re-applied to the incoming electric signals

(converted from echoes by the piezoelectric crystal elements). These delays account for the differences

in reception times of the incoming echoes from the focus center. The receive time delays account for

the differences between arrival times of the echoes coming from the focus center to each array element.

Since transmit and receive delays fulfill the exact same purpose, these delays are precisely the same

ones used for transmit-beamforming given by equations 2.24 and 2.25. After receive-beamforming, the

signals are summed to form one scan-line, as illustrated by Figure 2.8.

Figure 2.8: Receive-beamforming in phased-array transducer. The received echoes are delayed to
account for differences in arrival times and summed to form one scan-line (adapted from Hoskins et al.,
2019, p. 56).

Consider x to be the depth at which we wish to image and that our transducer has N elements. With

a typical focused beam framework, N transmission and receive events are necessary to form an image.

For an image depth of d, the waiting time between each transmission is given by:

twaiting =
2d

c0
(2.26)

This waiting time is twice the time sound takes to propagate through the field of view: once to cross

the full depth, and the same amount of time for echoes to return. If we consider processing time to be

negligible compared to the waiting times, the total time it takes to form an ultrasound image using this

configuration is given by:
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Table 2.1: Frame rates of conventional ultrasound imaging given different imaging depths, number of
transducer elements, and number of depths used for focusing.

Focusing
Nelements

64 96 128

Imaged depth

5 cm
1 depth 240 160 120
4 depths 60 40 30

10 cm
1 depth 120 80 60
4 depths 30 20 15

15 cm
1 depth 80 53 40
4 depths 20 13 10

20 cm
1 depth 60 40 30
4 depths 15 10 7

ttotal =
2d

c0
Nelements (2.27)

The achieved frame rate is thus the inverse of the previous expression:

frame rate =
1

Nelements

c0
2d

(2.28)

Table 2.1 displays different frame rate values achieved in ultrasound imaging in function of the number

of elements and the imaged depth according to equation 2.28. The reference speed of sound used to

compute the values in the table was 1540 m/s, which is the speed of sound in soft issue [18]. Frame

rate values are displayed in units of Hertz. Up until now, only single depth focusing has been mentioned.

In practice, since the resolution is poor at depths that are not the depth of focus, multiple transmissions

at different depths are acquired and compounded to produce images of higher resolution at all depths.

Images at three or four different depths of focus are acquired and compounded, so the frame rate is

reduced by a factor of three or four, respectively. Table 2.1 presents frame rates for both single-depth

and multiple-depth focusing - four depths, in this case.

Even when only 64 transducer elements are used and we image at a depth of 10 cm, the maximum

achieved frame rate is no larger than 30 Hz. From the Nyquist sampling theorem, any phenomenon

whose duration is less than 1/15 seconds = 67 milliseconds cannot be correctly represented by imaging

at this frame rate. Elastography and echocardiography are two of the fields that are most limited by the

frame rates of conventional ultrasound. While echocardiography is possible in conventional ultrasound,

B-mode images are of very poor quality and have very limited uses in terms of characterisation of

myocardium contraction and blood flow analysis. Elastography is simply not realizable with conventional

ultrasound.
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2.3 High frame rate ultrasound imaging

2.3.1 Percursors of high frame rate ultrasound imaging

The idea of increasing the frame rate of sonography to the kilohertz range can be dated back to

more than forty years ago. In 1977, Bruneel et al. demonstrated the ability to image at such frame rates

by making use of opto-acoustic interactions and optical processing of ultrasonic signals [19]. While the

apparatus was unpractical for the clinic, the authors used 20 transducers to image the human heart with

sufficiently good image quality. While the display that they used to view the images was limited to 50

Hz refresh rate - it was a television - the apparatus they built enabled the acquisition of videos of up to

1000 frames per second. The authors were the first to use the term "ultrafast" in reference to ultrasound

imaging at frame rates in the kilohertz range.

The same group of researchers moved on to a different approach to ultrafast imaging by using analog

electronic parallel processing [20]. The term "parallel processing" simply means performing multiple

processing tasks at the same time, or in parallel. In the field of ultrasound imaging, parallel processing

generally refers to parallel receive-beamforming: reconstruction of multiple scan-lines simultaneously,

instead of one at a time. The approach devised by Delannoy et al. permitted the acquisition of ultrasound

images with 70 lines with a frame rate of 1 kHz. The system they developed had the ultimate goal of

imaging the heart at the ultrasonic speed limit. For an imaging depth of 15 cm, this limit is approximately

200 µs, which consequently allows a maximum frame rate of 5 kHz. The technology at the time was not

sufficiently developed to image at the rate of the ultrasonic limit, and it wasn’t until more than 30 years

later that the heart was finally imaged at 5000 frames per second [8].

In 1984, parallel processing for linear phased arrays was developed by Shattuck and Weinshenker

[21]. The method, named "Explososcan", permitted the acquisition of four B-mode lines from a single

transmitted pulse. The slightly unfocused pulse essentially increased the lateral range of energy depo-

sition, making it possible to reconstruct image lines from points where the energy wasn’t as maximum,

despite the overall energy of the pulse being the same. The four lines were reconstructed from the

echoes of the same transmitted pulse by applying different receive beamforming delays. The receive

beamforming delays were chosen such that the focus points were in the lateral direction of the maximum

energy point of the slightly unfocused beam. While it would be expected that resolution would be poorer

than conventional methods, explososcan’s resolution was on-par with existing conventional methods but

with four times the frame rate. Since conventional ultrasound consisted in optimizing the receive delays

such that the receive focus would match the transmit focus, explosocan was a truly different approach

from convention by unfocusing the transmit pulse. Shattuck and Weinshenker envisioned that, at least

conceptually, their method could be used to generate all B-mode lines using a single pulse, but also that

that would necessitate the insonification of the entire FOV with a single pulse.

Image quality of B-mode US imaging kept improving throughout the 1980s and 1990s with the de-

velopment of commercial array systems, wideband and specialized transducers and the transition into

digital systems. Doppler modes also surfaced in commercial systems with pulsed wave Doppler and

colour flow, which saw heavy use in the clinic for blood flow assessment.
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Figure 2.9: The explosocan concept developed by Shattuck and Weinshenker. A slightly unfocused
beam (dotted line) is used to generate four scan lines (solid lines) with a single transmission, effectively
quadrupling the frame rate (from Shattuck and Weinshenker, 1984, The Journal of the ASoA, 75(4), p.
1274.

It was in the field of ultrasound elastography that the next step in achieving ultrafast imaging was

being taken, pioneered by Fink and co-authors. Elastography is an imaging modality that maps the

elastic properties and stiffness of soft tissue. Knowing the stiffness or elasticity of certain tissues has

great diagnostic potential. For instance, tumour masses in breast tissue can be identified by measuring

the velocity of shear wave propagation relatively to the surrounding medium. Tumours are more elastic

than soft tissue and thus shear waves propagate faster through them [22]. But the clinical applications

of elastography extend far beyond identification of tumour masses [23–25]. Stiffness and elasticity mea-

surements can be performed using ultrasounds by inducing a mechanical perturbation in the form of

a shear wave and then measuring the velocity of propagation of said wave through tissues. Because

shear waves travel through tissue with velocities of a few meters per second, following the evolution of

the displacements induced in the medium on a millimeter scale requires imaging at frame rates on the

kilohertz range.

In 1999, with the purpose of achieving this goal, Sandrin et al. transmitted acoustic waves through a

phased array transducer with no transmit or receive focusing [26]. The data was instead stored during

the acquisition to later perform parallel numerical beamforming. What this allowed was to image at the

ultrasonic limit. At an imaging depth of 7.5 cm, they were able to acquire images at a rate of 10 000

frames per second. Because no transmit delays were applied, all elements of the array emitted their

pulses at the same time. This leads to all of the emitted wavefronts to add constructively in lines parallel

to the aperture. In other words, the transmitted waves were plane waves. This type of transmission was

very uncommon at the time because it did not focus at any single point in the imaging medium, so the

energy of the wave was spread out through the whole field of view. This results in the backscattered

echoes to have lower power as well, reducing the SNR. Nevertheless, the purpose was not to acquire B-

mode images, but elastography images. That purpose was fulfilled, as the authors managed to measure

axial displacements in tissue-mimicking phantoms congruent with their elasticity and stiffness properties.
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Resolution was also comparable with conventional ultrasound.

The same group of researchers expanded on their previous approach in 2002, by estimating both

axial and lateral displacements in transient elastography with ultrafast imaging [27]. Their method con-

sisted of transmitting an untitled plane wave using a 128-element array. In reception, the left half of the

aperture was beamformed as a slightly tilted plane wave in the clockwise direction, and the right half of

the aperture was beamformed as a slightly tilted plane wave in the counter-clockwise direction, effec-

tively generating two images per transmission. The half-apertures are normally called sub-apertures,

and the overall method of reconstructing images by dividing the aperture into multiple sub-apertures in

reception is called synthetic aperture beamforming, and had been explored before in other ultrasound

imaging contexts [28–30]. Lateral displacements were computed from the 1-D cross-correlation between

consecutive left and right images and then averaged. The purpose was to reduce the variance of the

estimation so as to increase confidence. While the concept of compounding was not new for focused

transmissions [31–33], this was the first time compounding of unfocused waves had been proposed.

2.3.2 Ultrafast imaging: coherent compounding

Before the pioneering work of Montaldo et al., the purposes of compounding in US imaging were

to cancel out random variations (specifically, speckle), reduce the effects of clutter and shadowing and

achieve higher contrast and signal-to-noise ratio [32, 33]. Because this summation was carried out on

the intensity images, the terminology "incoherent" compounding was used.

Coherent compounding of multiple acquisitions instead consists in the summation of the RF data

directly, guaranteeing that receive-beamforming aligns RF data of each acquisition such the summed

points in the image represent the same points in the imaging medium. In other words, the sum is

"coherent". This is performed before any other processing is applied, such as envelope detection or

log-compression to ensure coherence. Additionally, the original approach by Montaldo et al. used

transmissions of tilted plane waves at different angles [2]. Using transmissions at different angles further

decorrelates speckle and clutter during compounding, helping improve the signal-to-noise ratio.

Just like in transient elastography, where the same group of researchers had already used plane

wave transmissions, the contrast and signal-to-noise ratio are poor when no compounding is performed.

Because high-power ultrasounds may have hazardous biological effects when transmitted into the body,

low-power transmissions must be used [34]. For plane waves, that power is spread onto a broad sector to

insonify the entire field of view in one transmission. That comes with the trade-off of all generated echoes

having lower amplitudes than the ones generated from standard focused transmissions. The resulting

image is a low-resolution image (LRI) and generally poor contrast-to-noise ratio (CNR). To reduce the

power of random noise, multiple coherently compounded LRIs must be used to form a high-resolution

image (HRI). Since more than one transmission is necessary to generate one frame, the frame rate is

reduced by a factor equal to the number of compounded plane waves. There is then a trade-off between

image quality and frame rate. While compounding may initially seem more like a necessity to circumvent

a limitation rather than a feature, the improvements in image quality provided by coherent compounding
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with unfocused waves far exceed anything achievable with standard focused transmission at a (still) very

high frame rate.

The geometry of unfocused wave transmission and dynamic receive-beamforming at different angles

inherently makes coherent compounding a superior method for US imaging in terms of focusing. This is

because synthetic focusing is achieved laterally and at all depths. This can be illustrated by considering,

first, the case of coherently compounding two plane waves. As the first wave propagates through the

medium, all points in the FOV will be interrogated by one wave. As the next wave propagates, the same

points will be interrogated by the next wave. During coherent compounding, the backscattering contri-

butions of each of the points will sum coherently, effectively combining the power of the backscattered

echoes of both transmissions to generate a stronger combined backscattered echo. This is equivalent

to doubling the amount of power used in a single transmission. If more waves are used, this effect

is multiplied. Because the combined amount of power provided to each point in the FOV is large, this

methodology is equivalent to performing one focused transmission per point in the FOV, which would ne-

cessitate an enormous number of transmissions. Focusing is thus superior to anything achievable with

standard focused transmissions, but at a much greater frame rate. Figure 2.10 illustrates this concept.

(a) (b) (c)

Figure 2.10: Multiple-point focusing in plane wave coherent compounding (a) As the plane waves prop-
agate through the FOV, all waves sum coherently in one point. (b) As they continue to propagate, more
points along depth are coherently summed. This is true for all points along the depth. (c) If each wave
is considered at a different time, there will be an intersection of all waves in points lateral to the center
(adapted from Montaldo et al., 2009, IEEE Transactions on UFFC, 56(3), p. 494).

The coherent compounding technique poses a trade-off: image quality versus frame rate. However,

this is a trade-off which provides a lot of room for experimentation for the best possible combination

of parameters. If a minimum frame rate is necessary to image certain phenomena, such as shear

wave propagation or mitral valve opening and closing, the number of compounded plane waves can be

chosen such that at least the minimum frame rate is achieved, maximizing image quality for that frame

rate. When frame rate is not as important, a larger number of compounded LRIs can be used to achieve

the best possible image quality. The maximum frame rate is achieved when one single plane wave is

used, and is given by the double the time sound takes to reach the required depth, d. Frame rate reduces

by a factor equal to the number of plane waves used, Nwaves:

frame rate (CC) =
1

Nwaves

2d

c0
(2.29)
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Where CC stands for "Coherent Compounding" and c0 is the speed of sound.

Since the works of Montaldo et al., many research groups have experimented with coherent com-

pounding in a multitude of fields outside of B-mode, including colour flow with Doppler [35, 36], super

resolution [37, 38], contrast and harmonic imaging [9, 39, 40] and elastography [41, 42] with generally

positive results. Echocardiography is one of the fields where coherent compounding may bring the most

improvements. Because the myocardium contracts very rapidly, conventional ultrasound frame rates do

not provide sufficient temporal resolution to accurately assess the full range of motion. Moreover, to

image the mitral valve’s opening and closing with sufficient temporal resolution, frame rates of around

200-300 Hz are needed [19].

To image a full heart, however, a very wide FOV is necessary. Plane waves are not optimal to image

wide areas, since a plane wave can only be as wide as the width of the aperture. To circumvent this

limitation, a different kind of unfocused transmission can be utilized: diverging waves.

Diverging waves, also named circular waves, are waves that have the virtual focus center outside the

FOV. As they propagate through the medium the wave continuously diverges, effectively increasing the

width of the insonified area as the depth increases. Figure 2.11 illustrates the transmission of a diverging

wave.

Figure 2.11: Diverging wave propagation from the aperture of a phased array transducer. As the wave
propagates, the wider the beam becomes. This transmission is similar to fan beams used in CT.

The first in-vivo demonstration of coherent compounding with diverging waves for echocardiography

was published by Couade et al. (a collaborative work between many researchers, including Fink and

Tanter, both co-authors of the original plane wave coherent compounding approach) [8]. The authors

were capable of imaging the sheep heart with the transducer placed directly in the epicardium of the left

ventricle (the heart was exposed with lateral thoracotomy while the animal was under general anesthe-

sia). The acquired data had sufficient quality to evaluate the heart motion, such as left ventricular wall

tracking and measurement of tissue velocities with tissue Doppler imaging (TDI).

In a study that compared the usage of plane waves, diverging waves and conventional sector scan-

ners for echocardiography with parallel receive beamforming, Hasegawa and Kanai highlighted the su-

periority of coherent compounding with diverging waves for cardiac applications [43]. The authors state
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that the diverging transmission is more versatile than plane waves, as the beam can be as wide as

necessary, since the virtual focus center can be set at different distances from the aperture. The re-

searchers were able to image the human heart at a frame rate of 316 Hz using coherent compounding,

while only at 39 Hz with conventional sector scans - an 8-fold improvement. Image quality was similar

for all tested methods.

Papadacci et al. evaluated the influence of the number of compounded LRIs in image quality [3].

As the number of compounded LRIs increases, so does the contrast and the signal-to-noise ratio, and

clutter is reduced.

Coherent compounding with unfocused waves has become the standard transmission in the state of

the art of research in high frame rate ultrasound imaging. However, despite the high frame rate, it suffers

from motion artefacts since it requires coherence during compounding. The next section explains how

degradation occurs and summarizes the existing methods to compensate for the effects of motion.

2.4 Motion compensation in ultrafast ultrasound imaging

Since the works of Montaldo et al., the "creators" of coherent compounding with plane waves, that

many authors have realised motion can have devastating effects in B-mode images [4, 5, 10, 11]. Co-

herent compounding, as a spatial compounding method, requires that the positions of the scatterers in

the imaged medium remain the same between multiple transmissions. Whenever that is not the case,

the sum is no longer spatially coherent, and it typically results in motion artefacts with loss of intensity

where coherence was not verified - the image brightness is much lower than expected.

Motion is not problematic in all fields. For instance, elastography extracts the displacements from

each of the frames to build overall elasticity and stiffness maps. Motion is the actual parameter being

imaged with ultrasounds, and the anatomy image has little to no importance. When imaging regions

where no motion is present - for example, soft tissues in the absence of blood vessels in the FOV -

the effects of motion can be minor. But in the fields of echocardiography, where large motions occur

constantly, or in ultrasound super resolution2, where very small motions can result in large incoherence

between frames, motion compensation is almost mandatory.

2.4.1 The burden of motion in coherent compounding

To illustrate the effects of motion in coherent compounding consider a disc with two distinct regions -

half of the disc is hyperechoic, appearing as bright in the image, and the other half is anechoic, appearing

as dark in the image. Now consider that the disc is rotating in the clockwise direction. As each of

the images is acquired, the positions of the scatterers that compose it move to a different location.

If between the two transmissions a weak scatterer is in a position where a strong scatterer used to

be, during coherent compounding the contributions from two different scatterers will sum to produce

2Ultrasound super resolution is an imaging modality where the achieved resolution is higher than the ultrasound diffraction limit.
This can be achieved by localization and tracking of microbubble contrast agents, and is used to image very thin blood vessels
[44]. Since very small structures are imaged, small motions can influence the images tremendously.
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brightness equivalent to the "average scatterer" of those two. Figure 2.12 illustrates this. The disc on

the left represents the first acquisition and the disc on the center represents the second one. As the disc

rotates, the black and white regions change positions. When the images are compounded, the regions

of the two discs where the black and white regions don’t match exactly, the intensity will be the average

of the two.

Figure 2.12: Loss of intensity during coherent compounding of two frames due to motion incoherence
in a clockwise rotating disc with two distinct scattering regions.

This over-simplified example demonstrates the effects of motion degradation in coherent compound-

ing. However, only two compounded transmissions were considered. In practice, many more com-

pounded LRIs are used to achieve sufficient signal-to-noise ratio. As the object in the FOV moves

throughout the acquisition, the more motion incoherence accumulates between each compounding an-

gle, further reducing the intensity of the original object. Figure 2.13 shows the effect of compounding

more frames, in this case, 32. The imaged object is now very different from what it truly looks like (Figure

2.12, left or center).

Figure 2.13: Compounding of 32 frames of a rotating disc phantom. The larger the number of com-
pounded frames, the more degradation due to motion ensues in the final image.

Note that these examples are merely illustrative and do not fully translate to ultrasound imaging,

especially because compounding in ultrafast imaging is carried directly on RF data and not the image

intensities. Because the RF frequency functions as a carrier wave to the actual scattering data, data

is oscillatory and zero-mean. So incoherent sums lead to approximation of the mean of the signal,

resulting in loss of signal, which translates to loss of intensity in the finalized image (after envelope

detection and log-compression). So, in practice, intensity loss due to motion incoherence is even more

drastic in diagnostic ultrasound imaging. Additionally, the imaged mediums are largely heterogeneous,
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making perfect coherence during compounding a challenge by itself. Speckle and clutter noise further

decorrelate the LRIs.

2.4.2 Doppler motion compensation: correlation-based methods

When an acoustic source countinously emits a wave with certain frequency, and an ultrasound scat-

terer is moving in reference to the source, the scattered wave’s frequency will be shifted by an amount

proportional to the velocity of the scatterer. This phenomenon was first described by Christian Doppler

in 1842 and is known as the Doppler effect. Since ultrasound naturally needs acoustic wave emissions

to produce images, and motion of tissues shifts the frequency of the emitted wave, the velocity of tissues

can be determined from the frequency shift using the Doppler equation.

In practice, pulsed transmissions are used instead of continuous ones. This makes the determination

of the frequency shift more challenging because of the short duration of the scattered pulse. However,

in pulsed methods, a phase shift also occurs due to motion, which is more easily quantifiable. While this

approach does not directly estimate the frequency shift, it is not exactly an employment of the Doppler

effect. Despite this, methods relying on estimation of phase shifts due to motion are generally referred

to as Doppler methods in ultrasound scientific literature.

To estimate motion between the transmissions of coherent compounding, cross-correlations can be

used to determine the phase-shifts between them. Between each LRI acquisition the motions are bound

to be very small and so the LRIs are highly correlated with each other. The cross-correlation is computed

between pairs of consecutive images from which the necessary phase shifts for motion correction can

be computed. After the LRIs have been appropriately shifted, these are compounded. Using these

phase-shifts, the velocities of the tissues can be computed with the Doppler equation. In a sense, this

method is equivalent to TDI. For this reason, correlation-based methods are often called Doppler-based

methods as well.

The main advantage of a correlation-based method is its low computational load. Correlations can

be computed quite fast, maintaining the real-time capability of ultrasonography.

Despite the simplicity of the approach, there are ways in which this methodology can be optimized,

specifically the ordering of acquisition of the imaging sequence, the correlation operation to be per-

formed, the number of compounded LRIs and the angular range of tilted images.

Denarie et al. tested the influence of the angle-sequence ordering and the number of transmit di-

rections, using a cross-correlation method to determine the velocities of the moving structures in the

image (the heart, in their case) [4]. In particular, the authors tested linear angle sequences and alter-

nating ones. To exemplify, a linear sequence of angles between -9◦ and 9◦ with an angle increment of

2◦ would be [−9,−7,−5, ..., 7, 9], while an alternating sequence would be [−9, 9,−7, 7, ...,−1, 1]. Linear

sequences, when combined with correlation-based motion compensation methods rephase sidelobes,

degrading image quality. This effect was expected to be reduced with the alternating angle sequence.

However, the alternating sequence leads to lower correlations of the IQ signals and thus motion estima-

tion is compromised. The authors rejected nonsensical estimated velocities by thresholding. Using a
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smaller number of angle increments was also expected to decrease sensitivity to motion, but in fact this

leads to the formation of additional grating lobes. Added to the fact that a smaller number of compounded

images is being used, images become very low-resolution.

A different angle sequence was investigated by Porée et al. [11]. A "triangle sequence"3, as the

authors called it, has the effect of removing coherent summation of sidelobes while getting accurate

Doppler velocities. A different correlation method is also used, the Doppler autocorrelator. This different

approach allows the computation of the phase shifts during beamforming, decreasing the computation

times. The main disadvantage of this approach is that it can only correct axial motion. Lateral motions

cannot be estimated and therefore remain uncompensated. While these movements affect the image

quality much less than axial movements, these may still affect the quality of the images negatively.

Another limitation is that it is prone to aliasing. With the chosen parameters, the maximum achievable

velocity was 30 cm/s, which is enough to estimate motion in the myocardium, but not enough to image

the mitral leaflets, inducing destructive interference during motion compensation.

The MoCo method proposed by Porée was adapted for velocity vector tracking in echocardiography

in-vitro [45]. While nothing new was performed in terms of motion correction, this work highlighted

the capabilities of the proposed MoCo approach, as the authors accurately determined the velocity

vector field of a spinning tissue-mimicking disc. Furthermore, when no MoCo was used, the quality of

the images degraded significantly, to a point where it is very difficult to resolve structures qualitatively.

MoCo is thus essential for any application where motion is present. With the proposed method, higher

velocity estimation errors occurred when the velocities of the spinning disc were higher due to aliasing,

a problem that remains to be dealt with.

All the previous methods were investigated for non-contrast imaging; that is, without the use of con-

trast agents. Since the most precise ways of performing contrast-enhanced ultrasound imaging require

the transmission of multiple pulses to eliminate the fundamental component, the consequences of mo-

tion compensation is even more catastrophic, as deficient elimination of the fundamental component due

to dephasing occur. Toulemonde and Tang (2020) adapted the MoCo approach developed by Poreé et

al. to contrast enhanced ultrasound. To eliminate the fundamental component, two successive pulses

in opposing phases were transmitted for each angle to perform pulse inversion. A high-pass 5th order

Butterworth filter was also applied in case imperfect cancellation occurred. To improve SNR, 7 consecu-

tive compounded images were incoherently averaged. Their adapted MoCo approach is able to correct

some of the motion artefacts, but due to Doppler aliasing some other artefacts are created. The greatest

advantage of this MoCo approach is its speed, as processing times below one second are achieved for

each frame. While not quite capable for real-time imaging, it is two orders of magnitude faster than the

most common image registration methods. The results can potentially be improved if a triangular angle

sequence is used instead of a linear one. [46]

Correlation-based motion correction methods have been proven successful in ultrasound localization

microscopy using contrast agents, specifically to correct sub-wavelength motion [47]. Rigid motions

are accurately corrected with phase delays computed from cross-correlation in the frequency domain.
3The triangle sequence is explained in section 3.5.3.
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Correction of these sort of simple motions are enough for microscopy, but may not necessarily be the

case when imaging larger structures, as non-rigid and out of plane motions are not accurately described

using rigid parametrization. Nevertheless, it is a stepping-stone for future developments in correlation-

based methods.

With the purpose of keeping the frame rate high, Brekke et al. (2013) investigated the use of only a

few transducer elements in both transmission and reception for TDI [48]. While all lines are acquired for

B-mode, for a cardiac application, only the necessary elements to image the myocardium were used for

tissue Doppler. Phase delays are computed from the cross-correlations of pairs of consecutive complex

IQ signals, which are used to estimate the velocity of the tissues using the Doppler equation. Results

were in accordance with traditional TDI.

One of the largest problems in motion compensation is sidelobe realignemnt during motion-corrected

beamforming. Dual aperture motion compensation (DAMoCo) can partially solve this problem by only

tracking motion of the mainlobe signal [49]. As with coherent compounding, several LRIs are acquired at

different angles. At each of these LRIs, a random rectangular window apodization is applied, from which

the motion is estimated. Motion compensation is performed on a fixed smaller-aperture such that only

the mainlobe is compensated. The LRIs are then compounded to achieve a motion compensated frame.

While sidelobe suppression and motion estimation was accurate in-vitro, the same cannot be said for

in-vivo, but the acquisitions were not performed with optimal parameters. Firstly, the frame rate for in-

vivo acquistions was 60 Hz, much lower than the 2000 Hz for in-vitro. Larger inter-frame decorrelations

occur at slower frame rates. Also, the angle increments were 11.25◦ . This also decreases correlation

due to large rotations of the point-spread function (PSF) patterns, and thus sidelobe suppression wasn’t

as noticeable.

Correlation-based methods have also been demonstrated for motion compensation in STA imaging

[50]. Motion compensation is necessary because information from multiple transmit events is combined

to produce an image. In STA, it is possible to not only estimate the magnitude of velocity but also the di-

rection of movement, which is not possible with typical correlation methods and coherent compounding.

It can be done during beamforming. Unfortunately, this methodology is not feasible for high-frame-rate

visualization by the pulse sequences necessary for STA.

Nie et al. developed a two-stage motion compensation for CEUS [51]. The first stage of the approach

was to perform rigid block matching. The second stage refines the window iteratively to improve resolu-

tion. Both stages are based on cross-correlation of beamformed image pairs. Accurate measurements

were achieved with capability for left ventricle velocity vector imaging. It has advantages over Doppler

as it can estimate 2D velocities and does not suffer from aliasing. However, it is much slower than

Doppler, since the mean processing time per frame was 130 s. It can possibly be improved in the future

by implementing the algorithm on a GPU, but it is still far away from being ready for real-time imaging.
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2.4.3 Point-based registration methods

Image registration methods are closer to the classical image processing and computer vision ap-

proaches to motion problems. The main idea is to devise a model for the motion to be estimated. A set

of images is fitted into the model, such that one of them serves as the reference. Motion is estimated

according to this reference image. After motion estimation, the inverse transformation is applied to each

of the LRIs and then these are compounded. This class of methods is usually very accurate and can

determine velocities in both axes. Despite this, these methods are not preferred over correlation-based

methods when real-time imaging is necessary, as they can be extremely computationally expensive.

There is a trade-off then between speed and accuracy.

Harput el al. adapted an image registration method to correct motion in MRI to work on super

resolution imaging [52]. During acquisitions, several sources of motion exist - US probe, respiratory,

cardiac and other patients’ movements. There may then be global rigid motion and local non-rigid

and out-of-plane motion. To correct for both types of motion, a two-stage motion estimation algorithm

was investigated. It is able to model rigid, affine and non-rigid motions using a "B-spline-based free

form deformation that can estimate the local compression and rarefaction of tissue". The first stage

consists in finding a global affine transformation as an initial rough estimate. This estimate is refined

in the second stage where non-rigid motion is assumed. The approach is iterative and many iterations

are necessary to model more complex motions. Very small errors are achieved with this algorithm, no

matter the amplitude of motion. The only disadvantage is the computation time, as it can take more than

one minute to process a single frame.

The previous image registration algorithm initially developed for MRI was then investigated for CEUS

of the heart by Stanziola and Toulemonde et al. (2019) [10]. For compounding, 11 angles were used

(acquiring 2 images per angle for pulse inversion) and after compounding, 7 consecutive frames were

incoherently averaged to achieve higher SNR. Motion correction was evaluated by determining the con-

trast to tissue ratio (CTR) as well as the contrast-to-acoutisc noise ratio (CANR). Great improvements

were achieved in both metrics, with the CANR being especially high when the average of 7 frames is

considered. The achieved processing time was 71 ± 10 s, which is far from being feasible for real-time

imaging. Despite this, the authors state the method has not been fully optimized for contrast echocar-

diography, so potential improvements can emerge with further research. Their simulations studies also

show that this framework is only possible for dense clouds of microbubbles and not sparse distributions,

making it difficult to image smaller vessels.

Bakas et al. published a review on point-based registration techniques (PBRTs) for motion correction

in CEUS, specifically for evaluation of focal liver lesions [53]. Nineteen different implementations of

PBRTs are evaluated - HOG, Harris, SIFT, SURF, FAST and CARD. The idea is to find keypoints in

common between pairs of images and determine a parametrizable transformation between the two to

perform registration. The best performing registration technique was 128-bit CARD, as it is consistently

very accurate and capable of processing 5 frames per second. It is undoubtedly promising, especially

because all the algorithms were implemented on single-core CPUs. Processing can be potentially sped-

up if any of the algorithms are parallelizable. Since this study was undertaken on liver data, a rigid
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description of motion was sufficient. However, this is certainly not true for cardiac applications. Thus,

it is difficult to extend the reasoning for other applications where motions are non-rigid. It is expected

that motion correction becomes more challenging for complex motions, such as the ones observable

in the heart. Performance of PBRTs is expected to worsen, both in speed and accuracy, but a more

comprehensive study of these techniques for cardiac applications is still necessary to fully evaluate

feasibility.

Nie et al. compared their developed correlation-based method with the most commonly used image

registration algorithm [54], which has been evaluated on a number of papers ([10], [52]). The compar-

ison was undertaken on tissue-mimicking rotating disc phantoms, and also in-vivo, while imaging the

heart of a healthy volunteer. While improved CTR and CNR were achieved with the correlation-based

method, both methods are highly dependent on the reference image to perform registration [55]. It would

have been interesting to evaluate the influence of reference image to register. Both methods are not fea-

sible for real-time imaging, so simpler crosscorrelation and autocorrelation approaches are preferred if

temporal resolution is important.

2.5 Contrast imaging in ultrasound

Contrast agents are substances used in all imaging modalities to increase the sensitivity of the imag-

ing technique by altering the image contrast between different structures. The general idea is to increase

signal in the region where the contrast agent is in comparison to the amount of signal generated from

regions where the contrast agent is not present, increasing image contrast between structures. Con-

trast agents in ultrasound imaging are composed of a solution of gas-filled microbubbles. The dramatic

increase in ultrasound scattering by microbubbles has made them useful to image vessels and organs

for which the ultrasound signal to noise ratio is inadequate to make a clinical diagnosis.

Microbubbles contrast agents are administered intravenously and thus are mostly used to generate

contrast between blood and surrounding tissues. Contrast imaging shines brightest in perfusion or blood

flow diagnostic imaging, such as echocardiography. Additionally, it can increase the sensitivity of flow

Doppler [56]. Given sufficiently high pressure, microbubbles generate strong harmonic signal due to their

high nonlinearity parameter, B/A [57, 58]. It is through the harmonic signals that contrast is generated

between surrounding tissue and blood vessels in contrast ultrasound imaging.

2.5.1 Microbubble scattering, nonlinearity and harmonic generation

Because the wavelengths used in diagnostic ultrasound are 2-3 orders of magnitude larger than

the diameters of microbubbles, we are led to believe these behave like a Rayleigh scatterer. However,

because of its high compressibility and expandibility, the scattering cross-section of a micro-bubble can

be up to 108 times greater than a rigid spherical scatterer of the same size [59].

An air microbubble has a flexible boundary surrounded by a fluid (water or blood). In the presence of

an acoustic pressure field, the microbubble contracts and expands with the rhythm of the compressional
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and rarefactional half-cycles of the wave. The motion of the microbubble is mechanically controlled by

the springlike stiffness of the inner gas and the inertia of the surrounding fluid [12]. Both factors combine

to result in a resonant frequency given by:

fr =
1

2πr

√
3γcP0

ρ
(2.30)

Where r is the equilibrium bubble radius, γc is the ratio of heat capacities at constant pressure and

constant volume, ρ is the density of the surrounding medium and P0 is the static pressure at the surface

of the bubble.

This linear model of a bubble in a fluid is equivalent to a damped harmonic oscillator. The scatter-

ing cross-section of a gas-filled microbubble increases with the frequency of the incident wave until it

reaches a maximum at its resonance frequency, fr, and drops to around 1000 times afterwards, remain-

ing constant after that frequency [14].

This linear approximation only holds for small amplitudes of the incident pressure wave. As the

pressure amplitude increases, so does the density of particles in the compressional zones and the

sparsity in rarefactional zones. A microbubble can expand in response to highly rarefacted pressures,

but there’s a limit to how much the gas inside the bubble can compress. The pressure response of a

gas-filled microbubble thus becomes asymmetric in response to high-amplitude acoustic waves. This

asymmetric response generates harmonics in accordance with the Rayleigh-Plesset equation, which

has multiple nonlinear terms on the bubble radius. For more details on microbubble motion models, see

any of the following publications [60–62].

The effects of nonlinear scattering through microbubbles are most easily understood by considering

the amplitude response. A scatterer is said to be linear if the amplitude of the echo produced from

wave scattering is a set fraction of the amplitude of the incident wave, no matter the incident amplitude.

Because this condition applies across time, it follows that the waveform of the echo is equal to the

incident waveform. Since microbubbles are a type of media where nonlinear scattering occurs, this

linear condition does not hold. The waveform of the echo produced from microbubble scattering is very

different from the transmitted waveform, as shown in Figure 2.14.

Figure 2.14: Nonlinear scattering in a microbubble. The incident waveform (left) is scattered by a con-
tinuously contracting and expanding microbubble (center), generating an echo (right) that is a distorted
version of the original waveform.

Upon nonlinear scattering, the distorted echo waveform is not only composed of a spectrum centred

at the transmitted frequency, f0, also called the fundamental, but also of harmonic frequencies (usually

29



simply named ’harmonics’), which are multiples of the transmitted frequency, 2f0, 3f0, 4f0, etc. The

generation of these harmonics is key for contrast imaging, since harmonic signal generated from mi-

crobubbles is much stronger than harmonic signal generated from tissues, generating high contrasts.

The general objective is contrast imaging is to eliminate linear tissue signal composed of fundamental

frequency such that the harmonic signal generated by microbubbles is the source of contrast in the

image.

Generally, eliminating the fundamental signal requires the usage of multi-pulse techniques, such as

pulse inversion or amplitude modulation.

2.5.2 Ultrafast contrast enhanced ultrasound

Contrast enhanced ultrasound has been paired with ultrafast imaging using coherent compounding to

image several human tissues and organs, such as kidney, liver and the heart. To image certain organs

where blood flow is key to understand its function or presence of disease, using ultrasound contrast

agents greatly benefits the diagnostic power of the imaging method.

Couture et al. were the first to demonstrate ultrafast contrast-enhanced ultrasound using coherent

compounding of plane waves [63]. The authors tested both pulse PI and AM methods4 for elimination

of linear tissue signal using plane waves, both before and after bubble disruption in a tube phantom in-

vitro. The achieved contrast using microbubbles was very high after around 20 milliseconds after bubble

disruption.

The same authors compared sensitivity of microbubbles when excited with conventional focused

beams and unfocused waves [39]. Before bubble disruption, the sensitivity of microbubbles was shown

to be higher with plane waves, evaluated from the increase in CTR when using multi-pulse sequences

such as PI and AM. The authors state that there is still a lot of room for optimization of parameters for

contrast enhanced ultrafast ultrasound in terms of the preferred frequencies, pressures and mechanical

indexes (MI), postulating that keeping the microbubbles intact for the whole duration of the imaging

sequence could drastically improve the accuracy of perfusion studies.

A similar study was carried out by Viti et al. in 2016 [64]. The author investigated the effects of

the number of compounded LRIs in coherent compounding and the transmit pressure in both coherent

compounding and conventional line-by-line amplitude modulation, in conditions of non-disruption of the

contrast agents. The high-frame-rte approach achieved drastically better contrast than the conventional

method. Additionally, the authors noticed that contrast between the flow and the tissue was higher

when a smaller number of LRIs are used. The proposed explanation was that the concentration of mi-

crobubbles decreases during the acquisition, decorrelating the LRIs and resulting in some incoherence

during compounding. The tested pressures (70 kPa - 140 kPa peak negative pressure) did not result in

significant difference in microbubble response.

The influence of flow velocity and ultrasound pressure in plane wave coherent compounding PI CEUS

were further investigated by Zhu et al. in a lymphatic vessel phantom [65]. The researchers found that

4The theoretical concepts behind pulse inversion and amplitude modulation and their respective methodologies will be ex-
plained in detail in section 3.2.1.
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in conditions of slow flows, mechanical indices play a big role in the achieved contrast. Under slow flow,

higher MIs generate higher contrast but at the cost of bubble persistence, and the opposite happens for

lower MIs. For fast flows, MI does not play as big of a role in the image contrast.

Toulemonde et al. have investigated contrast enhanced echocardiography in a series of papers

[5, 9, 66, 67]. The authors have demonstrated high frame rate contrast enhanced echocardiography

using coherent compounding of diverging waves in vivo. Additionally, they also described the types

of motion artefacts created from motion incoherence between LRIs in contrast mode and stated that

a computationally inexpensive motion compensation scheme would greatly benefit ultrafast contrast

echocardiography.
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Chapter 3

Methods

With the objective of investigating motion compensation schemes for multipulse CEUS a simulation

study was developed. The steps taken to achieve a comprehensive study were the following:

1. Choose an ultrasound simulation software;

2. Create a motion phantom;

3. Simulate unfocused insonification of the medium phantom using multipulse contrast techniques;

4. Reconstruct the ultrasound data using appropriate delay and sum beamforming;

5. Apply motion compensation scheme;

6. Evaluate motion-compensated data and compare with static data and uncompensated motion

data;

The ordering of this chapter follows precisely the ordering of the acquisition and processing pipeline.

3.1 Simulations of diagnostic ultrasound using k-Wave

The data that was used to estimate and compensate motion on was simulation-generated. There

are several open-source software packages capable of simulating ultrasound propagation for diagnostic

imaging purposes, but only a few can simulate nonlinear propagation. Since this dissertation focuses on

contrast imaging, which is inherently linked with nonlinear scattering, the ability to simulate nonlinearity

is key. For this reason, the software simulation of choice was k-Wave, which is a MATLAB toolbox [68].

The three main reasons the k-Wave toolbox was chosen are the following:

1. Ability to simulate nonlinearity;

2. Can be GPU-accelerated;

3. Has a comprehensive user manual and great community support through the k-Wave forum.
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No other simulation software unites these three characteristics.

For a given medium, computational grid and pressure sources, the measured pressure at the acous-

tic sensors is computed using a k-space pseudospectral method [68]. Coupled with the wave equation

(2.1), momentum conservation, mass conservation and nonlinear pressure-density relation equations

are used to solve for the pressure field and velocities at each point in space and time. All the equa-

tions are directly written in the Fourier domain, or k-space, and solved directly for the spatial Fourier

transforms of pressure and velocity.

In this section, an overview of the inputs fed to k-Wave’s first order numerical solver will be presented.

For more details on k-Wave’s k-space pseudospectral method for acoustic wave propagation, nonlinear

interactions or general functioning of the toolbox see any of the following publications [68–70].

3.1.1 Computational grid

The computational grid defines the positions at which the properties of the medium are known. These

serve as the key-points for computation of the pressure field. For a grid size Nx ×Nz and imaged depth

d, to generate a uniformly spaced grid the grid spacing in the x direction, dx and in the z direction dz are

given by:

dx =
d

Nx
=

d

Nz
= dz (3.1)

One grid is formed for the x coordinates and another one for the z coordinates, and each is given by a

matrix Xij or Zij , respectively. The grid matrix entries are given by the following relation:

Xij = jdx− dxNx − 1

2
(3.2)

Zij = idz − dzNz − 1

2
(3.3)

From equations 3.2 and 3.3 it is clear to see that the origins of the grids are located at their center. For

the upcoming analysis it will also be useful to denote the set of all points in the grid by p. This array p is

a (NxNz)× 2 matrix, where each row contains a point in the grid and the columns the corresponding x

and z coordinates given by equations 3.2 and 3.3.

With the grid defined, the time step and number of steps to finish the simulation can be computed.

For the simulation to be stable and accurate the time step is chosen according to equation 3.4:

dt =
CFLdx

cmax
(3.4)

where CFL is the one-dimensional Courant-Friedrichs-Lewy number and is a measure of stability of

the numerical method. The software developers recommend a CFL number of 0.3 for a stable yet

accurate simulation [68]. cmax is the maximum speed of sound found in the medium. For an unfocused

transmission at an imaging depth of d, the final time step for computation, given a reference speed of
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sound c0 is given by:

tend =
2d

c0
(3.5)

The time points at which acoustic propagation is simulated are the ones given by the following values:

t = 0, dt, 2dt, ..., dt

⌈
tend
dt

⌉
(3.6)

where d·e represents the ceiling operator (equivalent to rounding to the nearest integer above the argu-

ment). It is used to ensure each time step is an integer multiple of dt and that the desired imaging depth

is always reached.

3.1.2 Medium

The medium of insonification is where the properties of an ultrasound propagation phantom are set.

The variables that can be set as properties of the medium are:

• Sound speed, cij in m/s

• Density, ρij in kg/m3

• Nonlinearity parameter B/A, bij , unitless

• Attenuation coefficient, α in dB/(MHzy cm)

• Attenuation exponent, y, unitless

All matrices in the list above are Nx × Nz, so each entry in the matrix coincides with an (x, z) position

in the computational grid. For diagnostic ultrasound, the sound speed and density maps are the param-

eters that define the anatomy. The attenuation parameters α and y can be set according to the tissue

that one wishes to emulate. For contrast imaging with multipulse techniques, the nonlinearity parameter

map will ensure the generation of harmonics according to B/A values given.

Phantom design

Since the motion compensation scheme that is going to be evaluated is the Doppler autocorrelator,

the only types of motion that are susceptible to being compensated for are axial ones. Having a wide

range of axial velocities is hence valuable. Rotation motions in circular objects are ideal for axial velocity

evaluation for two reasons:

1. The magnitude of the velocity increases linearly radially from the center;

2. The direction of the velocity is always perpendicular to the distance vector from the center;

These two properties combined create an axial velocity profile that linearly increases in the lateral di-

rection from the maximum negative velocity to the maximum positive velocity, passing by zero at the

center.
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On another note, because loss of contrast is common in motion degraded images due to coherent

compounding, having both anechoic and hyperechoic regions will provide a way to compare contrast

recovery in motion compensated images.

The phantom that was modeled to evaluate a wide range of velocities and contrast recovery was

a rotating disc with anechoic inclusions. This type of phantom has been previously evaluated in other

motion estimation and compensation studies, albeit in-vitro and not in simulation [11, 45, 51]. The

chosen radius of the disc was 2.5 cm, while the cysts had a radius of 0.375 cm, with a distance from

the center of the disc of 1.75 cm. The size of the entire medium was 10 cm × 10 cm and the disc was

placed at its center.

The phantom was generated by creating a map of sound speeds. The reference sound speed was

chosen to be c0 = 1540 m/s as it is the mean sound speed of soft tissue [18]. For the highly scattering

region - the disc itself - random variations about the mean value of c0 were introduced with standard

deviation σdisc = 15.4 m/s, or 1% of c0. For the anechoic inclusions, since those are poorly scattering,

the standard deviation of random variations was much lower with standard deviation σcyst = 0.77 m/s or

0.05%. From the analysis in section 2.1.1, we know that scattering occurs when the differences between

acoustic impedances are large. By introducing sufficiently large random variations, hyperechoic regions

can be simulated. Inversely, by guaranteeing the variations across the mean are small, anechoic regions

can be simulated.

Additionally, to simulate the effects of speckle, random noise was introduced across the entire sound

speed map with standard deviation σnoise = 0.77 m/s or 0.05%. The standard deviation of noise σnoise

was maximized without surpassing σcyst so as to guarantee the desired level of echogenicity. A higher

power of noise would result in a lower level of anechoicity in the cysts.

The attenuation parameters were chosen according to the ones measured in the human heart, as

echocardiography is one of the modalities where motion compensation is most important. The attenua-

tion coefficient of the heart and the corresponding attenuation power are given by α = 0.56 dB/(MHzy

cm) and y = 1, respectively [12].

The nonlinearity parameter was chosen to be B/A =1000 in the hyperechoic region and B/A = 6 in

the anechoic regions. The nonlinearity parameter map was chosen according to nonlinearity measure-

ments in commercially distributed microbubbles [57, 58] and the heart [12, 71], respectively.

A maximum velocity of 30 cm/s was used for the rotating disc, which corresponds to an angular

velocity of 12 rad/s, which corresponds to the peak velocities in the myocardium [72].

Table 3.1 summarizes the properties of the disc phantom.

Table 3.1: Summary of properties of the rotating disc phantom.

Disc Cysts / Background
Radius 2.5 cm 0.375 cm
B/A [12, 57, 58, 71] 1000 6
Sound speed [12] 1540 ± 15.4 m/s 1540 ± 0.77 m/s
Attenuation coefficient [12] 0.56 dB/(MHz cm)
Angular velocity 12 rad/s
Medium size 10 × 10 cm
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With the described parameters, the rotating disc phantom looks like the one presented in Figure 3.1.

Figure 3.1: Rotating disc phantom as a sound speed map. Higher variations from the reference sound
speed c0 result in increased brightness. This figure was generated in reference to deviations from the
mean acoording to |cij − c0|.

The method for employing rotation in the disc is now explained. Consider the sound speed map cij .

Instead of mapping c according to the indices (i, j), we use the corresponding coordinates in the grid,

p, and use the form c(x, z) instead of cij . Consider also the subset of points in the grid that belong to

the disc, pd. The positions of the grid coinciding with the disc were rotated an angle dθ using a rotation

matrix R:

R(dθ) =

cos dθ − sin dθ

sin dθ cos dθ

 (3.7)

Rotation is employed in the following way:

prot
d = R(dθ)pd (3.8)

and the rotated sound speed map is computed with:

crot(prot
d ) = c(pd) (3.9)

For each grid point in p, there is a corresponding pair of indices (i, j) in the sound speed map cij .

Since the rotated set of points prot
d may not coincide with points on the original grid, they may not map

to indices in the sound speed map. To ensure the closest possible mapping, the rotated points are

approximated to the closest points in the original grid pd. For each point in prot
d the closest point in pd is

computed using a nearest neighbour approach. If the motions are very small, then the nearest neighbor

in pd might be the same point before rotation, so some errors are introduced using this methodology.

Let Cnn{x1,x2} be the nearest-neighbour operator, whose output is the nearest neighbour of x1 in x2.
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The nearest neighbours approximation of prot
d is given by:

p̂rot
d = Cnn{prot

d ,pd} (3.10)

The hat accent above prot
d is used to denote its nearest neighbours approximation to pd. The only

parameter left to determine is the angle step size. Assuming the disc is approximately static during each

acquisition, the rotation angle step size is given by:

dθ =
ω

PRF
(3.11)

where PRF is the pulse repetition frequency. New pulses can be sent anytime the echoes from the

maximum depth, d, at which we wish to image arrive and is given by:

PRF =
c0
2d

(3.12)

Now that every parameter is known, the sound speed map can be computed iteratively using the

following expression, where t is the iteration number:

ct+1
(

̂R(dθ)pd
t
)

= ct
(
pd

t
)

(3.13)

All steps of the rotation can be computed from c0 and pd
0, which are the non-rotated sound speed

map and grid points belonging to the disc, respectively. Since the step size is uniform, each rotated

sound speed map can also be computed directly from the first one (t = 0):

ct
(

̂R(tdθ)pd
0
)

= c0
(
pd

0
)

(3.14)

This last expression was the one that was implemented as it suffers less from the nearest neighbor

small motion approximation to the original point as t increases.

The errors induced by rotation can be minimized by using sufficiently fine grids for simulation. A

grid size of 2048 × 2048 was chosen, as that is the minimum size for which the rotation errors are

at most the length of the diagonal of a grid point. Larger grid sizes produce smaller errors, but also

require a much larger amount of computational memory and time to run. k-Wave runs exclusively on

the available memory of the graphics processing unit (GPU). The available GPU for simulations was a

NVIDIAGeForce GTX 980 Ti GPU, which has 6 GB of memory. While this amount is enough for a 2048

× 2048, an estimated 16 GB of dedicated GPU memory would be necessary for a 4096 × 40961.

3.1.3 Sources and sensors

After the computational grid and mediums have been defined, certain points in the grid can be used

as pressure sources - emitting pressure fields - or pressure sensors - recording pressure.

1k-Wave solves the wave equation directly in k-space, which requires many computations of the Fast Fourier Transform (FFT).
The FFT is much more efficiently computed if the inputs are powers of two, hence why only grid sizes which are powers of two are
considered.
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Sources and sensors are defined in binary mask in k-Wave. Each point in the computational grid can

be used as a source or a sensor, depending on whether the binary mask is set to 1 - logical true - or 0 -

logical false - in that point. A binary mask is created for the source, Msrc and another one for the sensor,

Msns, both of sizes Nx ×Nz.

The locations of point sources is set by placing 1s in the desired locations in the binary masks Msrc.

Consider a flat-faced phased array transducer with N elements, element length l and kerf k. Because

the grid spacing is dx, to determine the number of grid points that compose the transducer dimensions

we use the subscript N :

lN =

[
l

dx

]
, kN =

[
k

dx

]
, (3.15)

Where the operator [·] is used to signify rounding to the nearest integer2. The transducer should be

placed at the top of the medium that is to be imaged, which would be the first row of the binary mask

Msrc. Then, given a column index position for the first element, r, the first row of the source binary mask

is filled with lN consecutive 1s after the position r, followed by kN 0s, followed again by lN 1s and so

on, until N sets of 1s in the first row have been filled. All the other entries in the mask are set to 0.

Since the transducer should be placed in the exact same position in emission and reception, the places

where the pressure signals are recorded, should be the exact same ones used for emission, and thus

Msns = Msrc. Figure 3.2 shows an example of a source/sensor binary mask emulating a transducer. In

Figure 3.2: Source and sensor binary masks emulating a phased array transducer, where the yellow
points represent the active sensor mask. In this case, lN = 5, kN = 1 and Nx = Nz = 128

practice, having a large number of emitters and receptors considerably slows down the simulations, so

instead of using lN 1s for each element, we use only one source point per element corresponding to the

2There is no convention on the symbol for "rounding to the nearest integer". The symbol [·] was chosen as it is a combination
of the symbols for the floor and ceiling operators (b·c and d·e, respectively), and it seemed fitting given that the function of round is
also a middle-ground between floor and ceiling.
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middle one, and the same for the sensor.

The input signal fed to each of the source points is an RF pulse of frequency f0 and number of cycles

Ncycles. The RF pulse bandwidth follows a Gaussian distribution with mean equal to f0 and standard

deviation proportional to Ncycles.

To generate unfocused transmissions, the input signals fed to each element in the array must be

delayed by specific times to achieve the desired beamforming. Beamforming is explored in detail later

in this chapter, section 3.3.

The transducer that was simulated was a Philips ATL P4-1 transducer, which has 96 elements and

an aperture width of 2.8 cm.

3.2 Contrast Imaging

High-contrast images can be formed using multipulse methods. The greatest advantages of mul-

tipulse methods is their ability to eliminate linear tissue signal, maintaining the contrast-agents signal.

Multipulse methods involve transmitting multiple pulses in succession and summing their echoes. Elim-

ination of tissue signal occurs during the sum of the echoes due to linearity, and the nonlinear signal

remains.

3.2.1 Pulse Inversion

The pulse inversion technique consists in transmitting two opposing-phase pulses in succession [73].

The first pulse is called the positive pulse and the second pulse, which is an inverted version of the first,

is called the negative pulse. If the pulses only undergo linear scattering, the corresponding echoes are

also inverted versions of each other. However, if nonlinear scattering occurs, harmonics are generated

and the returning echoes are no longer inverted versions of each other.

Let s(t) be an RF pulse of central frequency f0. Let x+(t) = s(t) be the positive transmitted pulse

and x−(t) = −s(t) be the negative transmitted pulse. Because the pulses undergo nonlinear scattering,

the returning echoes are given by the following expression, where powers larger than 3 were omitted for

simplicity:

y+(t) = a1x+(t) + a2x+(t)2 + a3x+(t)3

y−(t) = a1x−(t) + a2x−(t)2 + a3x−(t)3
(3.16)

From power-reduction identities for sinusoidal waves, we know that powers of sines are composed

of harmonic frequencies of the order of the power [74] In other words, the following can be written:

sin(2πf0t)
n = sin(2πnf0 + φ) + h(t) (3.17)

Where φ represents a phase term and h(t) is a function of time that includes other lower harmonics.
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Figure 3.3: Summary of the pulse inversion technique: two pulses, inverted in phase, are transmitted
and their echoes are received. The received echoes are summed to eliminate the linear component of
the signal, remaining only the harmonic components.

Because of these identities, it is common to refer to powers of sines as harmonics, directly. Thus,

we refer to the power terms in equation 3.16 as harmonics. Replacing x±(t) by ±s(t) in the previous

equation:

y+(t) = a1s(t) + a2s(t)
2 + a3s(t)

3

y−(t) = −a1s(t) + a2s(t)
2 − a3s(t)3

(3.18)

If the positive and negative pulses are summed, we get:

y+(t) + y−(t) = 2a2s(t)
2 (3.19)

All the odd harmonics are eliminated, while the even harmonics are doubled in amplitude. More

generally, the sum of consecutive positive and negative pulses that underwent nonlinear scattering can

be written as:

y+(t) + y−(t) =

∞∑
n=1

2a2ns(t)
2n (3.20)

Because tissue is a weak nonlinear scatterer, the harmonic signal that remains after pulse inversion

is mainly generated from microbubbles [71, 73]. This technique then ensures that microbubbles act as

the main source of contrast in the ultrasound image since tissue signal is eliminated. A summary of the

PI technique is shown in Figure 3.3.
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3.2.2 Amplitude Modulation

Amplitude Modulation consists of transmitting two or more pulses with the same waveform but with

different amplitudes [75]. The simplest case would be to consider the transmission of two consecutive

pulses, the second with half the amplitude of the first. If only linear scattering occurs, the second echo

would also have half the amplitude of the first echo. But in the presence of microbubbles, due to their

asymmetric contraction and expansion, the amplitudes of the echoes share a nonlinear relationship with

the amplitudes of transmitted pulses, and thus the second received echo is no longer simply half of the

first. If the first echo is summed with the second echo doubled, then the linear component of the images

are eliminated, leaving only harmonic signal.

While in both amplitude and phase modulation (such as PI) methods the linear component of tissue

is eliminated, a unique characteristic of amplitude modulation methods is that the fundamental com-

ponent of microbubbles is retained in the image. There are several advantages to using fundamental

microbubble signal in contrast imaging, rather than the harmonic signal:

• The fundamental signal is of much higher power;

• The fundamental frequency can be set as the center frequency of the probe such that it lies in a

region of the transducer’s bandwidth where reception is most efficient.

• The lower frequency echoes suffer less attenuation while returning to the transducer.

In practice, two-pulse Amplitude Modulation is challenging. Array transducers are not capable of

precise beam-shaping such that pulses are half or twice the amplitude with enough accuracy, resulting

in deficient elimination of linear tissue signal. Alternatively, alternated elements in the array can be used

to transmit the beam with half the amplitude, but this also results in more pronounced grating lobes for

that beam.

To solve both of these problems, three-pulse AM has been proposed. The first pulse is generated by

only using the odd elements of the array, the second pulse uses all the elements, and the third pulse uses

only the even elements, as illustrated by Figure 3.4. Processing consists of summing the half-element

pulses and subtracting the full-element pulse, as illustrated by Figure 3.5.

While the three-pulse AM method seems to be superior to PI in every way, it is worth noting that

incoherence between pulsed acquisitions accumulates with the number of pulses. The fewer the pulses,

the less degraded by motion the images will become. Especially when combined with other sum or

compounding methods, such as coherent compounding, using a lower number of pulses can reduce

motion artefacts.

3.3 Beamforming

To perform high frame rate acquisitions, the chosen unfocused transmissions were diverging waves.

Diverging waves can be thought of as focused waves where the focus point lies behind the trans-

ducer, and consequently behind the imaged medium. Therefore, the equations that are used are the
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Figure 3.4: Amplitude modulation with three pulses. Only half the transmit aperture is used for the
first and third pulses, while the full transmit aperture is used in the second pulse. In reception, the full
aperture is always used.

Figure 3.5: Summary of the amplitude modulation technique. Three consecutive pulses are transmitted:
the first is generated by driving only the even half of the elements, the second using the full aperture, and
the third using the odd half. The first and third echoes are summed and the second echo is subtracted
to achieve a harmonic signal.
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Figure 3.6: Effect of virtual focus distance on the width of the diverging beam. As the distance decreases
the beam becomes wider. The dotted line represents the transmit aperture

same ones that are used for focused transmissions - equations 2.24 and 2.25, which are reminded here:

τn = tn − tk, tn =

√
(np− xf )

2
+ z2f

c0
, k = arg min

n

{
(np− xf )

2
}

A few more adjustments are necessary to correctly shape a diverging wave. The scan width and the

steering angle of the diverging wave are factors which depend on the focus point.

For a desired angular width θ and aperture size L, the location of the focus center of a non-tilted

diverging wave is given by equation 3.21.

(xf , zf ) =

(
L

2
,− L

2 tan (θ/2)

)
(3.21)

If the focus center is further from the aperture, the angular width is lower. Conversely, if the focus

center is closer to the aperture then the beam will become wider. Figure 3.6 illustrates this effect.

In order to steer a diverging wave by an angle α, the position of the focus point must shift in both the

x- and z-directions. Consider Figure 3.7 which will aid in determining the coordinates of the focus point

(xf , zf ) in function of the angular width, the tilt angle and the width of the aperture.

For the left right triangle in Figure 3.7, we can write the identity:

xf
−zf

= tan (θ/2) (3.22)

And for the right triangle on the right side, we can write the following expression:

L− xf
−zf

= tan (θ/2− α) (3.23)

If equations 3.22 and 3.23 are used in conjunction to solve for xf and zf we obtain:

xf =
L tan (θ/2 + α)

tan (θ/2 + α) + tan (θ/2− α)

zf = − L

tan (θ/2 + α) + tan (θ/2− α)

(3.24)

After transmission and reception, the RF data is in the form RF (n, t), where the first coordinate

represents the elements, and the second the time. For example, RF (n = 0, t) is the pressure data

received by the first element in the array. For any given array element, n and a point in the medium
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Figure 3.7: Diverging wave of width θ steered at an angle α from a transducer with aperture width L. The
point (xf , zf ) is the virtual focus point of the diverging wave whose coordinates need to be determined.

(x, z), the traveling time of an α-tilted diverging wave to the point is given by:

τem(α, x, z) =
z cosα+ x sinα

c0
(3.25)

The time τem is specific for the diverging wave geometry. The time the echo takes to return to the

same element is simply given by the distance from the point (x, z) to the element:

τrec(n, x, z) =

√
z2 + (x− np)2

c0
(3.26)

The two way travel time is the sum of the forward and backward times:

τ(α, n, x, z) = τpem + τrec =
z cosα+ x sinα+

√
z2 + (x− np)2

c0
(3.27)

For each point (x, z) the contributions from each element signal can be combined to reconstruct the

image, s(x, z):

s(x, z) =

N−1∑
n=0

RF (n, τ(α, n, x, z)) (3.28)

Consider now that the center of the array is positioned at x = L/2 and we wish to image with a width

xd and depth zd. If we want to discretize the imaged medium in the lateral direction with Nx points and

the depth direction with Nz points, the lateral and depth discretization steps are given by:

dx =
xd
nx

dz =
zd
nz

(3.29)
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Given this gridded discretization, the points in which the medium is reconstructed are given by:

s(k,m) ≡ s(x =
L

2
− xd

2
+ kdx, z = mdz)

k = 0, 1, ..., nx

m = 0, 1, ..., nz

(3.30)

The full equation for reconstruction is given by:

s(k,m) =

nx−1∑
k=0

nz−1∑
m=0

N−1∑
n=0

RF (n, τ(α, n,
L

2
− xd

2
+ kdx,mdz)) (3.31)

Note that the points in the space where the image is reconstructed may not result in a time τ that

matches a time discretization. To ensure accuracy, interpolation is performed in the RF data.

3.4 Transmission sequences with coded transmission

Coherent compounding can be used in conjunction with coded transmission with PI and AM. There

are two possible types of transmission in contrast mode.

One of the ways multipulse contrast imaging can be integrated with coherent compounding is acquir-

ing two/three pulses per angle for PI/AM, respectively. Figure 3.8 shows this transmission sequence for

the case of pulse inversion using diverging waves.

Figure 3.8: Coherent compounding with multiple pulses per angle and pulse inversion. For each angle
α, two consecutive pulses in opposite phase are transmitted. These are summed to get a higher-contrast
LRI, and only then are the LRIs summed for a coherently compounded image.
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The provided example is for PI, but the same principle can be applied in AM.

A different way to acquire contrast images is by integrating the coded transmissions directly in the

angle sequence. For PI, that would be transmitting the first angle as a positive pulse and the second

angle as a negative pulse, and so on. This imposes the condition of the number of angles being a

multiple of two for PI and a multiple of three for AM. Figure 3.9 illustrates a typical alternated angle

contrast sequence using pulse inversion and diverging waves.

Figure 3.9: Coherent compounding with alternated angle pulse inversion. For each angle α, a single
positive or negative pulse is transmitted. The phase of each angled transmission is alternated.

To differentiate between the two types of transmissions, the names angled multipulse contrast coher-

ent compounding and alternated contrast coherent compounding are introduced. The name "contrast"

can be substituted by the appropriate technique, namely PI and AM - angled multipulse PI/AM (Mul-

tiPI/MultiAM) and alternated PI/AM (AltPI/AltAM). All the possibilities of compensation between LRIs are

explored in the next subsections for both types of transmissions.

To perform the simulations, a total of 12 tilted diverging wave transmissions were used, as that num-

ber has been shown to be sufficient to achieve good image quality and SNR [10, 46]. The angle spacing

was chosen according to Denarie et al. (2013), who proposed the usage of the following expression to

determine the angle spacing [4]:

αstep = arcsin
λ

L
(3.32)

where λ denotes the transmitted pulse wavelength and L the width of the transducer aperture. This

angle spacing ensures a resolution similar to conventional US imaging methods.

Three different frequencies were tested in transmission to evaluate the effect of frequency on motion

compensation: 1.25 MHz, 1.75 MHz and 2.5 MHz. RF pulses with these frequencies were generated

with 4 cycles. The angle spacing thus depends on the transmit frequency. Using λ = c/f , the corre-

sponding angle spacings using the simulated P4-1 transducer and a reference speed of sound of 1540

m/s are 2.53◦ , 1.81◦ and 1.26◦ , respectively.

Table 3.2 summarizes the transmission parameters used in simulation with diverging waves.

Note that while the usage of 12 angles is equivalent to saying 12 transmissions in the alternated

contrast sequence, that is not the case for the angled multipulse contrast sequence since 2/3 pulses
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Table 3.2: Summary of the simulated transmission parameters.

Property Value
Transmit frequency 1.25/ 1.75/ 2.50 MHz
Number of cycles of RF pulse 4
Number of angles 12
Angle step [4] 2.53◦ /1.81◦ /1.26◦

are used per angle for coded transmission. In MultiPI, a total of 24 transmissions are used, and 36 for

MultiAM.

3.5 Motion compensation

To maintain the ability to image at high frame rates, choosing a computationally inexpensive motion

compensation scheme is of interest. Given this need, a Doppler motion compensation scheme was

evaluated.

3.5.1 The Doppler autocorrelator

The Doppler effect can be described as a frequency shift due to the relative motion between the

emitter and the scatterer. In pulsed transmissions, in contrast with continuous ones, determining the

frequency shift directly is challenging because of the short duration of the pulses. Instead, if the motions

are small enough, the frequency shift can be determined indirectly from the phase shifts between pulses,

which themselves can be determined from a lag-one autocorrelator. The Doppler autocorrelator is the

most-widely used method to estimate axial velocities in ultrasound imaging. It was first proposed by

Kasai et al. in 1985 for conventional ultrasound [76], but has since been adapted for HFR ultrasound

imaging too [11].

A derivation of the Doppler autocorrelator for HFR imaging is now presented. Consider the idealized

continuous RF data s(x, z, t). Here, x and z are the spatial coordinates. Consider also that each set of

RF data can be acquired instantaneously such that at each time instant t there is one image.

The autocorrelator in the time coordinate is written as:

r(x, z, t) = s(x, z, t) ∗ s∗(x, z,−t) =

∫ +∞

−∞
s(x, z, τ)s∗(x, z, τ − t)dτ (3.33)

where the symbol ∗ denotes the convolution operation. When used as a superscript though, it denotes

the complex conjugate. The power spectrum of s, P (ω), is precisely the Fourier transform of its autocor-

relator. To prove it, consider the Fourier transform of s to be S(ω) = F{s(t)}, where from now on the

dependence on the space coordinates will be made implicit.
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P (ω) = |S(ω)|2

= S(ω)S∗(ω)

= F{s(t)}F{s∗(−t)}

= F{s(t) ∗ s∗(−t)}

= F{r(t)}

(3.34)

The mean frequency in the power spectrum is given by the following expression:

ω̂ =

∫ +∞

−∞
ωP (ω)dω∫ +∞

−∞
P (ω)dω

(3.35)

The previous expression can be rewritten in a form where its usefulness is more easily understood:

ω̂ =

∫ +∞

−∞
jωP (ω)e2πjω0dω

j

∫ +∞

−∞
P (ω)e2πjω0dω

(3.36)

The denominator is the inverse Fourier transform of P (ω) evaluated at t = 0, and using the Fourier

transform derivative theorem the numerator is the derivative of the inverse Fourier transform of P (ω)

evaluated at t = 0. Since the inverse Fourier transform of P (ω) is r(t):

ω̄ =

∫ +∞

−∞
jωP (ω)e2πjω0dω

j

∫ +∞

−∞
P (ω)e2πjω0dω

= −j ṙ(0)

r(0)
(3.37)

where dot notation has been introduced to denote differentiation in the time coordinate for simplicity. Let

r be written in its polar form:

r(t) = ρ(t)ejφ(t), ρ(t) =
√

Re{r(t)}2 + Im{r(t)}2, φ(t) = arctan
Im{r(t)}
Re{r(t)}

(3.38)

The derivative of r is written in the following way:

ṙ(t) =
(
ρ̇(t) + jρ(t)φ̇(t)

)
ejφ(t) (3.39)

When both r(t) and ṙ(t) are evaluated at t = 0 they yield:

r(0) = ρ(0)ejφ(0) (3.40)

ṙ(0) =
(
ρ̇(0) + jρ(0)φ̇(0)

)
ejφ(0) (3.41)

Because the autocorrelation, r, is an even function of time, its magnitude, ρ, is also an even function of
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time, while its argument φ is odd3. The derivative of an even function is an odd function, which means

ρ̇ is odd. Since odd functions are equal to zero at the origin, ρ̇(0) = 0. Thus, the mean frequency ω̄ is

given by:

ω̄ = −j ṙ(0)

r(0)
= −j jρ(0)φ̇(0)ejφ(0)

ρ(0)ejφ(0)
= φ̇(0) (3.42)

Consider now the more realistic approach where the signal s is sampled in time at integer multiples

of the pulse repetition period, which is the inverse of the pulse repetition frequency, T = 1/PRF. From

now on, the index n is used to denote the discrete sampling of the signal s at times t = nT :

s(n) ≡ s(t = nT ) (3.43)

where n is an integer number. Using the finite difference approximation that the phase of the autocorre-

lator remains constant between each pulse acquisition, the discrete approximation of ω̄ is:

ω̄ ∼=
φ(T )− φ(0)

T − 0
(3.44)

The fact that r is even imposes that its argument, φ, is an odd function of time, indicating that φ(0) = 0,

and therefore:

ω̄ ∼=
φ(T )

T
(3.45)

For simplicity, everything was derived in angular frequencies. However, it is more practical to use the

quantities in ordinary frequencies.

f̄ =
ω̄

2π
∼=
φ(T )

2πT
=

PRFφ(T )

2π
(3.46)

An expression for the mean frequency in the power spectrum has now been derived. Since the RF

signals s(n) are real-valued, from the properties of the Fourier transform, the power spectrum of s is

even, and the mean across the entire domain of an even function is zero. Additionally, for a central

transmission frequency of f0, the mean positive frequency of the power spectrum is f0 as that is the

carrier frequency of the information in ultrasound imaging. In order to extract the information from the

carrier frequency such that the mean positive frequency of the power spectrum is instead the Doppler

shift, the waveforms must be I/Q demodulated at the central frequency f0. I/Q demodulation is a type of

conversion into the analytic signal4. The spectrum of the analytic signal has two important features:

1. The amplitude of the spectrum in the negative frequencies is zero;

2. The amplitude of the spectrum in the positive frequencies is doubled.

When the spectrum has these features, the mean frequency across the entire spectrum is the mean

positive frequency - which, due to the extraction from the carrier frequency f0, will be the mean Doppler
3Refer to Appendix B.2 for a proof regarding the evenness of complex functions.
4Refer to Appendix B.1 for a comprehensive explanation of I/Q demodulation, the analytic signal and the Hilbert transform.

50



frequency shift. Using I/Q demodulation of s, when N transmissions are used:

s(n) = I(n) + jQ(n), n = 0, 1, ..., N − 1 (3.47)

The discrete version of the autocorrelator of s is given by:

r(l) =

N−2∑
n=0

s(n)s∗(n+ l) (3.48)

From equation 3.45, the phase of the autocorrelator only needs to be evaluated at t = T . Given the

sampling in 3.43, that is equivalent to t = nT when n = 1:

φ(n = 1) ≡ φ(t = T ) (3.49)

Evaluating the autocorrelator at l = 1 yields the following expression:

r(1) =

N−2∑
n=0

s(n)s∗(n+ 1) (3.50)

The previous expression is named the lag-one autocorrelator. In the context of Doppler ultrasound,

this term is synonymous with the term "Doppler autocorrelator". The notation rD ≡ r(1) is now in-

troduced to denote the lag-one autocorrelator, where the subscript D stands for Doppler. Similarly,

φD ≡ φ(1). Substituting now s(n) by its I/Q demodulated version from equation 3.47:

rD =

N−2∑
n=0

(I(n) + jQ(n))(I(n+ 1) + jQ(n+ 1))∗

=

N−2∑
n=0

(I(n) + jQ(n))(I(n+ 1)− jQ(n+ 1))

=

N−2∑
n=0

I(n)I(n+ 1) +Q(n)Q(n+ 1) + j(Q(n)I(n+ 1)− I(n)Q(n+ 1))

(3.51)

The phase of the lag-one autocorrelator is thus given by:

φD = arctan
Im{rD}
Re{rD}

= arctan

N−2∑
n=0

Q(n)I(n+ 1)− I(n)Q(n+ 1)

N−2∑
n=0

I(n)I(n+ 1) +Q(n)Q(n+ 1)

(3.52)

Equation 3.52 is a close-form approximated solution to the Doppler phase-shift. The axial velocity of

the scatterers that produces the frequency shifts can be computed using the classical Doppler equation:

vD =
c∆f

2f0
(3.53)

where ∆f is the Doppler frequency shift. Because the mean frequency of the I/Q demodulated power

spectrum represents this frequency shift (f̄ = ∆f ), combining equations 3.46 and 3.53, the Doppler

51



velocity is given by:

vD =
cPRFφD

4πf0
(3.54)

Early on in the derivation of the Doppler velocity, the space coordinates were omitted as they were

not necessary for the derivation. However, the Doppler autocorrelator is a function of the two space

coordinates x and z, and consequently so is its phase, φD ≡ φD(x, z) and the velocity, vD ≡ vD(x, z).

Hence, axial velocity is estimated at all space points. Of course that in practice, s is a discrete function

of the space coordinates as well, and not only time:

s(k,m, n) ≡ s(x = kp, z = m
c0
fs
, t = nT ) (3.55)

where p represents the transducer pitch and c0/fs the spatial sampling frequency in the depth direction,

with fs being the sampling frequency of the receiver system. If additional spatial interpolation (or deci-

mation) is needed, then the sampling frequencies shown here might change, but these are the ones as

they are receive-beamformed.

Since the entire derivation was carried out without dependence on the space coordinates, it follows

that axial velocity estimation does not depend on the type of grid that is used (i.e., Cartesian, polar, etc).

However, the term "axial" does have different meanings depending on the geometry of the transmission

that is used. The axial velocity is the component of the velocity parallel to the direction of transmission,

so axial velocity profiles of the same motion may be different if different transmissions are used.

3.5.2 Doppler motion compensation

Motion compensation in coherent compounding aims at estimating motion between LRIs and cor-

recting each of them before summation, ensuring coherence.

Given a set of N LRIs, each acquired with an unfocused transmission at a different transmit angle,

the axial velocity can be estimated using equations 3.52 and 3.54. The axial velocity is estimated with

the assumption that the phase of the autocorrelator remains constant during a pulse repetition period,

which is equivalent to saying that the axial velocity profile remains constant throughout the acquisition.

Using this approximation, the axial displacement amplitude is itself constant between acquisitions and

is given by the product of the axial velocity and the time between each acquisition:

uD =
vD

PRF
=

cφD
4πf0

(3.56)

Under the same assumption, the motion between one LRI and a different LRI in the same sequence

is an integer multiple of uD. There are two steps to ensure a coherent sum [4]:

1. Axial displacement compensation;

2. Phase correction.
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By picking one of the LRIs for reference, such as the middle one, axial displacement compensation

can be performed as a spatial shift in the axial coordinate, z, and the phase correction as a product with

a complex exponential of the Doppler phase shift:

s̃(x, z, n) = s

(
x, z +

(
n− N

2

)
uD, n

)
ejnφ (3.57)

Compounding with built-in MoCo can be written in the form:

S(x, z) =

N−1∑
n=0

s̃(x, z, n) =

N−1∑
n=0

s

(
x, z +

(
n− N

2

)
uD, n

)
ejnφ (3.58)

fdem = 2f0 (3.59)

3.5.3 Multiple angle transmit sequence ordering

The ordering of the transmit sequence has a significant impact on the coherently compounded im-

ages [4, 11]. Because a triangular transmit sequence ordering suppresses sidelobes the most, that is

the sequence that is used. The angle sequence ordering is illustrated in Figure 3.10. The triangular

Figure 3.10: Standard linear angle sequence compared with a triangular sequence. The same angles
are used, bur ordered in a different manner.

sequence can be interpreted as two consecutive sequences of angles: the first one ascending and the

second one descending. This ordering is preferential for Doppler motion compensation schemes, as

side lobe influence is suppressed [11] during motion estimation. Motion estimation is adjusted by using

one lag-one autocorrelator for the ascending sequence of images and another one for the second se-

quence. The estimated Doppler phase shift is the mean of the ascending and descending autocorrelator

phases, φAD and φDD:

φD =
φAD + φDD

2
(3.60)
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A disadvantage of this approach is that aliasing occurs at half the classical Doppler velocity limit,

making this methodology more prone to aliasing.

3.5.4 Compensation in contrast mode

Motion compensation in angled multipulse contrast mode

Given the pulse sequence of angled multipulse contrast mode, there are three possibilities for Doppler

MoCo between LRIs:

1. Sum the contrast pulses without compensating and compensate motion only between the angled

transmissions - MoCo C;

2. Compensate between contrast pulses, sum them, and then compensate the resulting angled trans-

missions separately - MoCo B;

3. Compensate between all the LRIs directly - MoCo A.

The letter notation (i.e., MoCo A/B/C) is introduced to refer to each motion compensation scheme

in a more compact form. Figures 3.11-3.13 show the simplified pipelines of the motion compensation

schemes.

Figure 3.11: MoCo C: The coded transmission pulses are summed and compensation is performed
between the compounding angles.

Motion compensation in alternated contrast mode

The alternated contrast mode sequence can be treated as a non-contrast sequence and compen-

sated using Doppler MoCo. Since coded transmission is embedded directly in the angle sequence, no

additional processing is required. Figure 3.14 summarizes the motion compensation pipeline.
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Figure 3.12: MoCo B: Motion is compensated between coded transmission pulses and then between
the compounding angles.

Figure 3.13: MoCo C: Motion compensation is performed between all pulses directly, independently of
the angle at which they were transmitted.

3.6 Image display

3.6.1 Envelope detection

Because the acquired RF data is zero-mean, if images are generated for display directly with RF

data, the negative half cycles of high-amplitude echoes would appear as dark and the the correspond-

ing positive half-cycles would appear as bright, despite being generated from a strong scatterer. The

oscillatory behaviour of RF data inherently makes it unfit for display. Instead, if the positive envelope of

the data is used, then dark regions will correspond to weak or absent scatterers and bright regions to

strong scatterers.

If a signal is amplitude modulated into another signal of higher frequency (as is the case of US

imaging), the envelope of the full waveform can be determined using the absolute value of the analytic

signal of the waveform [77].
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Figure 3.14: Alternated contrast motion compensation scheme.

Given an amplitude modulated signal s(t), its corresponding analytic signal, ŝ(t) is given by:

ŝ(t) = s(t)− jH{s(t)} (3.61)

where the operator H{·} denotes the Hilbert transform. The envelope of s(t) is given by:

envelope{s(t)} = |s̆(t)| =
√
s̆(t)s̆∗(t) (3.62)

Further insights on the Hilbert transform and analytic signals can be found in Appendix B.1.

3.6.2 Log-compression

To increase the dynamic range of the images, they were converted to decibel scale, using the con-

vention of 20 log10(e(x, z)), where e(x, z) represents the envelope of the beamformed RF data. The

logarithm in the dB scale reduces the differences in intensities in the image. The original amplitudes can

be in very different orders of magnitude (up to 105 factors of differences) and these are reduced to tens

of dB in this scale.

3.7 Evaluation metrics

3.7.1 Disc measurements

To validate the accuracy of simulation, the radii of the disc and cysts must be measured. To ensure

no compounding or motion artefacts influence the measurements, they are performed directly on LRIs

in a static condition, and the mean across all of them is computed. Measurements are performed by

counting the number of pixels that belong to a certain region. The number of pixels can be converted

to centimeters, since the dimensions of the pixels corresponds to the dimensions of grid points used in

beamforming, which are known.
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MATLAB has a built-in function which makes measurements easier, the drawcircle function. By

providing one image and the corresponding sizes, in centimeters, of the depth and lateral axes, one can

manually draw a circle on top of the region to be measured, and the radii is automatically computed

given the size of the FOV.

3.7.2 Contrast-to-noise ratio

Contrast-to-noise ratio is used to evaluate the level of contrast between regions of different echo-

geneity. In the case of the rotating disc with anechoic inclusions, CNR is computed between the region

of the disc and the region of the cysts. The equation used for computation of CNR is the one presented

below:

CNR (dB) = 20 log10

|µcyst − µdisc|
1
2

√
σ2
cyst + σ2

disc

(3.63)

where µ represents the mean in the region and σ the standard deviation in the same region.

To ensure a fair estimation of CNR, the contrast between the cysts and the disc must be evaluated

in regions with the same total area. The map for computation of CNR is shown in Figure 3.15.

Figure 3.15: Location map for computation of CNR. The red regions correspond to the cysts and the
blue regions correspond to the disc.

CNR is computed between each cyst and the six disc regions across the lateral dimension, generat-

ing a total of 24 CNR measurements, for which the mean is taken. Since signal loss occurs along the

lateral direction due to the higher axial velocities, measuring the CNR along multiple regions is more

sensible than choosing a region in the center, for example.

3.7.3 Lateral evaluation of loss of intensity

In coherent compounding, signal intensity is lost where motion is present. The larger the velocity of

motion, the higher the loss in signal intensity. Since the axial velocity increases in the lateral direction, a

way to evaluate loss of signal intensity with increasing velocity is by evaluating the mean intensity in the

disc in the lateral axis. To perform this, the lines of the image corresponding to the disc are averaged in

the depth direction. For each image line, one point of mean intensity intensity is obtained. The points
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are plotted according to their location in the lateral axis, producing a mean plot of mean lateral intensity.

Figure 3.16 illustrates this type of plot.

Figure 3.16: Rotating disc (Top) and mean intensity plot across the lateral axis (Bottom)

3.7.4 Doppler velocity maps

Using the Doppler equation 3.54, the velocity of the disc can be evaluated at all points in space.

Given the rotation motion, the theoretical axial velocity profile for a diverging wave transmission is the

one presented in Figure 3.17.

Figure 3.17: Axial velocity profile in a rotating disc using a diverging wave transmission. Cold colours
signify negative velocities and warm colours positive ones.

The velocity profiles provide a direct measurement of the accuracy of the motion compensation

method, since the ground truth is known.
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The normalized mean square error was computed between the estimated velocity profiles and the

theoretical one using the following expression:

NRMSE (%) = 100

√√√√ 1

NxNz

Nx−1∑
k=1

Nz−1∑
m=1

(vD(k,m)− vT (k,m))2

vmax
(3.64)

where Nx and Nz are the number of pixels in the axial and depth directions, respectively, vD is the

estimated Doppler velocity, vT the theoretical velocity profile and vmax the theoretical maximum axial

velocity in the disc.
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Chapter 4

Results

In this section the motion compensation results are presented first for MultiPI/MultiAM and second

for AltPI/AltAM, including the evaluation metrics. Afterwards, a comparison of the Doppler velocity maps

of all MoCo schemes is presented.

4.1 Disc and cyst measurements

The disc and cysts were measured according to section 3.7.1. Measurements were performed for all

acquisitions in static condition. Table 4.1 displays the mean measured dimensions of the disc, the top

cysts and the bottom cysts across all LRIs:

The simulation disc phantom had a radius of 25 mm and the cysts a radius of 3.75 mm. The percent

differences in relation to the real dimensions were calculated and are presented in Table 4.2:

4.2 Angled multipulse contrast motion compensation

The rotating disc phantom acquired with an angled multipulse PI/AM sequence was motion compen-

sated with schemes A, B and C. Figures 4.1 and 4.2 show the finalized images after envelope detection

and log-compression for MultiAM and MultiPI, respectively. The first column of images represent the

static disc, for which no compensation was performed. The second, third and fourth columns represent

Table 4.1: Mean radii measurements of the disc and cysts in different simulation conditions. Measure-
ments in millimeters.

Frequency Disc Top Cysts Bottom Cysts

AM
1.25 MHz 24.92 ± 0.02 3.10 ± 0.05 3.40 ± 0.03
1.75 MHz 24.94 ± 0.02 3.21 ± 0.04 3.51 ± 0.02
2.50 MHz 24.96 ± 0.01 3.29 ± 0.02 3.70 ± 0.02

PI
1.25 MHz 24.97 ± 0.02 3.26 ± 0.02 3.71 ± 0.01
1.75 MHz 24.99 ± 0.02 3.56 ± 0.01 3.72 ± 0.01
2.50 MHz 25.00 ± 0.01 3.69 ± 0.01 3.74 ± 0.01
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Table 4.2: Mean radii measurements of the disc and cysts in different simulation conditions. Measure-
ments in centimeters.

Frequency Disc Top Cysts Bottom Cysts

AM
1.25 MHz 0.32 % 17.33 % 9.33 %
1.75 MHz 0.24 % 14.40 % 6.40 %
2.50 MHz 0.16 % 12.27 % 1.33 %

PI
1.25 MHz 0.12 % 13.07 % 1.07 %
1.75 MHz 0.04 % 5.07 % 0.80 %
2.50 MHz 0.00 % 1.60 % 0.27 %

the moving disc compensated with MoCo schemes A, B and C, respectively. The fifth column shows the

same moving disc with no motion compensation applied. The static and uncompensated images serve

as controls. Each row in the figure represents a MultiPI/MultiAM acquisition using a certain transmit

frequency. The first and second rows represent acquisitions at 1.25 MHz, the third and fourth at 1.75

MHz and the fifth and sixth at 2.5 MHz.

Figure 4.1: Motion compensation in a rotating disc acquired using a MultiAM contrast sequence at
multiple transmit frequencies.
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Figure 4.2: Motion compensation in a rotating disc acquired using a MultiPI contrast sequence at multi-
ple transmit frequencies.

Figure 4.3 shows the computed CNRs for all simulated cases in the form of a bar chart. There are

six groups of bars, one for each combination of frequencies and contrast modes (MultiPI/MultiAM). For

each group, five CNR bars are presented. From left to right, these are: Static, MoCo A, MoCo B, MoCo

C and Uncompensated.

Figure 4.3: CNR measurements in angled multipulse contrast mode for the static condition, motion
compensated conditions A,B and C, and the uncompensated condition at multiple transmit frequencies.

Lateral intensity loss/recovery was evaluated and results are presented in Figure 4.4. Each row of

plots represents a transmit frequency and each columns represents a contrast mode. Each subplot

includes the mean lateral intensity of the static condition, motion compensated conditions A, B and C,

and the uncompensated condition.
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Figure 4.4: Mean lateral intensity in angled multipulse contrast mode for the static condition, motion
compensated conditions A,B and C, and the uncompensated condition at multiple transmit frequencies.

4.3 Alternated contrast motion compensation

Using an alternated contrast sequence, several acquisitions using different transmit frequencies were

performed. Similarly to Figures 4.1-4.2 for the angled multipulse contrast sequence, Figures 4.5-4.6

shows the finalized images for the alternated contrast mode in the static condition, the motion compen-

sated condition and the uncompensated condition.
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Figure 4.5: Motion compensation in a rotating disc acquired using an alternated contrast sequence at
multiple transmit frequencies.

Figure 4.6: Motion compensation in a rotating disc acquired using an alternated contrast sequence at
multiple transmit frequencies.

CNR measurements and mean lateral intensity measurements for the alternated contrast sequences

were performed the same way as the angled multipulse contrast sequences and are presented in Figures

4.7 and 4.8, respectively.
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Figure 4.7: CNR measurements in alternated contrast mode for the static condition, motion compen-
sated condition, and the uncompensated condition at multiple transmit frequencies.

Figure 4.8: Mean lateral intensity in alternated contrast mode for the static condition, motion compen-
sated condition, and the uncompensated condition at multiple transmit frequencies.

66



4.4 Doppler velocity maps

The rotating disc velocity maps computed with the Doppler equation, 3.53, are shown in Figure 4.9

for all motion compensation methods explored - all three methods in angled multipulse contrast and

the one method in alternated contrast, with both PI and AM transmissions at three different transmit

frequencies.

Figure 4.9: Axial velocity profiles for different transmit frequencies, contrast modes and motion com-
pensation methods.

The percent normalized root mean square errors computed in reference with the theoretical velocity

profiles are presented in Table 4.3:
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Table 4.3: NRMSE of the Doppler velocity measurements in all simulations.

Alt MoCo Multi MoCo A Multi MoCo B Multi MoCo C
1.25 MHz AM 5.44 % 5.53 % 4.94 % 4.97 %
1.25 MHz PI 6.48 % 9.73 % 12.79 % 8.99 %
1.75 MHz AM 4.52 % 4.34 % 14.13 % 12.63 %
1.75 MHz PI 5.07 % 6.89 % 41.51 % 41.42 %
2.50 MHz AM 4.44 % 4.16 % 40.63 % 38.72 %
2.50 MHz PI 8.97 % 15.25 % 42.04 % 41.70 %
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Chapter 5

Discussion

During this chapter the results presented in Chapter 4 will be discussed. Observations will be made

about all the results and explanations for the observations will be provided based on the existing literature

regarding the topic or, in case of unsatisfactory or missing information in current literature, conjectures

will be formed.

This chapter begins with a validation of the simulation data to ensure the results gathered from said

data are meaningful. Next, the motion compensation schemes for both transmission sequences will

be discussed in detail, explaining the differences between them and highlighting their advantages and

disadvantages. Afterwards, special care is taken to analyse the influence of Doppler aliasing in the

results, how it affects motion compensation and what schemes are favourable and why. This chapter

is finalized with a concise comparison of all investigated motion compensation methods, highlighting in

what circumstances each should or could be used, followed by the limitations of this work.

5.1 Simulation accuracy and validation

The results which will provide a baseline for evaluation of simulation accuracy and subsequent vali-

dation will be the measurements of the disc and cysts in Tables 4.1 and 4.2, and the images in Figures

4.1 - 4.2 and 4.5 - 4.6 corresponding to the static disc. These should resemble the sound speed map

phantom shown in Figure 3.1.

The dimensions and location of the disc match the medium phantom with deviations from the real

value lower than 1 %. However, the dimensions of the cysts have varying errors depending on the con-

ditions of the simulation. In fact, the relative errors in the dimension of the cysts seem to decrease with

increasing transmit frequency, are lower for the bottom cysts and are also lower in PI when compared to

AM. All three of these factors can be explained by the effect of sidelobes. Sidelobe signal is generated

most prominently in boundaries between regions with large differences in echogeneity, which is the case

in the disc/cyst boundary. Figure 4.1 support this hypothesis, as some sidelobe signal from the disc can

be seen "bleeding" into the cyst region, mainly in the lateral direction. This explains why the bottom

cysts’ radius suffer less from this effect and their measurements are closer to reality. Sidelobe signals
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are weaker than mainlobe signals, and just like mainlobe signals these are attenuated as they propagate

[78]. An already weak signal like the sidelobe is greatly attenuated as it reaches the depth of the lower

cysts, so much so that the dynamic range of -25 dB is not enough for it to appear in the image. Further-

more, attenuation also increases with the transmit frequency, hence why the errors at larger frequencies

are smaller, and why errors in PI are smaller than errors in AM - PI uses the 2nd harmonic frequency, so

for the same transmit frequency, the imaged frequency in PI is double the imaged frequency in AM.

From the static images, it is clear that the image brightness is higher at lower depths and lower

at higher depths. This is a result of ultrasound signal attenuation. A property of ultrasound signal

attenuation is that it is frequency dependent: the larger the frequency, the larger the attenuation [79].

Consider the static rows in Figure 4.1. As the frequency increases, the brightness of the images is lower

at the same depth, illustrated by the intensity of each image at the bottom of the disc (highest for 1.25

MHz, lowest for 2.5 MHz). This effect is also visible in the PI images in Figure 4.2

Another property of images acquired with ultrasound that is frequency dependent is the resolution

[80]. Again, by analysing the static case in Figures 4.1 and 4.2, it is apparent that single scatterers are

more easily resolved for the higher frequencies. Specifically, the resolution of PI images is always higher

than AM images at the same transmit frequency due to the usage of the second harmonic.

Taking now attention to the uncompensated rotating disc images in Figures 4.1 and 4.2, it is observed

that image intensity is lost at the edges of the disc and maintained in the center. This is in line with motion

studies performed with similar in-vitro phantoms [11, 51]. Since the axial velocity increases laterally from

the center, the regions where loss of intensity is higher are the regions where the axial velocity is higher

- the lateral edges of the disc.

The previous analysis demonstrates that well known properties of ultrasound propagation in tissue

apply to the simulated medium phantom, explaining any observed differences between the phantom and

the images. It also validates the simulated data as sufficiently close to similar in-vitro phantoms, allowing

one to gather conclusions from motion studies performed with the simulation data that can translate to

real data, whether it is in-vitro or in-vivo.

5.2 Overview of angled multipulse contrast motion compensation

The MultiAM/MultiPI sequences for HFR CEUS provide three distinct ways of compensating motion,

which are now discussed.

From Figures 4.1 and 4.2, one finds that the images compensated using all three methods yield

similar motion compensation results for 1.25 and 1.75 MHz in MultiAM and 1.25 MHz in MultiPI. For the

higher frequencies in the corresponding contrast method, significant motion artefacts can be observed

in images compensated with MoCo B and C, while the MoCo A scheme remains robust independent of

frequency. This phenomenon is most easily observed in Figure 4.4, where the mean lateral intensity is

plotted. It is clear that at 2.5 MHz in MultiAM and 1.75-2.5 MHz in MultiPI the lateral intensity nearer the

edges is not recovered for MoCo B/C, while the lateral intensity profile of MoCo A is very similar to the

static disc.
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Burden of Doppler aliasing

The phenomenon that leads to poor intensity recovery in motion compensation schemes B and C is

Doppler aliasing. This phenomeon is characterized by a "wrapping around" of the estimated velocities.

To better illustrate how it occurs, consider the Doppler autocorrelator in its complex exponential form:

rD(x, z) = |rD(x, z)|ejφD(x,z) (5.1)

The phase of the autocorrelator has values in the interval [−π, π]. The Doppler velocity equation can

be rewritten in terms of the wavelength, by making the substitution λ = c/f0:

vD =
cPRFφD

4πf0
=

PRFφDλ

4π
(5.2)

The previous equation is maximized when the Doppler phase is φD = π:

vDmax =
PRFλ

4
(5.3)

Or, in terms of the displacement, uD = vD/PRF:

uDmax =
λ

4
(5.4)

Equation 5.4 highlights the physical limits of the Doppler autocorrelator as a phase-domain method. It

tells us that displacements larger than a fourth the wavelength within one pulse repetition period are not

susceptible to be correctly estimated by the Doppler autocorrelator. When that happens, the estimated

phase surpasses π, and due to the periodicity of the complex exponential in equation 5.1 the phase

wraps around by an amount equal to the difference between the estimated phase and π. For example,

if for a given PRF and f0 the maximum Doppler velocity is 30 cm/s (corresponding to a phase of π), and

there is motion in the medium with velocity of 45 cm/s, the measured phase of this larger velocity will be

1.5π. In the interval [−π, π], that corresponds to a phase of −0.5π, which using the Doppler equation will

yield a velocity of -15 cm/s.

Due to this wrapping around effect of Doppler aliasing, aliasing is easily identifiable in the velocity

maps in Figure 4.9 by looking for large discontinuities. In fact, large discontinuities can be found in the

velocity maps of the images where lateral intensity recovery is poor, as initially postulated. For MoCo B

and C, when aliasing occurs, the NRMSE is extremely high - with values on the order of 40% - and also

increases with frequency.

Since the maximum Doppler velocity decreases with frequency, the effects of aliasing become more

drastic as frequency increases. Doppler aliasing leads to destructive sums since each LRI is often

compensated according to velocities in the opposite direction of the actual motion, further contributing

to incoherence.

Why does aliasing occur in MoCo B and C but not in MoCo A? In MoCo A, motion is estimated

directly between all the consecutive pulses, while in MoCo B/C that is not the case. In MoCo B, the

LRIs corresponding to the coded transmission are corrected first, and only then is correction performed
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between the angled transmissions. After compensation of the coded transmissions, one LRI per angle

is obtained. Coded transmission is compensated using one of the pulses as a reference (the positive

pulse for PI or the middle pulse for AM). Since this is performed for all angles, the obtained LRIs after the

first stage of MoCo are equivalent to the corresponding postive pulse/middle pulse in its sequence. The

time between transmission of two positive pulses in a PI sequence is 2/PRF, and two middle pulses is

3/PRF, so in essence the PRF is reduced for the second stage of motion compensation. For MoCo B/C,

the maximum Doppler velocity is reduced by a factor of 2/3 in PI/AM, respectively, hence the differences

in the velocity maps between MoCo A and MoCo B/C.

Additionally, the MultiPI sequence aliases more drastically than the MultiAM sequence for the same

transmit frequency. That is because the frequency at which motion compensation is performed is the

second harmonic for PI, further reducing the maximum Doppler velocity by a factor of 2. The limits for

Doppler aliasing, adjusted for each method, are thus given by:

vDmax (MultiAM B/C) =
PRF

3

c

4f0
=
cPRF

12f0
(5.5)

vDmax (MultiPI B/C) =
PRF

2

c

4× 2f0
=
cPRF

16f0
(5.6)

Note that the maximum Doppler velocity is further reduced by half by the usage of the two-autocorrelator

approach combined with the triangular transmit sequence.

Contrary to MoCo schemes B and C, MoCo A keeps a high PRF by using a single motion compen-

sation stage that estimates motion using all pulses in the sequence. No aliasing can be observed in

the velocity maps of MoCo A in Figure 4.9. This leads to up to 5 dB higher lateral intensity recovery in

MultiAM and up to 8 dB increases in MultiPI according to Figure 4.4. Moreoever, the CNR of MoCo A

is 0.8/1 dB larger than aliased MoCo B/C, respectively in MultiAM, and 2.7/3.1 dB larger than aliased

MoCo B/C, respectively in MultiPI.

While aliasing is the phenomenon that explain most of the observed differences between the MoCo

schemes in MultiPI/AM, there are a few more observations that should be taken into account. More

specifically, the number of LRIs that are used to estimate motion greatly influence the success of motion

compensation.

The derivation of the Doppler autocorrelator for motion estimation in section 3.5.1 was carried out

assuming infinite duration signals. The expression for the mean Doppler frequency in equation 3.45 only

holds for infinite duration signals. In practice the signals used must have finite duration, but sufficiently

good approximations can be achieved with a finite number of time points. The more time points are

used, the closer the approximation will be. In this case, one time point corresponds to one transmitted

pulse. It follows that the accuracy of Doppler MoCo increases with the number of pulses used for motion

estimation.

MoCo A estimates motion between a total of 24 LRIs for PI and 36 for AM, while MoCo B estimates
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motion in the first stage between 2/3 pulses for PI/AM, respectively, and between 12 LRIs in the second

stage for both. MoCo B estimates motion between only 12 LRIs. A few predictions can be gathered from

these numbers directly:

1. Since MoCo A always used a larger number of pulses to estimate motion, it should compensate it

more accurately than MoCo B/C;

2. Because the first MoCo stage of MoCo B uses a very small number of pulses for estimation,

this step should result in almost negligible compensation; While it should compensate better than

MoCo C, these methods should be very similar;

3. For MoCo A, compensation in MultiAM should be superior to compensation in MultiPI due to it

using a larger number of pulses.

The first prediction is corroborated by the results of mean lateral intensity in Figure 4.4. The mean

lateral intensity of MoCo A follows the static control more closely than the remaining methods. In the

regions where aliasing does not occur, the lateral intensity of MoCo B and C are higher than MoCo C,

but with larger differences from the static reference.

The second point is also verified in the lateral intensity recovery plots. The mean intensity of the

discs compensated with MoCo B and C coincide across most of the lateral axis, with MoCo B being

slightly closer to the static disc - differences no larger than 1 dB.

The third and final point is also verified: for the same transmit frequency, the mean lateral intensity

of the disc compensated with MoCo A is closer to the static configuration in MultiAM when compared to

MultiPI. This is also true for the CNR, as the differences in contrast are no larger than 0.3 dB across all

frequencies in MultiAM, but can be as large as 1.2 dB in MultiPI.

To finalize the analysis of the angled multicontrast sequence, sidelobe suppression is noteworthy.

Indeed, in the MultiAM acquisitions at 1.25 MHz and 1.75 MHz, large sidelobe signal can be observed

at the top of the static discs, and to a lesser degree at the top of the static discs. These sidelobes are

greatly suppressed during motion compensation, especially when MoCo A is used. This is in agreement

with Porée et al. (2016), who demonstrated that the usage of a two-autocorrelator approach in conjuction

with a triangular transmit sequence greatly reduces sidelobes [11]. The presented results demonstrate

that it still applies in CEUS. Furthermore, the obtained results show that the negative effects of sidelobes

is generally reduced as the transmit frequencies increase. The 2.5 MHz AltAM sequence has barely

visible sidelobes only in the uncompensated disc (on top) and top sidelobes are simply absent in AltPI

acquisitions. Sidelobes within the disc region are harder to identify, but the absence of large sidelobes

on top suggests larger suppression as the transmit frequency increases due to the larger attenuation as

the wave propagation [78].

5.3 Overview of alternated contrast motion compensation

The AltPI/AltAM sequences for HFR CEUS provides a way to compensate motion equivalent to non-

contrast HFR ultrasound imaging.
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In Figures 4.5 and 4.6, which show the contrast images in static, compensated and uncompensated

conditions, we first turn our eyes to the uncompensated images. It is clear that loss of intensity is not as

drastic compared to MultiPI/MultiAM. That can be attributed to the fact that a much smaller number of

total pulses are used in AltPI/AltAM. The fewer the number of pulses, the less incoherence accumulates

due to motion.

Similarly to MoCo A in MultiPI/MultiAM, the motion compensated discs are qualitatively very similar

to the corresponding static ones, with approximately equal brightness distributions across the depth and

the lateral axis for MultiAM. In MultiPI, despite the full disc being visible, small brightness discrepancies

can be observed near the lateral edges of the disc between the static configuration and the compensated

configuration.

The CNR comparisons provided in Figure 4.8 highlight the full contrast recovery of the motion com-

pensated disc in AltAM, where the CNR of the MoCo disc are at least as high as the CNR in the static

disc. In the AltPI acquisitions the contrast recovery is not total, with differences to the static disc rang-

ing from 0.6 to 0.8 dB. However, the level of contrast that is recovered is on the order of 2 dB, when

compared to the uncompensated discs. This level of recovery matches the level of recovery achieved in

MultiAM in absolute terms, but since the base contrast of AltPI is up to 2 dB higher too, the recovered

contrast in MultiPI is not as high relatively. The measured CNR of the alternated contrast sequences

are on the same level of the angled multipulse contrast sequences despite the much smaller number of

total transmitted pulses. This can be attributed to the fact that all pulses in AltPI/AltAM are acquired at

a different angle. Pulses acquired with transmissions in slightly different directions further decorrelate

noise distributions during compounding. Not only does this generate better CNR directly by reducing

the level of noise, but can also aid in more precise motion estimation using the Doppler autocorrelator,

which improves contrast indirectly by correctly aligning the anatomical structures such that they sum

coherently.

Figure 4.8 exhibits the mean lateral intensity for the AltPI/AltAM acquisitions. The plots corresponding

to the motion compensated disc are almost coincident with the static disc, with the maximum observed

differences to be around 1 dB (albeit rare) for all acquisitions except the 2.5 MHz AltPI one, which is the

largest imaged frequency with the second harmonic at 5 MHz. This larger frequency is the one that is

most attenuated, and thus the level of signal is the lowest of all acquisitions. As the signal decreases,

the SNR increases, especially in PI since the second harmonic signal is weaker. This hypothesis can

be is supported by the noise observable in the images of the AltPI acquisition at 2.5 MHz. Significant

random noise is observed in the background region. Since the same level of noise was added to the

phantom independently of location, it is expected that the same level of noise is present in the disc

region, but it is harder to identify it. Noise can lead to imperfect motion estimation and ultimately motion

artefacts with loss of intensity and contrast. Indeed, independently of the type of sequence used (angled

multipulse contrast/alternated contrast), the CNR is consistently worse as the frequency increases. The

mean lateral intensity of the motion compensated discs also increasingly deviate from the static disc as

the transmit frequency increases. The frequency range at which the acquisitions were performed are

too limited to gather any further conclusions about the poorer performance of the motion compensation
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schemes with larger transmit frequencies. Further dedicated research on the topic with a wider range

of frequencies is necessary to reach meaningful conclusions. High frequency ultrasounds have very

limited applications due to their poor penetration, and thus comparative studies on the SNR of low and

high frequency ultrasounds are still lacking.

On the topic of noise, it is important to note that the larger the number of pulses summed, the

lower the level of noise due to averaging. Notably, despite the alternated sequence always having a

smaller number of total pulses than the angled multipulse contrast sequence, the achieved contrast in

AltPI/AltAM is on the same level of MultiPI/MultiAM, even in static conditions. This characteristic can

be attributed to the fact that all AltPI/AltAM pulses are acquired at different angle, which is not the

case for MultiPI/MultiAM. Acquiring all LRIs at a different angle ensures sidelobe incoherence across

all pulses. The Doppler motion compensation approach tends to rephase sidelobes [4, 11], so keeping

them largely incoherent ensures the intensity in the compensated image is as close as possible to the

static image. Additionally, transmitting all pulses in different transmit angles further decorrelates random

noise, improving the CNR and SNR [2, 40].

The measured axial velocities are in line with what is expected in a rotating disc phantom acquired

with diverging wave transmissions. [11, 35, 45, 51]. The NRMSE of Doppler velocity estimates is always

under 10%, and seems to decrease with frequency in AltAM, while no clear pattern can be seen in

MultiPI. The NRMSE is also slightly lower in AM, highlighting the more accurate compensation in this

mode, which is also line with the other evaluation metrics. It is worth noting that an 8.97 % NRMSE is

oberved in AltPI at 2.5 MHz. This increased error arises from a very small degree of aliasing that occurs

at that frequency. Using the Doppler velocity estimation limit in equation 5.3, and taking into account

that this limit is halved by the usage of the two-autocorrelator approach, we determine that the maximum

detectable velocity is 29.6 cm/s. Since the maximum velocity in the disc is in fact 30 cm/s, a very small

level of aliasing occurs in this acquisition. For the same transmit frequency, an abnormally high error

can also be observed in MultiPI, further corroborating this hypothesis.

The alternated contrast motion compensation scheme bears many similarities with the MoCo ap-

proach by Porée et al. (2016), which was implemented in non-contrast mode with very positive results

[11]. While compensating motion in contrast-mode presents more challenges than B-mode imaging,

comparing the results of the two is still relevant, especially because the motion phantoms used are

analogous. The achieved results are very similar - motion compensation was successful with intensity

recovery across the entire lateral direction of the disc, axial velocity profiles congruent with the theoret-

ical expectations, and contrast recovery close to the levels of the static case. The computed NRMSE

are also extremely close. From this preliminary study with simulated data, we take that Doppler MoCo

using contrast agents may thus be as accurate as Doppler MoCo in B-mode images if the transmis-

sions sequences are optimized. Further investigation in in-vitro data is necessary to fully validate this

methodolody.
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5.4 Overview of the evaluated parameters and comparisons

This section intends to summarize the differences, advantages and disadvantages of the studied

parameters: contrast sequences (Multi/Alt), contrast modes (PI/AM), transmit frequency, and motion

compensation methods.

Motion compensation schemes for angled multipulse CEUS - A, B and C

From the previous analysis, it became clear that one of the motion compensation schemes is supe-

rior - MoCo A. The Doppler aliasing limit for MoCo A is much higher than both MoCo B and C due to

the preserved PRF, making this scheme ideal for imaging regions with high velocity motions. When no

aliasing occurs, all schemes have similar CNRs, but that quickly breaks down once aliasing exists. Addi-

tionally, because compensation is performed between all LRIs directly, the infinite signal approximation

applies better to MoCo A, yielding intensity recovery very close to the static level. Since the sequence

used for transmission is the same for all these methods and the only thing that changes is the motion

compensation scheme, there is no advantage to using MoCo B or C, as MoCo A is superior in every

way.

Angled multipulse contrast sequence versus Alternated contrast sequence

Having established that MoCo A is the preferred scheme in MultiAM/MultiPI, we now compare MoCo

A in its contrast mode with the MoCo scheme used in AltAM/AltPI. Both methods possess the same

Doppler aliasing limit and yield similar levels of CNR. The MoCo scheme in alternated contrast has the

advantage of reaching a mean lateral intensity closer to its corresponding static condition when com-

pared to MoCo A and its respective static condition. More importantly, in alternated contrast the number

of ultrasound transmissions is a fraction of the transmissions used in angled multipulse contrast as it

integrates coded transmission directly in the angle sequence. Using a smaller number of transmissions

increases the frame rate by 2-fold in PI and 3-fold in AM, making it very attractive for imaging regions

with fast displacements.

Amplitude Modulation versus Pulse Inversion

Both pulse inversion and amplitude modulation yield very good motion compensation results. How-

ever, amplitude modulation has one key advantage: it retains the fundamental signal of the contrast

agents, which is stronger than the second harmonic. The fundamental frequency has the advantage of

suffering less from attenuation, which helps maintain a high SNR. Moreover, compensation is generally

more accurate in amplitude modulation. Pulse inversion on the other hand has much greater resolution

and the CNR is consistently higher than amplitude modulation to an appreciable level. Qualitatively,

the images acquired with PI resemble the imaged object more due to the higher resolution. Using the

second harmonic has the additional advantage of greatly weakening sidelobe signal. There is no clear

superior contrast method. AM may be more appropriate to image deeper regions due to lower attenua-
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tion and also structures with very fast motions due the higher aliasing limit. Otherwise, images acquired

PI seem to be higher quality and more resembling of the anatomical structure.

5.5 Limitations

To conclude the discussion chapter, the limitations of the implemented methods will be examined.

Two classes of limitations will be discussed in this section:

1. Limitations of using simulation data compared to in-vitro/in-vivo data;

2. Limitations of the motion compensation methods.

Limitations of simulation data

One of the biggest challenges in contrast-enhanced ultrasound imaging is the accurate modelling of

microbubbles and their interactions. While many models relying on the Rayleigh-Plesset equation have

been proposed to accurately describe asymmetric microbubble expansion, contraction and rupture in

liquids [7, 60–62], the existing models are only able to model interactions of a single microbubble. The

complexity of the existing models makes inter-microbubble interactions a very big challenge. Keeping

this in mind, the best approximation that currently exists to simulate signal generating from microbubbles

is the non-linear wave equations by adjusting the non-linearity parameter B/A to the measured values

of microbubbles in high concentrations. While comparative studies of the accuracy of this approach in

generating signals emulating microbubbles are lacking, the largely unpredictable behaviour of microbub-

bles leads us to believe that this methodology cannot fully grasp microbubble signal [81]. For this very

reason, one must be cautious before making parallels between simulation data and real acquisitions in

contrast-enhanced ultrasound imaging.

Another limitation of the simulation data is the fact that all simulations were carried out in two-

dimensions. While ultrasound images are reconstructed to achieve a 2D dataset, acquisitions are carried

out in 3D volumes. The presence of additional scatterer outside the imaging plane generates unwanted

signal components which can reduce image quality. Additionally, the presence of out-of-plane motions

provides an additional challenge for motion compensation [10, 52], and axial velocity Doppler methods

are not suitable to compensate these types of motions [46].

Limitations of the motion compensation methods

While Doppler motion compensation using axial velocity estimation can greatly reduce the prevalence

of motion artefacts, there are several limitations to this approach.

The first and least important source of inaccuracy arises from the fact that only the axial component of

the velocity is compensated, while the lateral component remains uncompensated. Full 2D motion com-

pensation provides an additional level of compensation, which can enhance coherence in compounding
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methods [10, 51, 55]. However, it has been extensively demonstrated that axial velocity estimation is

sufficient to achieve accurate motion compensation [4, 11, 82].

The factor that does influence the results of motion compensation tremendously is the average-

motion estimation approach. The assumption that the velocity profile remains constant throughout the

acquisition implies that Doppler methods estimate the average motion in a sequence of images. While

this assumption is generally reasonable in most cases, it quickly breaks down in the presence of of

rapidly changing motion patterns. One case where this occurs is echocardiography, where two distinct

phases of motion of the heart can be considered - systole and diastole [83]. To ensure that motion

compensation is accurate in echocardiography, acquisitions must be performed synchronized with the

heart beat, making sure that there is no overlap of the two phases of motion during a full angle sequence

in the acquisition.
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Chapter 6

Conclusions

In this chapter, the main conclusions drawn from the obtained results are discussed, and possible

future developments to optimize the performance of the methods are outlined.

6.1 Achievements

This work investigated unfocused ultrasound coded transmission sequences with the goal of optimiz-

ing Doppler motion compensation schemes in coherent compounding HFR CEUS. Within this scope, two

types of transmission sequences were formulated: angled multipulse contrast, and alternated contrast.

In angled multipulse contrast three motion compensation schemes were investigated: MoCo A, B and

C, while a single motion compensation scheme was evaluated in alternated contrast mode. Many con-

clusions drawn from the results are shared among the two transmission sequences. First, the accuracy

of motion compensation is dependent on the transmission frequency. For the investigated frequencies

of 1.25, 1.75 and 2.5 MHz, the results of motion compensation were better at the lower frequencies,

highlighted by the higher CNRs and lower differences of mean lateral intensity when compared with the

static configuration. Additionally, motion compensation is consistently more accurate in AM when com-

pared to PI, as lateral intensity and CNR recover to levels closer to the static configuration. Despite this,

the baseline contrast in PI is higher than AM, likely due to the diminished influence of sidelobes. The

results suggest that using lower transmit frequency enhances Doppler motion compensation, and also

that motion compensation is more accurate in AM when compared to PI.

In angled multipulse contrast, the Doppler aliasing limits are considerably lower when compensation

is not performed between all LRIs directly due to the effective PRF being a fraction of the transmission

PRF. Contrary to MoCo B and C, MoCo A maintains a high PRF by compensating between all LRIs. This

allows the aliasing limit to be 2/3 times higher than B and C in PI/AM, respectively. Despite the improved

aliasing limit of MoCo A, the angled multipulse contrast sequence is inferior to the alternated contrast

sequence. Not only is the motion compensation slightly more accurate, with slightly higher CNR and

lateral intensity recovery, but the number of necessary transmissions is a fraction of the number used in

angled multipulse contrast. The lower number of transmissions allows a higher frame rate which in turn
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enables the visualization of anatomical structures with higher temporal resolution.

The employed motion compensation schemes were shown to perform similarly to Doppler motion

compensation schemes in non-contrast mode, fulfilling the main objective of this work, which was to

adapt existing Doppler motion compensation schemes to HFR CEUS.

6.2 Future Work

Despite the fulfilment of the objectives of this work, several steps need to be taken before it can be

used in in-vivo data. Given that this study was performed exclusively in simulation data, the first step

would be to reproduce the same acquisitions in-vitro. The rotating disc phantom with anechoic inclusions

can be reproduced with tissue-mimicking materials [11]. The transmission sequences used here would

be recreated in-vitro using the same parameters, and receive-beamforming, motion compensation and

evaluation need to be beamformed in the same way. If the same findings are identified, accounting

for the limitations of the simulation data, then the transmission sequences and corresponding motion

compensation schemes stand fully validated. After validation in-vitro, the same studies can be performed

in more challenging motion compensation problems in-vivo, such as echocardiography, from which the

feasibility of the motion compensation schemes in that context can be evaluated.

Another area in which the implementation can be improved is code optimization for real-time imaging.

The motion compensation scheme was implemented using MATLAB’s built-in gpuarray memory struc-

tures, which allow GPU-accelerated computations of many MATLAB functions. However, the code can

be further optimized by writing it to take it account the GPU architecture. In this case, a NVIDIA GeForce

GTX 980 Ti GPU was used, and thus writing the motion compensation code in optimized CUDA code1

can lead to a significant increase in computation times, which consequently may enable the usage of

the motion compensation scheme in real-time.

While the main purpose of this work was not to evaluate the effect of the transmit frequency on mo-

tion compensation schemes, several connections between the transmit frequency and the performance

of Doppler motion compensation schemes were identified. To further understand and describe these

connections, additional studies must be performed, ideally with a larger range of transmit frequencies

and also at multiple imaging depths, such that the effects of frequency-dependent attenuation in the

performance of motion compensation are also identified.

Finally, this study avoided the effects of Doppler aliasing using lower transmit frequencies and op-

timizing the transmission sequences and motion compensation methods such that the effective pulse

repetition frequency remained high. However, in some cases, Doppler aliasing can still have destruc-

tive effects in motion compensation. Anti-aliasing methods inspired in staggered-PRF radar have been

investigated in HFR US [35], but are yet to be implemented in HFR CEUS. Anti-aliasing methods can

help acquire high-quality images of blood vessels with fast flows and it would hence be interesting to

investigate their performance wehn applied to HFR CEUS.

1CUDA is a parallel computing platform and programming model developed by NVIDIA for usage with their GPUs. CUDA takes
advantage of the GPU architecture to optimize parallelizable code such that it runs as fast as possible.
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Appendix A

Additional material on acoustic wave

physics

A.1 Pressure fields as solutions to the wave equation

In section 2.1 the relationship between a pressure field and a corresponding velocity potential was

introduced. This relationship is reintroduced here, as a repetition of equation 2.3:

p = −ρ∂φ
∂t

(A.1)

We can rewrite this equation in terms of the velocity potential, φ, in the following way:

φ(t,x) = −1

ρ

∫ t

0

p(t,x) dt

Introducing this result into equation 2.1 we obtain:

∇2

(
−1

ρ

∫ t

0

p(t,x) dt

)
− 1

c2
∂2

∂t2

(
−1

ρ

∫ t

0

p(t,x) dt

)
= 0

Because the integration limits do not depend on the space coordinates, the double gradient can be

evaluated inside the integral. Furthermore, one of the derivatives in time cancels the second pressure

integral to obtain:

−1

ρ

∫ t

0

∇2p(t,x) dt+
1

ρc2
∂p(t,x)

∂t
= 0

If we now perform a time differentiation on both sides and multiply the equation by a factor of −ρ we

achieve our final result:

∇2p− 1

c2
∂2p

∂t2
= 0

Which is precisely the wave equation as presented in 2.1 and where the time and space dependence

on the pressure has been made implicit.
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This result proves that if velocity potentials solve the wave equation, then their corresponding pres-

sure fields also solve it.
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Appendix B

Additional material on signal

processing

B.1 The analytic signal, Hilbert transform and I/Q demodulation

The analytic signal was introduced in equation 3.61 and its expression is reintroduced here:

ŝ(t) = s(t)− js̆(t) (B.1)

Where s̆(t) is the Hilbert transform of s(t). The Hilbert transform is defined as:

s̆(t) = H{r(t)} = − 1

πt
∗ r(t) = − 1

π

∫ ∞
−∞

r(τ)

t− τ
dτ (B.2)

An interesting property of the Hilbert transform is that it inverts the sign of the negative part of the

frequency domain of the signal it is applied to, as well as multiplying it by a factor of j. In other words, if

we define R(ω) to be the Fourier transform of r(t), the following is true:

F{H{r(t)}} = j sgn(ω)R(ω) =

 jR(ω) ω ≥ 0

−jR(ω) ω < 0
(B.3)

The Fourier transform of the analytic signal, as given by equation 3.61 is thus:

F{r̂(t)} = F{r(t)} − jF{r̆(t)}

=

 R(ω)− j2R(ω) ω ≥ 0

R(ω) + j2R(ω) ω < 0

=

 2R(ω) ω ≥ 0

0 ω < 0

(B.4)

The analytic signal of r(t), seen in the frequency domain, is equivalent to turning to zero all the
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negative frequency components of its Fourier transform while doubling the positive frequency ones.

I/Q demodulated signals are a type of analytic signal, verifying the same properties in the frequency

domain. I/Q demodulation can be performed by first downmixing the RF signal at the carrier frequency,

shifting the positive frequency content of the band towards zero, followed by low-pass filtering at the

same frequency to eliminate the negative frequency components that were shifted by the same amount.

Given a carrier frequency f0, I/Q demodulation of a real signal s(t) is computed as:

-s(t)

?

e−2πf0t

��
��
@
@�
� -

6

-
@
@

f0f0

- sIQ(t)

Figure B.1: The process of I/Q demodulation. Downmixing at the carrier frequency is followed by
lowpass filtering at the same frequency

B.2 Parity of magnitude and argument of even complex functions

Let s(t) : R+
0 −→ C be an even function of time:

s(t) = s(−t)∗ (B.5)

The polar form of s(t) is given by the following equation:

s(t) = ρ(t)ejφ(t), ρ(t) =
√

Re{r(t)}2 + Im{r(t)}2, φ(t) = arctan
Im{r(t)}
Re{r(t)}

(B.6)

where both ρ(t) and φ(t) are, by definition, real equations of time. We now expand equation B.5 using

the polar form of s(t) in equation B.6:

s(t) = s∗(−t)

ρ(t)ejφ(t) = ρ∗(−t)
(
ejφ(−t)

)∗
ρ(t)ejφ(t) = ρ(−t)e−jφ(−t)

(B.7)

where on the last step the complex conjugate of ρ(−t) was omitted because ρ is real-valued. The

evenness of s(t) imposes the following relations on its magnitude and phase:

ρ(t) = ρ(−t) (B.8)

φ(t) = −φ(−t) (B.9)

Relations B.8 and B.9 are precisely the definitions of real-valued even and odd functions, respectively.

In conclusion, an even complex-valued function necessarily has even magnitude and odd argument.
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