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Abstract. Sitting wind turbines together in wind farms is economically advantageous. How-
ever, as the first turbine extracts energy from the wind, less power is available for downstream
turbines. Current industry practices neglect the aerodynamic interaction, optimizing only at the
individual turbine level, which leads to suboptimal behaviour of the total wind farm. Controlling
wind farms as a whole is becoming increasingly important. Nevertheless, due to the fact that
wind farms are high order systems whose dynamics are governed by nonlinear partial differ-
etial equations with no known analytical solution, the design and implementation of numerical
optimal controllers in high fidelity simulators becomes computationally expensive and unsuit-
able for real time usage. Reduce order state models provide a possible route to the design
and implementation of practical cooperative wind farm controllers. This thesis makes use of
an innovative algorithm in the context of wind farm modelling - Input Output Dynamic Mode
Decomposition - and the ideas of non linear dynamical system theory - the Koopman Opera-
tor - to find suitable reduced order models to be used for model predictive control. The wind
farm control strategy of wake redirection control is studied. It is shown that a reduced state
space model with 37 states can accurately reproduce the downstream turbine generator power
dynamics with a variance accounted for of 88%, rebuild the upstream turbine wake with an
average normalized root mean squared error of 4% and that controllers can be designed and
implemented in a high fidelity simulator for a collective power reference tracking problem.

Keywords: Wind Farm Control, Wake Redirection Control, Dynamic Mode Decomposition,
Koopman Operator Theory, Model Predictive Control.

1. Introduction

The Intergovernmental Panel on Climate Change (IPCC) pointed in 2018 to the climate changes
which can be avoided by limiting global warming above pre industrial levels to 1.5°C. The knowl-
edge of the situation’s gravity is not new, and since 1995 great emphasis has been placed on the de-
development and use of renewable forms of energy, as stated in the Kyoto Protocol, an international
treaty focused on reducing green house emissions. Wind energy is one of the fast growing
technologies, representing 19% of the total renewable energy production in 2018, compared to 8%
in 2010 [22]. Last year alone Europe installed 15.4
GW of new wind power capacity, 28% more than 2018 [14], with offshore wind installations being a
record high.

In spite of the economic advantages of sitting wind
turbines together in wind farms offshore, the aero-
dynamic interaction between turbines may have a
negative effect on the total electrical power produc-
tion and may increase loads experienced by tur-
bines. These effects are caused by the wakes,
which are flow structures that form behind each tur-
bine. Mitigation of these effects can be achieved by
using wind plant control techniques during the op-
eration of the wind farm. The later concept aims at
improving the performance of the wind plant as a
whole by maximizing the power output of the plant
instead of each individual turbine. It was firstly
introduced in 1988 in [26], showing that slight in-
creases in the overall energy capture are possi-
ble. The assumption that wind farm performance
can be increased by operating turbines in the farm
at configurations different from their individual opti-
mal control setting has lead to two general control
techniques: Wake Redirection Control (WRC) and
Axial Induction Control (AIC) [28].

WRC changes the direction of the wake so that its
overlap with downstream rotors can be avoided. It can be achieved by yaw misalignment, which is the focus of this work. By misaligning the rotor, the wind inflow is at an angle to the rotor axis, and the thrust force is divided into its components: $f_x$ is parallel to the rotor and slows the wind and $f_y$ is perpendicular and applies the force which causes the wake to be redirected. This strategy has been proved to yield good results in simulations, wind tunnel experiments and field tests. High fidelity simulations have showed significant redirection effects coupled with reductions in loading [7]. Wind tunnel tests have reproduced promising results, with [5] showing up power increases of up to 12%. Recent field tests in a commercial wind farm in Italy [8] measured increases up to 35% for two turbine interactions and up to 16% for three turbine interactions, although power losses were also registered for certain wind directions.

Finding the optimal control settings in wind turbines that account for the aerodynamic interaction at the wind farm level in real time has thus become a challenging and active topic of research. The work in [18] [19] provides an optimal control framework for dynamic induction control. The model predictive control approach employed, in which the wind farm boundary layer is modelled using large-eddy simulations (LES) of the Navier Stokes partial differential equations (PDEs) provide benchmark results that yield insight into the potential of wind farm control. Nevertheless, the high computational cost makes it unsuitable as a real controller. Reduced order state models (ROMs) provide a possible route to the real-time implementation of optimal dynamic controllers by leveraging model order reduction techniques.

Proper Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD) are two examples of such techniques. In [11] a DMD model is embedded in a Kalman filter and it is shown that the entire wake flow can be predicted with a global accuracy of 4%. This application, however, is only for a single turbine. A two turbine setting appears in [29], where the findings indicate that a ROM can be obtained and used as a predictive model where a forced input is used. Furthermore, in [1], a Linear Quadratic Gaussian (LQG) controller designed with a ROM is used to control the thrust of the downstream turbine and it is shown that the later is able to achieve the control objective of decreasing the spanwise velocity fluctuations at a point downstream of the turbines.

The contributions of this work are three fold: (1) it is shown that ROMs can be derived based on DMD techniques and possibly improved by capitalising on ideas of non linear dynamical systems theory (2) that the models are able to reproduce the generator power in two turbines separated by 5 rotor diameters with a Variance Accounted For (VAF) of 88% and reproduce the wake with an average Normalized Root Mean Squared Error (NRMSE) of 4%, both for validation data and (3) that it can be used to track a specific collective power reference signal in a high fidelity Computational Fluid Dynamics (CFD) simulator.

This paper is divided into five sections: section 2 introduces the mathematical reduced order modelling techniques. These are then used in section 3 where the ROM for yaw control is derived and the power reference tracking problem presented. Section 4 summarizes the main results obtained by testing it in a high fidelity simulator. Conclusions and future research directions are then discussed in section 5.

2. Reduced Order Modelling

2.1. Input Output Dynamic Mode Decomposition

DMD method firstly originated in the fluid dynamic community as a means to decompose complex flows into a simple representation, published in [24]. Since then, different variations of DMD have surged [10]. DMD role is to extract meaningful spatio temporal patterns that dominate dynamic activity in high dimensional non linear systems. DMD has been applied to a wide variety of flow geometries and it has proven its value as a new quantitative flow analysis tool when compared to other methods. It is shown in [25] whereas POD concentrates on the more energetic structures of the flow, DMD isolates the less energetic but more unstable axial vorticity patterns, which may be dynamically more relevant.

The standard DMD algorithm has been successfully applied to high dimensional non linear systems in the context of data interpolation in several different domains, such as epidemiology [20] and neuroscience [4], shedding light on their dynamical properties. In the context of control, DMD has been developed to account for exogenous inputs [21] and input-output information. This approach, detailed in [2], referred to as Input Output Dynamic Mode Decomposition (IODMD), combines DMD with standard subspace identification often used in the controls literature [12] to obtain a characterization of the system.

In the DMD framework, data is collected from a dynamical system

$$\frac{dx}{dt} = f(x; t; \mu)$$

where $x(t) \in \mathbb{R}^n$ is a vector representing the state...
of the dynamical system at time $t$, $\mu$ contains parameters of the system and $f(\cdot)$ represents the dynamics. Resorting to the equation free perspective, data measurements of the system alone are used to approximate the dynamics. The approximated linear dynamical system can be constructed in discrete-time, sampling the analogous continuous time system every $\Delta t$. Inputs and outputs are accounted by using the state space representation of a linear time invariant (LTI) dynamical system:

$$
\begin{align*}
x_{k+1} &= Ax_k + Bu_k \\
y_k &= Cx_k + Du_k
\end{align*}
$$

where $x_k \in \mathbb{R}^n$, $u_k \in \mathbb{R}^q$ and $y_k \in \mathbb{R}^l$ are the state, input and output vectors respectively. Matrices $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times q}$, $C \in \mathbb{R}^{l \times n}$ and $D \in \mathbb{R}^{l \times q}$ are the state matrices that together form the state space representation. The IODMD algorithm can be divided into three distinct steps:

1. **Organize snapshot matrices**: the series of data containing relevant information of the three dimensional vector flow field at each time instant $k$ is taken and flattened into a single column vector $x_k$, referred to as a snapshot of data. All time instants are then combined into one single matrix which is then divided into the data matrix $X$ and its time shifted version $X^*$:

$$
X = \begin{bmatrix} x_1 & x_2 & \cdots & x_{n-1} \\
| & | & \cdots & | \\
| & | & \cdots & |
\end{bmatrix} \\
X^* = \begin{bmatrix} x_1 & x_2 & \cdots & x_m \\
| & | & \cdots & | \\
| & | & \cdots & |
\end{bmatrix}
$$

where the number of rows $n$ is equal to the number of spatial points saved per time snapshot and the number of columns $m$ is equal to the number of snapshots taken. The input $\Upsilon$ and output $Y$ snapshot matrices are similarly gathered:

$$
\Upsilon = \begin{bmatrix} u_1 & u_2 & \cdots & u_{n-1} \\
| & | & \cdots & | \\
| & | & \cdots & |
\end{bmatrix} \\
Y = \begin{bmatrix} y_1 & y_2 & \cdots & y_{n-1} \\
| & | & \cdots & | \\
| & | & \cdots & |
\end{bmatrix}
$$

2. **Take Singular Value Decomposition of $X$**: by appropriately choosing a truncation value $r$ of the number of singular values to retain in the Singular Value Decomposition (SVD), $X$ can be factorized as $UX\Sigma V^*$, where $U \in \mathbb{C}^{n \times n}$, $\Sigma \in \mathbb{C}^{r \times r}$, $V^* \in \mathbb{C}^{r \times n-1}$ and $*$ is the conjugate transpose.

3. **Formulate least squares problem by projecting system to reduced dimension space**: Equation (2) is then rewritten in terms of the snapshot matrices in (3) and (4) in the following compact format:

$$
\begin{bmatrix} X^* \\ Y \end{bmatrix} = \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} X \\ \Upsilon \end{bmatrix}
$$

The state is then projected onto the subspace defined by an orthonormal basis. A suboptimal but useful choice for the projection space is given by the POD modes of $X$, as in standard DMD. By taking the SVD of $X$ given by $X \approx U \Sigma \Psi^*$ with a truncation value $r$, the columns of $\Psi$ specify the orthonormal basis to project the high order state. The low order state matrices are then $A = U^* A U$, $B = U^* B$, $C = C U$ and $D = D$. These equivalences can be rewritten in terms of the high order matrices $A$, $B$, $C$ and $D$: $A = U A U^*$, $B = U B$, $C = U C^*$ and $D = D$. Substituting in (5) and rearranging, the reduced order state matrices are obtained by minimizing the error of the Frobenius norm $\| \|$:

$$
\min_{A \quad B \quad C \quad D} \left\| \begin{bmatrix} X^* \\ \Upsilon \end{bmatrix} - \begin{bmatrix} A & B \\ C & D \end{bmatrix} \begin{bmatrix} X \\ \Upsilon \end{bmatrix} \right\|^2
$$

Using this methodology, an accurate mapping for input-output information can be obtained, as well as an approximation of the full order state, by $x_k = \tilde{U} \tilde{x}_k$.

2.2. Koopman Operator theory

The Koopman operator, firstly introduced in [15] and then recently resurged in the context of modern data-driven dynamical systems, is defined as an infinite-dimensional linear operator that evolves fields of physical observables defined on a state space of a dynamical system. More explicitly, let the generic dynamical system in equation (1) be again considered, and defined on a state space $M$. This induces a discrete-time dynamical system given by the flow map $F_t : M \to M$, $x_{k+1} = F_t(x_k)$. A function defined as $g : M \to \mathbb{R}$ is called an observable of the system. The Koopman operator $K_t$ acts on observables functions $g$ as $K_t g = g \circ F_t$, where $\circ$ is the composition operator, so that:

$$
K_t g(x_k) = g(F_t(x_k)) = g(x_{k+1})
$$

It is now evident in (9) that the observation of the state, or, in other words, a function of the measured state variable, is advanced to the next time step by the Koopman operator. This is true for any observable function and for any point $x_k \in M$, hence the infinite-dimension.
a dynamical system of interest. Considering the eigenvalue problem \( \mathcal{K} \varphi_k = \lambda_k \varphi_k \), the functions \( \varphi_k(x) \) are called Koopman eigenfunctions and they define a set of intrinsic measurement coordinates, on which it is possible to advance these measurements with a linear dynamical system. The new measurement space formed by a vector of observables \( g(x) \) can be expressed in terms of the Koopman eigenfunctions:

\[
g(x) = \begin{bmatrix} g_1(x) \\ \vdots \\ g_p(x) \end{bmatrix} = \sum_{k=1}^{\infty} \varphi_k(x) v_k
\]

(10)

where \( v_k \) is the \( k \)th Koopman mode of the map \( F \) corresponding to the observable \( g \), associated with the \( k \)th Koopman eigenfunction, i.e., the weighting of each observable on the eigenfunction. The expression in (10) can be interpreted as a linear combination of the eigenfunctions \( \varphi_k \) of \( \mathcal{K} \) where \( v_k \) is the coefficient in the expansion. The nonlinear system can either be evolved in the original state space or in the measurement space as in (10).

\[
\mathcal{K} \sum_{k=1}^{\infty} \varphi_k(x) v_k = \sum_{k=1}^{\infty} \mathcal{K} \varphi_k(x) v_k = \sum_{k=1}^{\infty} \lambda_k \varphi_k(x) v_k
\]

(11)

Future solutions can be computed by multiplication with the Koopman eigenvalues, \( \lambda_k \in \mathbb{C} \), which characterize the temporal behaviour of the corresponding Koopman mode \( v_k \).

The connections of DMD to the underlying non-linear dynamics of a system through the Koopman operator theory were firstly established in [23], where it is shown that DMD produces approximations to eigenvalues of the Koopman operator, and their corresponding modes. DMD is thus a manifestation of Koopman theory for the specific case when the observable functions are the identity or a linear transformation of the underlying state space. Approaches combining DMD with the ideas of the Koopman operator by augmenting DMD to include a richer set of non-linear observables and find the best set of coordinates to describe the non-linear dynamics have since been developed [13] [30]. An alternative approach is to select a parsimonious set of observables based upon knowledge of the physics of the system, as described in [16] and proved to yield better results when compared to POD for prediction purposes [17].

The ideas of the Koopman operator are explored in the context of wind farm control, in the sense that the best coordinates to describe the evolution of the system’s dynamics are investigated.

3. Modelling

3.1. Reduced Order Model for yaw control

The system of interest is a small wind farm, where two turbines are placed apart. The direct manipulated variable is the yaw angle of the upstream turbine and the outputs are the generator powers of both turbines, as schematically represented in Fig.1.

The input output data set to be used for IODMD is obtained by performing a CFD simulation in Software for Offshore Wind Farm Applications (SOWFA). SOWFA is a LES of the three-dimensional wind flow around one or more turbine rotors in the ABL developed by the United States National Renewable Energy Laboratory (NREL). In the LES method, in order to limit the computational cost of the simulation, the larger scales of the flow field are resolved by solving the temporally and spatially unsteady Navier-Stokes equations. The rotating rotor blades are modelled through an actuator line approach. The actuator lines are coupled with the FAST turbine aeroelastic simulator tool which calculates the loads, power and rotor speed of each turbine. SOWFA is a widely used tool in the literature to obtain accurate data and more information is available in [6].

In this work, wind with a uniform inflow profile is used to demonstrate the working principles of IODMD. The case of a wind farm with two turbines is studied to assess the gain in energy in the second one. The downstream turbine is situated 5 rotor diameters (5D) behind the upstream turbine. The turbine used for the simulation is the DTU 10MW turbine, with a rotor diameter of 178.3 [m]. Detailed design characteristics can be found in [31]. The domain size has dimensions of approximate 1.71 [km] in the \( x \) direction, 343 [m] in the \( y \) direction and 300 [m] in the \( z \) direction. A total of 550 points in \( x \), 111 points in \( y \) and 99 points in \( z \) are sampled during the simulation. A total of 6 million points, each one containing information on the \( u, v, w \) velocity components is taken. A pre-processing step of the data is performed in a cluster,
aiming to retrieve only information at each fourth point, decreasing the total number of points from 6 million to roughly 100 thousand samples, decreasing computational effort. Flow field information is sampled at each 2 seconds. In addition to flow field data, information of the blades, nacelle, rotor, tower and generator power is saved. These information is sampled at each 0.2 seconds.

Randomized Binary Signals (RBS) of the yaw angle of the first turbine $\gamma_{t1}$ serve as inputs. The yaw angle is first set to -10 degrees, and then varied to -30 degrees randomly throughout the simulation. The yaw of the second turbine $\gamma_{t2}$ remains the same throughout the simulation. The powers generated at the upstream and downstream turbines vary as the control settings change and the wake deflects. These variations can be seen in Fig.2 and Fig.3.

The streamwise velocity component $u$ is firstly used to derive the IODMD model, referred to as IODMD$_{u}$. A truncation value $r$ of 100 is used, and singular values are increasingly added to build models. The VAF of both outputs for each model computed is represented in Fig.5. Power generator in the second turbine presents more complex dynamic and requires more states (also referred to as modes within the context of DMD).

The best performing model is able to reproduce the generator power dynamics at the upstream turbine with a VAF of 99.12% and at the downstream turbine with a VAF of 88.40%, as represented in Fig.6. The IODMD$_{u}$ chosen has 37 states.

Fig.7 puts in evidence the ability of a linear state space reduced order model with 37 states to reproduce the non linear dynamics of a wind turbine wake with tens of thousands of states. Minor differences are visible in the each snapshots. Taken
together, for every time instant of the simulation, such differences represent an average NRMSE of 4%, using validation data.

The model’s reconstruction capabilities are further illustrated in Fig.8. In the later, the wake is rebuilt at the downstream turbine rotor plane for key instances when the modified wake travels downstream.

Using the non linear observable \( u^2 \) appears to both increase the VAF in 1.23% and decrease the number of states needed to accurately incorporate the generator power dynamics from 37 to 26. Other observables provide similar benefits, indicating that better coordinates to describe the dynamics in hand may exist.

Table 1: Models validation results using different observables.

Using the non linear observable \( u^2 \) appears to both increase the VAF in 1.23% and decrease the number of states needed to accurately incorporate the generator power dynamics from 37 to 26. Other observables provide similar benefits, indicating that better coordinates to describe the dynamics in hand may exist.

Despite different observables used, the best performing models share some similarities in their frequency response, presenting resonance peaks around the same (adimensionalized) frequencies of 0.21, 0.59 and 0.69 Strouhal.

3.2. Model Predictive Control

The control problem to be formulated is a reference tracking problem, where the wind farm system has to produce a specified collective power in order to assess gains at the plant level. To accomplish that, a predictive controller is designed so that the two turbines can work together by taking the aerodynamic effect into consideration.

The IODMD\(u^2\) model is used to design a Model Predictive Controller (MPC). The Incremental Input Output (IIO) model is used, where the increments of the input signal are applied to the models instead of the input directly, as described in [27]. The standard state space model is rewritten in terms of incremental variables, and the extended state space is formulated, so that the state is now

\[
x_{k+1} = \begin{bmatrix} y_{k-1} \\ \Delta x_k \end{bmatrix} \quad \text{and the state space matrices} \quad A_x, B, C_x, \quad \text{are defined as follows in (12):}
\]

\[
y_k = \begin{bmatrix} I \\ 0 \end{bmatrix} C \begin{bmatrix} y_{k-1} \\ \Delta x_k \end{bmatrix} + \begin{bmatrix} 0 \\ B \end{bmatrix} \Delta u_k
\]

(12)
Future predictions computed by the model can be written in the compact format \( P = H_0 \Delta U + \Gamma_1 x_k^e \), where \( P \) are the generator power of both turbines (outputs \( y_k \)) computed for the prediction horizon \( H_p \), \( [P_{k+1} P_{k+2} \cdots P_{k+H_p}]^T \). \( \Delta U \) are the incremental control actions over the control horizon \( H_c \), \( [\Delta u_k \Delta u_{k+1} \cdots \Delta u_{k+H_p}]^T \). Matrices \( H \) and \( \Gamma \) are defined as follows:

\[
H = \begin{bmatrix}
C & B & 0 & \cdots & 0 \\
C & A & B & \cdots & 0 \\
C & A^{H-2} & B & \cdots & C \\
C & A^{H-3} & B & \cdots & C \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C & A^{H-p} & B & \cdots & C
\end{bmatrix}
\] (13)

\[
\Gamma = \begin{bmatrix}
C & A & 0 & \cdots & 0 \\
C & A^2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
C & A^{H_p} & & \cdots & 0
\end{bmatrix}
\] (14)

A cost function \( J \) penalizing the reference tracking and control action is defined, where \( Q \) and \( R \) are relative weights of reference deviation and input usage, respectively. The collective power of both turbines \( P \) predicted by the model is compared to a pre defined reference \( P_{ref} \) to be tracked.

\[
J = (P - P_{ref})^T Q (P - P_{ref}) + \Delta U^T R \Delta U
\] (15)

The power outputs of each turbine are combined to assess total power production by making use of matrix \( F \in \mathbb{R}^{H_p \times H_p} \):

\[
F = \begin{bmatrix}
1 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 1
\end{bmatrix}
\] (16)

Inserting the future predictions of the IIO MPC by making use of matrices in (13), (14) and \( F \), the cost function becomes:

\[
J = (F H_0 \Delta U + F \Gamma_1 x_k^e - P_{ref})^T Q (F H_0 \Delta U + F \Gamma_1 x_k^e - P_{ref}) + \Delta U^T R \Delta U
\] (17)

The cost function can be further simplified, by observing that a constant term appears \( C = F \Gamma_1 x_k^e - P_{ref} \):

\[
J = (F H_0 \Delta U + C)^T Q (F H_0 \Delta U + C) + \Delta U^T R \Delta U
\] (18)

Making use of the mathematical properties of matrices, the expression in (18) can be further simplified and rewritten as follows:

\[
J = \Delta U^T (H_0^T F^T Q H_0 + R) \Delta U + 2\Delta U^T H_0^T F^T Q C + C^T Q C
\] (19)

The minimisation of the cost function in (19) can be rewritten as a quadratic optimization problem of the type:

\[
\Delta \hat{U} = \min_{\Delta U} \left\{ \frac{1}{2} \Delta U^T \mathcal{H} \Delta U + f^T \Delta U \right\} \text{subject to} \: M \Delta U \leq \Lambda \]
(20)

where \( \mathcal{H} \) and \( f \) are taken from the cost function formulation (19), \( \mathcal{H} = 2(H_0^T F^T Q H_0 + R) \) and \( f = 2H_0^T F^T Q (F \Gamma_1 x_k^e - P_{ref}) \).

Matrices \( M \) and \( \Lambda \) are used to define inequality constraints for the optimisation problem. They are defined such that the yaw angle is restricted to a vicinity of the linearisation point used:

\[
-35 \leq \gamma_{e1} \leq 0
\] (21)

Predictive control uses the receding horizon principle, meaning that after computing the optimal control sequence over the defined control horizon \( H_c \), only the first control sample is implemented. This results in a new control setting for the first turbine. The horizon is then shifted one time sample and the optimization is restarted with new information on the measurements.

4. Implementation in SOWFA

The controller is then tested in SOWFA. The parameters are firstly tuned. The prediction horizon \( H_p \) and control horizon \( H_c \) are kept the same for simplicity purposes. A prediction horizon of at least 300 time samples should be used so that the slow dynamics of the travelling wake can be taken into account and the two turbines can work in a cooperative fashion to follow the collective power reference, as depicted in Fig.9.
satisfactory balance between tracking performance and control action in further simulations. Based on the parameters found, $H_p = H_c = 300$, $Q = 10$ and $R = 1$, an open loop implementation of the controller in SOWFA in performed. The results are summarized in Fig.10.

Figure 10: Open-loop predictive controller performance for collective power reference tracking implemented in SOWFA.

It is shown in Fig.10 that the predictive controller enables a cooperative action, in the sense that before a new collective power reference sets in (around minute 13, for example), the yaw angle is manipulated beforehand, almost two minutes before (around minute 11, as depicted in the upper graph of Fig.10).

The discrepancies between the model’s predictions and results from SOWFA can in part be explained by the existing non linearities. The power of the first turbine is underestimated and the power of the second turbine overestimated, leading to an overestimation by the model of the total power produced, as illustrated in the last graph of Fig.11.

Figure 11: Open-loop implementation of MPC in SOWFA for tracking a collective power reference. Analysis of each turbine power production.

The mismatch between model predictions and true measurements is corrected in the final implementation of the controller. The closed loop implementation is achieved by designing an observer that estimates the states based on SOWFA measurements which the MPC makes use of to compute the control action, as schematically represented in Fig.12.

Figure 12: MPC closed-loop schematics with estimator implementation for final simulation in SOWFA.

The results of the closed loop simulation in SOWFA are depicted in Fig.13. The final controller settings are used: $H_p = H_c = 350$, $Q=10$ and $R=1$. The yaw angle is restricted to 0 and -35 degrees and the yaw angle rate is constrained to values between -0.25 and 0.25. The later restriction is set to avoid aggressive control actions as a consequence of state estimation. The controller is implemented after the first 50 seconds of simulation. The oscillations in collective power are due to fluctuations in generator power at the downstream turbine, as Fig.14 portrays.

Figure 13: Closed-loop predictive controller performance for collective power reference tracking implemented in SOWFA.

Figure 14: Closed-loop predictive controller performance for collective power reference tracking implemented in SOWFA.
In order to reduce oscillations in power produced and improve the smoothness of the tracking solution, further restrictions are imposed on the yaw angle rate. Two additional and final simulations are carried out, where the rate is restricted to values between -0.1 and 0.1 and between -0.05 and 0.05. The upstream turbine yaw angle and its corresponding rate of change are illustrated in Fig.15.

Figure 15: Closed-loop predictive controller performance regarding control action effort.

As a consequence of a smoother control action, less oscillations in terms of produced power at the downstream turbine are measured, as Fig.16 illustrates. Therefore, the collective power reference can be tracked satisfactory while simultaneously avoiding large fluctuations in total produced power.

Figure 16: Closed-loop predictive controller performance in terms of individual and collective generated power.

5. Conclusions

The main purpose of this work is to study the ability of IODMD and the ideas behind the Koopman Operator to build reduced order models for wind farm control strategies suitable for the design of predictive controllers.

The three main contributions achieved with this work are (1) to model, from a pure data driven perspective, wake redirection control by yaw misalignment (2) make use of the ideas motivated by the Koopman operator theory in the context of modeling for wind farm control strategies and (3) design and implement in a high fidelity simulator a MPC to track a collective power reference.

It is shown that a ROM built with streamwise velocity information $u$ with 37 states is able to both predict the wake dynamics and provide an accurate mapping to the power produced at both turbines. The wake is predicted with an average NRMSE of 4%, demonstrating the ability of a linear state space ROM in predicting the behaviour of a non linear high dimensional system, within a certain operational domain. Moreover, the model reproduces power generated in the downstream turbine with a VAF of 88.40% and in the upstream turbine with a VAF of 99.12%.

Furthermore, using other flow field information, including non linear functions of the velocity field, leads to improved mapping from states to power output. Using $u^2$ leads to a ROM with 26 states and a VAF of the power captured at the second turbine of 89.63%, a small increase of 1.23%. Other non linear observables, such as the sum of the squares of velocity components, namely $u^2 + v^2$ and $u^2 + v^2 + w^2$, show minor benefits in the order of 1% in VAF for the generator power of the second turbine.

Additionally, it is shown that the MPC controllers are able to embed the slow dynamics of the wind farm system, meaning that the aerodynamic interaction between turbines is taken into account for the optimal control action computation. The open-loop implementation shows that the MPC acts anticipated, varying the control action 2 to 3 minutes before the new reference sets in.

The final closed-loop implementation shows that by implementing a simple estimator and restricting the yaw angle rate to avoid abrupt control action variations, a smooth solution for the collective power tracking can be achieved.

Future work will investigate the application of IODMD and similar data driven techniques to model other wind farm control strategies with the goal of not only designing controllers but also gaining insight into the dynamics of more complex strategies. In addition, using other type of models, such as Linear Parameter Varying (LPV), provide a possible route to better capture the non linear dynamics at various operating points. Moreover, different control problem can be formulated, namely controlling loads in each turbine or redirecting the center of the wake.
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