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ABSTRACT
Recent research has shown that movement sonification is an
effective way of conveying information about the movement
being performed. Real-time movement sonification has been
proven to have the ability to manipulate body perception and
feelings, however, existent research on this field has mainly
used sensors attached to the body and focused mainly on ex-
ercises of the lower limbs. Hence, we propose a prototype
for real-time sonification of an upper limb exercise using a
dumbbell equipped with an inertial sensor. A user study with
10 participants was conducted, with relevant findings on per-
ceived body weight and perceived capability and promising
results for future research. The developed prototype was well
accepted by the users and show potential for supporting exer-
cise practice in inactive and unmotivated people.
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INTRODUCTION
A sedentary lifestyle is a serious problem of our society, with
the inactive and highly sedentary segment of the population be-
ing at greatest risk of poor health [37]. Globally, 23% of adults
are not active enough, and 81% of the world’s adolescent pop-
ulation is insufficiently physically active [5]. These numbers
lead to an increase in the risk of noncommunicable diseases,
such as cardiovascular diseases, cancer and diabetes [5]. These
numbers also represent rising levels of obesity, which means
higher rates of heart disease and stroke, poor quality of life,
and decreased life expectancy[25]. According to the World
Health Organization, regular and adequate levels of physical
activity reduce the risk of several non-communicable diseases
(including various types of cancer) and depression, playing
also a fundamental role in weight control [2]. Hence, physical
activity not only has health benefits but also attenuates the
health risks of high volumes of sedentary time [37].

Resistance training is known to considerably contribute to the
referred health benefits [11, 9]. While aerobic activities can be
performed anywhere, resistance training is traditionally per-
formed at the gym [27], which is richly equipped with different
machines and objects for specific exercises. Inactive people
tend to recur to the gym to start being more active, where
they can also find counseling. Typical resistance exercises are
mainly based on repetitive movements [11], which are com-
monly used to strengthen muscles and improve coordination

[21]. Due to the repetitive nature of the activity, individuals
get physically and mentally tired and easily become bored
with the training. People often find the exercises too difficult
and feel their body is not made for exercising. They assume
their body feelings as facts about their body. But can these
feelings be manipulated?

Sound has the ability to give information about movement
[19] and manipulate body perception and feelings [35, 22, 12,
34, 31]. It has been proven that altering the sound of steps
can make people perceive themselves as lighter or heavier if
the sound has a higher or lower frequency, respectively [35].
Sonification of lower limb exercises has also been proven to
make people feel less tired and more in control, being more
comfortable, motivated, and happier [22]. Based on these
findings, we used sound as a means for body perception and
feelings manipulation but focused on a resistance exercise for
the upper limbs, that have not been addressed as much as the
lower limbs. Focusing on a specific upper limb exercise using
a weight, we designed a movement sonification with two dif-
ferent ranges of sound frequency in order to manipulate users’
body perception and body feelings, since body perception and
feelings can influence the predisposition people have for exer-
cising. For the sonification design, we used a sound synthesis
software to map movement features into sound parameters,
using an off-the-shelf inertial sensor on a "tape on and forget"
approach, which can easily be attached to different objects.
Based on our research, we hypothesized that higher frequency
sounds would make the exercise seem easier and the user feel
lighter, happier and less tired, and lower frequencies would
make the exercise seem more difficult with the user feeling
heavier, less happy and more tired.

We aimed to explore how movement sonification can influence
body perception and feelings when performing an upper limb
movement using a dumbbell. Our contributions are:

• A prototype for real-time sonification of a movement using
a dumbbell.

• A user study that evaluated the effects of using the proto-
type.

We first explain the concepts of sonification and interactive
sonification and revise the literature that motivates our work.
We then present our sonification design and prototype de-
velopment. After explaining our prototype, we show how
we conducted a user study on a within-subject approach and
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present and discuss our results. We finish by presenting our
conclusions and the limitations of our prototype, as well as the
future work.

BACKGROUND AND RELATED WORK

Sound and Sonification
Sound can be conveyed in different ways such as music, speech
and ambient sounds. For a long time, sound was neglected by
interface engineers and designers in favor of graphics, how-
ever, it has an important role in conveying information [16].
A significant aspect of sound is its emotional expressiveness,
which is one of the most important methods of human commu-
nication. Emotional information is carried not only in human
speech but also in music and ambient sounds. Modulation
of the acoustics enables the transmission of this information,
which is then decoded by the receiver, which can be the audi-
ence of a concert or a human conversation partner [39].

In physical activity such as sports or rehabilitation treatments,
sound is particularly useful for providing feedback on the
performance, with speech being the most widely used way
of conveying this type of information. Recently, technology
evolution enabled opportunities for different ways of provid-
ing feedback for individuals doing exercise. Sound does not
interfere with movement and allows delivering several streams
of information simultaneously and continuously [18, 7]. An-
other advantage is that audition operates relatively well even
in noisy environments, it offers high temporal resolution and
high sensitivity for the detection of structured motion (rhythm)
and rapid changes [18, 20], with this detection being faster
than the observed for the visual system [23]. Hence, beyond
being enjoyable and entertaining, sounds are also beneficial to
trigger intuitive, fast and accurate responses in users, and to
continuously give information about the performance.

One method for conveying information through sound is soni-
fication, which can be defined as the use of non-speech audio
to convey information [7]. More precisely, sonification can be
described as a mapping of multidimensional datasets into an
acoustic domain, which can then be used to obtain a deeper
understanding of the data or processes under investigation
[17]. It can be seen as the auditory equivalent of data visual-
ization [28]. Interactive sonification in particular is defined
by Hermann et al. [17] as "the use of sound within a tightly
closed human-computer interface where the auditory signal
provides information about data under analysis, or about the
interaction itself, which is useful for refining the activity".

Sound in Physical Activity and Rehabilitation
By applying the powerful technique of interactive sonification
to sensor data recorded during physical activity, it is possible
to turn a rhythmic activity into a sonic rhythm so that the listen-
ers can understand the coordination during the movement [19].
Human-computer interaction research has already works on
the physical exercise context using sound. Hermann et al. [19]
introduced a system for the interactive sonification of sports
movement involving arm and leg movements. With the aim
of enabling visually impaired users to participate in aerobics
exercises, and also enhancing the perception of movements

for sighted participants, this system allowed listeners to iden-
tify features of the underlying coordinated movements.The
first sonification approach used the real-time data of elbow
and knee angles for a basic continuous parameter mapping
sonification, modified so that the sonification was excitatory
– if there are no changes in the posture, there is no sound.
The second approach was an event-based sonification, which
aimed to “reduce the sound as much as possible so that it
becomes sparser to free the auditory space for more specific
and articulated sonic cues that identify critical or significant
events”. Despite being coarser (may not be sufficient to repro-
duce the movement accurately), the event-based sonification
was seen as superior to recognize the pattern and to emphasize
the detailed synchronization between joints.

Effenberg et al. [10] described a new method of movement
sonification to enhance motor learning on the practice of in-
door rowing. For the sonification, the data collected were
grip force, bilateral footrest forces, grip pull-out length and
sliding seat position. Each data stream was used to modulate
the frequency and partially amplitude of a certain sound. The
study included forty-eight novices with no rowing experience,
divided by three samples: Visual condition (only treated with
video information); Natural audiovisual condition (treated
with video and natural motion attended sounds of the rowing
machine); Sonified audiovisual condition (treated with video
and movement sonification). The distance values between the
model’s technique and participants’ technique were calculated,
and it was concluded that the sonified audiovisual condition
resulted in faster and more precise learning compared to both
other samples.

A physical rehabilitation tool named PhysioSonic was pre-
sented by Groß-Vogt et al. [15] to provide exact feedback in
real-time, without the subjective filter of the therapist. This
study focused on the kinematics of the shoulder joint, which
was transformed into an auditory feedback used to correct false
postures or coordinate a therapeutic exercise for the shoulder
joint. The tracking system data were used to synthesize sound
and transform sound files (music or text), which composed the
auditory feedback. Sounds of nature, music and texts were
used, and all sonification designs allowed to hear the correct
sound only if the movement was correctly performed. Pa-
tients positively accepted PhysioSonic, which has enriched the
therapeutic offer according to their statements.

The goal of Newbold et al. [24] was to investigate how musi-
cally informed movement sonification could be used to avoid
overdoing and facilitate progress during stretching exercises.
The approach was based on harmonic stability. This means
that when a sound was stable, it would give the idea of con-
clusion, while when the sound was unstable, it would give the
idea of continuity, making users behave according to these
perceptions. This approach was tested with a bending trunk
exercise, where a smartphone was placed on the participant’s
lower back. A smartphone application was used, taking advan-
tage of the built-in gyroscope for the bending measure which
drove the sonification. It was shown that ending of different
stabilities can be used to either encourage movement (unsta-
ble) or provide a definite endpoint (stable). These definite
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endpoints were also seen as more rewarding.

Scholz et al. [29] presented a musical sonification therapy,
designed to retrain gross motor functions after stroke. The
prototype was composed of two inertial sensors (attached to
the forearm and upper arm), and the sonification was gener-
ated so that the use of the system was compared to playing
the theremin. The study included twenty-five stroke patients
randomly assigned to each of two groups – music group and
control group. Patients in the music group were encouraged
to actively play and create music by moving their arms. The
music group showed significantly reduced joint pain, a trend to
improve hand function, and also significantly better movement
smoothness.

Sound to manipulate Body Perception and Feelings
Sound is known to contribute with information about move-
ment, being capable of altering people’s body feelings and per-
ception when listening to their "body sounds". These sounds
can be the real sounds produced by the body (that can be al-
tered) or can be artificially produced (sonification). Tajadura-
Jiménez et al. [36] showed that the perceived tactile distance
is affected by the sound of one’s actions. The study had par-
ticipants tapping on a surface while progressively extending
the right arm, and in synchrony with each tap users listened
to a tapping sound that was spatially manipulated for three
different conditions. The results showed that exposure to the
tapping sounds with double auditory distance resulted in a
significant increase in participants’ perceived tactile distance
on the test arm, while with the quadruple auditory distance the
users reported that they did not feel the tapping and the sound
originated at the same location. These results pointed to the
limitations of the plasticity of body-representation in response
to auditory manipulations, with body-representation being
manipulable only by nearby auditory sources that convey ade-
quate spatial information allowing participants to effectively
locate their own action sounds.

In the physical exercise context, Fritz et al. [12] modified
fitness machines, equipping them with sensors to modulate the
musical audio-feedback. The goal was to explore the effects
of musical agency on perceived exertion during a physically
strenuous task. The movement data of the fitness machines
were sent to a musical composition software, where they was
mapped to musical parameters. The study included physio-
logical and behavioral measurements and it was shown that
musical agency resulted in a significantly lower perceived
exertion than passively listening to music while working out.

Relying on previous reports suggesting that listeners can ex-
tract properties of the body of an unknown walker just from the
acoustic features of the walking sounds [14, 26, 38], Tajadura-
Jiménez et al. [35] altered walking sounds in order to ma-
nipulate the perception that the users had of their own body.
The authors investigated the influence of people’s perception
of their own body in the moment of exercise, following the
previous study by Tajadura-Jiménez et al.[34]. A shoe-based
prototype was built, allowing the dynamic modification of
footstep sounds, as people walked, and measurement of walk-
ing behavior changes. Each foot was equipped with an Inertial
Measurement Unit (IMU) and two force-sensitive resistors

that were used for the gait pattern analysis, and a microphone
that allowed the caption of the steps sound. The captioned
sounds were then altered and fed back to the users via closed
headphones. It was shown that, overall, low frequency sounds
led to a heavier body perception and lower foot acceleration,
making participants feel more masculine and find exercise
more difficult. High frequency sounds led participants do per-
ceive themselves as lighter, feel quicker and more feminine
than in the other conditions. This type of technology can be
used to support people who suffer from low self-efficacy when
exercising.

More recently, Ley-Flores et al. [22] followed a similar
methodology, but this time tried the sonification of move-
ment rather than modifying the sound naturally produced by
one’s actions. The exercises chosen were walking and thigh
stretch, and the prototype consisted of a pair of shoes, each
composed of a wireless emitter with an IMU connected to two
force-sensitive resistors. The data from the sensors were sent
wirelessly to a computer, and the sonification was generated us-
ing the software Max/MSP (Cycling’74). Different metaphors
(including wind, water and gear sounds) were taking into ac-
count to develop the sonifications, and the study showed a link
between the different metaphors and body perception, with
changes in body feelings and emotional state.

Singh et al. [31] presented a sonification framework, Go-
with-the-flow, for physical rehabilitation in chronic pain. The
system was focused on psychological capabilities, worrying
about what the patients felt they could perform. Designed to
build confidence in movement and reduce anxiety, the authors
conducted studies to evaluate two devices: a smartphone-based
wearable device, that made use of the smartphone sensors and
two respiration sensors, and a Kinect home-based system. For
all sonification conditions tested, people found that sound
feedback was always preferable to no sound feedback, on all
aspects considered (awareness, performance, motivation, and
relaxation). The system could be used by patients to become
more confident in activity and to transfer those benefits to
everyday lives. Following this work, the authors conducted a
one-two week-long home study with people with chronic pain
[30]. People were asked to use the device in everyday activ-
ities. It was showed that real-time sonification of functional
activity movements could increase awareness of capabilities,
self-efficacy and confidence.

Discussion
In this section, we discuss the articles that represent relevant
work for our design and development process. As tracking
mechanism, the most used method is the use of inertial sensors,
with eight of these studies using some form of inertial sensors
on their systems. Smartphone sensors are a popular choice,
due to its availability and low price. However, a smartphone is
not a very small object, which might be uncomfortable for the
user in some aspects. IMU’s are a good choice in terms of size
and usually can be chosen in terms of what is needed from
them, which can make affordable choices when the system
does not require a very complex set of sensing data. The
sensing units are mostly attached to the human body, as most
of the solutions studied do not use objects for the performance
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of the exercises. From the studies that used sensors, only two
of them did not place the sensing objects on the human body,
placing them in fitness machines instead. When attaching
the sensors to the body, the system becomes less versatile, as
the sensor has to be moved depending on the exercise being
performed. When the sensors are fixed to the objects in use,
the users only use them when performing the exercise, and do
not need to have any devices attached to them when resting.
Not having the sensors attached to the body results in a more
comfortable solution for the user.

There is still a lack of literature on the field of movement
sonification. We could find some research regarding the use
of IMU’s to track movement and develop sonifications to ex-
plore how that can manipulate body perception and feelings.
However, research dedicated to upper limb movements is still
scarce, with the upper limbs having received much less at-
tention than the lower limbs, and very few articles showed a
placement for the sensors different than the body. Our aim is
to explore how a dumbbell equipped with an IMU can be used
to sonify an upper limb exercise and manipulate body percep-
tion and feelings. Most revised studies developed sonification
designs based on simple mappings between movement fea-
tures and sound parameters. Since we are trying to address a
specific case that to the best of our knowledge has not been ex-
plored, we will stick to a simple mapping too. More complex
designs may mask the effects of a simple sonification, which
effects must be known in order to inform the development of
more complex designs.

SYSTEM OVERVIEW

Sonification Design
This section covers the reasons for our exercise choice and the
sonification design process, explaining the different parameter
mappings.

Dumbbell hammer curl
Resistance training implies an external resistance, and that
is why it is so common to use weights, such as dumbbells.
The chosen exercise is the dumbbell hammer curl, which is
a simple exercise that works the upper limbs, with a special
impact on the biceps. It is performed by holding the dumbbell
as if it was a hammer, and flexing the elbow while having the
upper arm in a vertical position and static (Figure 1).

Sonification parameters
The real-time auditory feedback was inspired by the designs
developed by Ghai et al. [13] and Ley-Flores et al. [22]
and was generated using SuperCollider [40], which is a free
and open-source software for audio synthesis and algorithmic
composition. We chose to use SuperCollider as sonification
software mainly due to the resources freely available online.
Our sound synthesis was based on a sine wave oscillator, with
amplitude and frequency being modulated by angular velocity
and pitch angle, respectively. Amplitude and frequency were
chosen because they represent sound features easily identified
by the listener, with amplitude being perceived as the loudness
of the sound, and frequency being perceived as the pitch (to
not be confused with the pitch angle mentioned below). At
the limit of the elbow flexion, a different sound is played,

Figure 1. Representation of the hammer dumbbell curl exer-
cise, here in the bilateral version. Image downloaded from
https://www.fitstream.com/exercises/hammer-curl-a6061 in August
2020.

indicating the contrary movement is to start. Following the
studies that showed that different frequencies would influence
body feelings in different ways [34, 35], our sonification has
two versions, that differ in frequency ranges.

Angular velocity was derived from the 3-axis gyroscope as
shown in the equation below, where ω represents the angular
velocity.

ω = ω
2
x +ω

2
y +ω

2
z (◦/s)

Angular velocity was then directly mapped onto sound ampli-
tude, which represents the volume.

Euler angles (yaw, pitch and roll) can describe the 3D orienta-
tion of an object using a combination of three rotations about
different axes. When moving the arm as it is moved in the
dumbbell hammer curl, that movement corresponds to changes
in the pitch. Pitch values are mapped onto the frequency of the
sound, by modulating the values into a range of frequencies.
In the low frequency sonification, the frequency ranges from
100 to 1000 Hz, while in the high frequency sonification, the
frequency ranges from 200 to 2000 Hz.

When the arm reaches the limit of elbow flexion in each rep-
etition, a different sound is heard, which is also based on a
sine wave oscillator, but its frequency is controlled by a low
frequency noise generator at a specified rate and range of
frequencies. As previously explained for the pitch mapping,
the difference between the two sonifications here is also the
frequency. The function that defines this sound is freed once it
is played, and is called each time the arm reaches the limit of
elbow flexion. This limit is controlled by observing the pitch
angle, when it is higher than a defined threshold (which is
defined for each user through initial calibration), the function
is called.

4



Architecture
A diagram of the architecture of our system is shown in fig-
ure 2. The prototype is composed of a dumbbell to which
can be attached a Bitalino R-IoT IMU [4] which collects data
from the movement being performed; these data are wirelessly

Figure 2. System Architecture of the developed prototype.

transmitted to the sound synthesis software SuperCollider [40]
running on a personal computer, and the produced sound is
fed back to the user via headphones. In order to establish the
wireless communication between the IMU and the computer,
the hotspot functionality of a smartphone was used to create
the network.

Dumbbells
For purposes of the user study design, our prototype is com-
posed of three dumbbells instead of only one. Although they
have different colors, they all have the same weight of 1 kg.
Figure 3 shows the three dumbbells with a fixing system that
allows easily attach the IMU to any of them.

Figure 3. The tree dumbbells of our prototype and the IMU which can
be attached to any of the weights.

Inertial Measurement Unit
The sensing unit used was Bitalino R-IoT [4], which includes
a triaxial accelerometer, a triaxial gyroscope and a triaxial
magnetometer and transmits at a sampling rate of 200 Hz. The
IMU sensor data are locally processed (sensor fusion), ana-
lyzed and streamed in an OSC message (see Communication
Protocol section for OSC protocol description) wirelessly by
the module using its firmware. Each OSC message has a list of
21 values that includes the sensor’s data and also the computed
values for quaternions and Euler angles.

Sound synthesis software
SuperCollider [40] is a free open-source platform for sound
synthesis and algorithmic composition which allows real-time
analysis of external data and sound synthesis based on those
data. SuperCollider allows the fluid combination of many
known and unknown audio techniques [3]. Through OSC
protocol (see Communication Protocol section), SuperCollider
can receive the IMU data in real-time, analyze it and use it as
input for the sonification generation.

Communication protocol
Open Sound Control (OSC) is a protocol for communication
among computers, sound synthesizers, and other multimedia
devices that is optimized for modern networking technology
[1]. Making use of a smartphone hotspot functionality, it is
possible to create a wireless local-area network (WLAN), to
which the Bitalino R-IoT connects once it is switched on. In
order to establish the communication protocol, the personal
computer must be connected to the same network and its IP
address has to be set to the same as of the IMU. Once this is
done, SuperCollider has to open the port to which the IMU is
set to send data, and then we can finally receive OSC messages
in SuperCollider.

Extending to other movements and applications
The prototype has been developed with the intention of in-
tegrating different environments, such as fitness our rehabil-
itation gyms, or even support home-based training sessions.
With resistance training being widely practiced as a physical
exercise style or as part of rehabilitation treatments, the uses
of this system can be highly versatile with the appropriate ad-
justments. By simply switching the Euler angle being used in
the sonification design, this prototype can be used for different
exercises. By adding a graphical user interface to the proto-
type, these adjustments could be done by the users themselves.
The system can be part of an interactive environment such as
an interactive gym fully equipped with smart objects for the
practice of exercise.

EVALUATION
Our study aimed to address the following research questions:

1. Does sonification affect body perception and feelings when
performing unilateral hammer dumbbell curl?

2. How do high/low frequency sounds affect body perception
and feelings in the performance of unilateral hammer dumb-
bell curl?

Participants
Ten participants (mean age 28.1 ± 9.6 years, seven male and
three female, normal hearing) naïve to the study aim, took part
in the study. Their mean body weight and height were 70.2 ±
11.37 Kg and 173.2 ± 8.98 cm. Six participants reported they
exercised once or twice a week, two participants reported they
exercised three or more times a week, and two participants
answered they did not exercise at all. The only two participants
that reported they used weights to exercise the upper limbs
were the ones that exercised three or more times a week, with
one of them using weights once or twice a week, and the other
one using weights three or more times a week.
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Apparatus
A Bitalino R-IoT [4] was used to capture movement data that
was mapped into sound. The Bitalino was attached to one of
three different colored dumbbells (one for each condition) and
connected wirelessly to a personal computer running Super-
Collider [3]. While performing the exercise, the sound was
fed back to participants through headphones. For each trial of
the exercise, the performance was timed using the stopwatch
functionality of a smartphone. Each session was video and
audio recorded.

Study Design
We adopted a within-subject approach, where each participant
tested all three sound conditions: Control (No Sound); Low
Frequency Sonification and High Frequency Sonification. In
each condition, participants performed two trials of the exer-
cise, with the exercise being performed by both arms in each
trial. In total, we had 10 participants x 3 conditions x 2 trials
= 60 trials.

The performance of each trial was timed (each arm was timed,
and then we used the mean of both arms), in order to assess
how fast a subject performed the exercise in the different con-
ditions. Perception of the dumbbell weight was assessed by
including an open question in the post-questionnaire. Changes
in body feelings were quantified using a questionnaire based
on the one used in [35], comprised of 6 statements (7-point
Likert-type response items), ranging from: “I felt slow” to
“I felt quick” (Speed); “I felt light” to “I felt heavy” (Body
Weight); “I felt weak” to “I felt strong” (Strength); “I felt
very incapable” to “I felt very capable” (Capability); “I found
the exercise very easy” to “I found the exercise very difficult”
(Difficulty); “I found the exercise not tiring at all” to “I found
the exercise very tiring” (Tiredness). To assess changes in
emotional state, the self-assessment manikin [8] was used,
which assesses Pleasure, Arousal and Dominance. Each par-
ticipant had to answer the post-questionnaire six times (after
each trial).

Procedure
Due to the COVID-19 pandemic, all materials that were to
be used by the participants were disinfected with a suitable
product before each session, no more than two people (the
participant and the person responsible for the tests) remained
in the room during each session, and social distancing has been
fulfilled. The person responsible for conducting the tests used
a mask, but because the spaces used were ventilated and were
not public (use of mask mandatory in closed public spaces
[6]), the use of a mask by the participants was optional during
the tests.

Participants filled in a pre-questionnaire about their demo-
graphic data and level of activity and signed a consent form.
Subjects were then informed about the experiment procedure
and how to perform the exercise – unilateral hammer dumb-
bell curl. In order to avoid the surprise effect, participants
practiced the exercise with all sound conditions until they felt
comfortable hearing the sounds. After practicing the exercise,
they completed three trials (Low Frequency, High Frequency
and Control) in a randomized order (Repetition 1), and then

they repeated the three trials in another randomized order (Rep-
etition 2). The reason for the two repetitions with trials in a
randomized order was to compensate for practice bias. In each
trial, participants performed the unilateral hammer dumbbell
curl 10 times with each arm at the pace they felt comfortable.
The different conditions used a dumbbell of a different color,
but all with the same weight, with participants being unaware
of the weight. Dumbbells had different colors in order to
avoid that participants would assume they all weighed the
same. After finishing each trial, participants completed the
questionnaire about their emotional state and body feelings.
Figure 4 shows a participant using the prototype during the
user study session.

Figure 4. Participant performing unilateral hammer dumbbell curl us-
ing the developed prototype.

Data Analysis
One-way repeated measures ANOVA [33] was used to assess
performance time (continuous variable) while the Friedman
test [32] was used for all the other variables (ordinal variables).
Each of the ten participants repeated the three conditions twice,
which gave us two repetitions per participant and twenty repe-
titions in total to analyze. Data are mean ± standard deviation
unless otherwise stated.

Results
In this section, we describe the statistical tests performed for
each of our eleven dependent variables: Performance time;
Dumbbell weight perception; Speed perception; Body weight
perception; Strength perception; Capability perception; Dif-
ficulty perception; Tiredness perception; Pleasure; Arousal;
Dominance.

Performance time
Performance time corresponds to the mean time between the
two arms in the performance of the exercise for each trial.
Mean performance time was 24.34 ± 6.57 s for the control
condition, 24.85 ± 5.89 s for the low frequency condition and
24.24 ± 5.38 s for the high frequency condition as can be seen
in figure 5.

A one-way repeated measures ANOVA test was run to de-
termine the effect of the different sound conditions on the
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Figure 5. Performance time means in the three different conditions.

performance time of the unilateral hammer dumbbell curl.
There were no outliers in the data and data were normally
distributed in each condition. The different sound conditions
did not represent any statistically significant differences in
performance time, F(2, 38) = 1.075, p = .351, partial η2 =
.054.

Dumbbell weight perception
Dumbbell weight perception showed a mean of 1.21 ± .38
Kg for control condition, 1.08 ± .44 Kg for low frequency
condition and 1.14 ± .33 Kg for high frequency condition
(figure 6). The Friedman test revealed that the differences
between conditions were not statistically significant, χ2(2) =
3.160, p = .206. The median had a value of 1.00 Kg in all
conditions.

Figure 6. Dumbbell weight perception means in the three different con-
ditions.

Body feelings and Emotions
Data about body feelings were obtained by the answers to six
7-point Likert type questions on perceived speed, body weight,
strength, capability, difficulty and tiredness. Data about emo-
tions were obtained by showing a sequence of five images
for each category (pleasure, arousal and dominance) [8] and
participants had to choose the image that better suited their
emotional state for each category. Each image sequence has
an order and images can be numbered from 1 to 5. Given their
ordinal nature, all these variables were analyzed by running
a Friedman test. The Friedman test only showed statistically
significant differences for the perceived body weight ( χ2(2)
= 8.759, p = .013) and perceived capability (χ2(2) = 9.333, p
= .009). For both these variables, pairwise comparisons were
performed with a Bonferroni correction for multiple compar-
isons, which did not reveal additional conclusions, with results

not being statistically significant. Percevied body weight had
a mean of 2.85 ± 1.42 for the control condition, 3.25 ± 1.55
for the low frequency condition, and 2.95 ± 1.64 for the high
frequency condition (figure 7), with medians of 3.00, 3.50
and 3.50 respectively. Perceived capability had a mean of 6.75

Figure 7. Body weight perception means in the three different condi-
tions.

± .55 for control condition, 6.35 ± 1.04 for low frequency con-
dition and 6.65 ± .59 for high frequency condition (figure 8),
with median values of 7.00 for all conditions. All other vari-

Figure 8. Capability perception means in the three different conditions.

ables showed not to have statistically significant differences
between conditions.

Informal opinions
Some users had the initiative of giving their opinion about the
system after finishing the study session. One of the users
expressed that the sound gave them conscience about the
movement and it helped them not getting lost in the exer-
cise. Another participant also expressed they preferred the
sound conditions as opposed to the control condition because
the sound made them feel more focused when counting the
repetitions, especially the low frequency condition that also
made them feel calmer. Another participant reported that the
low frequency sound was less rewarding and they felt slower
when being fed back with that sound. One participant reported
they preferred the no-sound condition because it made them
feel more autonomous and the sound conditions made them
feel more pressured, especially when hearing the different
sound at the end of each arm repetition, that made them feel
they had to quickly proceed with the exercise. Overall, four
participants explicitly expressed they enjoyed using the system
with sound feedback.
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DISCUSSION
Previous findings [34, 35, 22] suggested that real-time move-
ment sonification can alter users’ behavior, body feelings and
emotions when performing physical activity. These findings
showed that high frequency sounds can make people move
more dynamically and perceive themselves as faster, lighter
and happier. In contrast, low frequency sounds can make
people perceive themselves as slower and heavier. Based on
these findings, we wanted to explore the effects of real-time
sonification in an upper-limb exercise and using an object as
the base for the IMU, instead of attaching it to the body.

To assess if the users would move faster or slower in the
different sound conditions we timed each trial of the exercise
and found that no statistically significant differences could be
observed. A slight difference might suggest that the users tend
to move faster in the high frequency condition and slower in
the low frequency condition when compared to the control
condition, however, no clear conclusions can be found.

We also wanted to explore if the different sound conditions
would affect the perception of the dumbbell weight. To accom-
plish this, we designed the prototype to include three different
colored dumbbells without informing the participants of their
weight nor telling them they all weighed the same. Although
there are no statistically significant findings, the results on the
dumbbell weight perception suggest that the users perceived
the dumbbell as lighter in the two sound conditions and heavier
in the no-sound condition.

Our results show that our prototype can alter body percep-
tion, with the low frequency condition representing lower
mean values for perceived speed, strength and capability, and
higher mean values for perceived body weight, difficulty and
tiredness. Nonetheless, the statistical analysis only showed
statistically significant results for the body weight and capabil-
ity variables. Emotion assessment did not reveal statistically
significant differences.

Addressing our first research question - Does sonification
affect body perception and feelings when performing unilateral
hammer dumbbellcurl?-, we can observe by our results that
real-time sonification could influence body weight perception
and capability perception. By observing the mean values for
all the other variables, we can also see a certain tendency that
might suggest the influence of sonification in body perception
and feelings. Although these differences do not represent
statistical relevance, they open a door for future research on
the field.

Our second research question goes further and aims to explore
how the different frequencies of sound can affect body per-
ception and feelings. By analyzing our results, we could find
some evidence to support what was concluded by the above-
mentioned studies [34, 35, 22]. We hypothesized that high
frequency sounds would make people perceive themselves
as faster, lighter, stronger, more capable, less tired, and the
exercise as easier. In contrast, low frequency sounds would
make people perceive themselves as slower, heavier, weaker,
less capable, more tired, and the exercise as more difficult.
Our results show that users felt heavier and less capable when

listening to the low frequency condition. However, no differ-
ences could be seen for the high frequency condition.

With the informal feedback we gathered from the participants,
we believe this system has the potential of bringing benefits to
its users and motivating them to exercise. However, the results
obtained do not suggest such benefits. Observing our results,
we can only conclude that real-time movement sonification
could influence body feelings negatively, which might have
other implications in different fields, such as gaming. Further
studies are needed in order to validate our findings and find
new conclusions that could not be found due to the sample
size.

CONCLUSIONS AND FUTURE WORK
This work focus on the problem of a high rate of inactive
adults in the world, which brings threats to a long and healthy
life and decreases the quality of life around the world. In order
to address this, we identify a very common type of exercise
- resistance training -, that represents some issues regarding
motivation and adherence. This type of physical activity is
repetitive and people get easily bored and mentally tired. The
developed work resulted in a prototype for real-time sonifica-
tion of movement that leveraged on the previous findings that
sound can manipulate body perception and feelings [35, 22,
12, 34, 31]. We used an IMU for movement data collection
and attached it to a dumbbell without any change to the natural
usage of the object. The IMU was wirelessly connected to a
computer running the sonification software and the sound was
fed back to the user through headphones.

We conducted a user study on a within-subject approach and
tested the performance of a dumbbell exercise in three condi-
tions: Control (no sound); Low Frequency Sonification and
High Frequency Sonification. Even though our findings sug-
gest that sonification can indeed alter body perception and
feelings, we did not obtain statistical significance for all stud-
ied measures, with only perceived body weight and perceived
capability representing statistically significant differences be-
tween the conditions. Users felt heavier and less capable when
listening to the low frequency sonification. These findings do
not support our main goal of motivating people to exercise
by manipulating their body feelings. Nonetheless, influencing
body feelings negatively might have other applications, such
as games, virtual reality applications, and other immersive
experiences.

Our work was well accepted by the users, with some of them
expressing the use of the system as an enjoyable experience.
By their comments we could also conclude that the system
can bring benefits to the practice of resistance training, adding
more conscience to the movement and facilitating the concen-
tration. We believe by our results that the developed prototype
can be a starting point for the development of a useful tool
for improving motivation to exercise. Our findings also repre-
sent benefits for other applications that may take advantage of
influencing body feelings and perception.

Our prototype has the potential for being a flexible tool that
can be used for different types of exercises using a dumbbell
and this methodology can even be applied to other objects.
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However, at the moment the prototype is only suitable for the
practice of a specific exercise and needs a specialist to alter the
system to make it suitable for other exercises. This represents
a limitation and also an opportunity for improvement. A user
interface can be developed in order to allow the users to make
these adjustments themselves by simply choosing the exercise
they want to perform. This can be a starting point for the
development of an interactive gym based on this prototype
and other versions of it, creating an interactive experience for
unmotivated users that need a push to become more active.

Finally, our work needs further evaluation, which must include
a study with more users in order to find significant findings
and validate the developed solution. The present conclusions
represent a starting point for further research on the use of soni-
fication for perception manipulation when exercising using
objects.
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