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Abstract

The development of more advanced technology with increased cooling needs and the continuous
search for solutions with better energetic performances has been motivating the heat transfer commu-
nity to find alternatives to the cooling techniques employed until now. Such intensive search promoted
the advent of nanofluids, a novel type of coolants which is no more than a colloidal suspension of
solid nanoparticles into common cooling fluids. The potential exhibited by nanofluids motivated an
experimental study regarding the evaluation of the heat transfer performance and the hydrodynamic
characteristics of an Al2O3-isopropanol nanofluid flow. As a complement, a numerical investigation
based on a single-phase conventional approach was proposed, which has resulted in the present work.
This study consists in a direct comparison of the measured data with their numerical predictions,
which presumes a verification of the validity of the assumptions took to simulate a nanofluid behaving
as a homogeneous fluid. Also a parametric analysis testing the influence of each controlling parameter
considered in the experiments was conducted to, finally, show and conclude about the influence of
the comparison basis on the interpretation of results. As main conclusions, we can state the good
agreement between experimental data and predictions for laminar flow. In turbulent flow conditions,
the match between predictions and experiments was not so high as for laminar flow, still does not
compromise the validity of the assumptions followed. The parametric analysis showed a small increase
of the heat transfer coefficient with the addition of nanoparticles for laminar flow and a considerable
deterioration in turbulent flow conditions, when compared under a constant mass flow rate condition.
The same results interpreted in a constant Re basis produced significantly different conclusions, being
its use not recommended.
Keywords: Nanofluids, Al2O3-isopropanol, Numerical investigation, Single-phase conventional
approach, Comparative study

1. Introduction

Improving the efficiencies of thermal equipments
means a huge reduction on energy consumption
worldwide [1]. As more powerful technology is re-
leased, with increased cooling needs and more re-
stricted size constraints, the search for new cooling
techniques received much attention from the heat
transfer community.

One of them is the use of nanofluids, colloidal
supensions of solid nanoparticles into common
coolants (usually oxides with dimensions smaller
than 100nm), that triggered the attention because
of their altered thermal properties, namely its im-
proved thermal conductivity, which was seen to pro-
mote the heat transfer capacity in comparison to
the respective base fluid [2]. Until now, the mech-
anisms behind this enhancement were not clearly
identified, and no general theory was universally
accepted too, reason why the most reliable way to

acquire the thermal properties of a nanofluid is ef-
fectively measuring them [2].

Despite the importance of thermal conductivity,
the parameter responsible to quantify any enhance-
ment on the thermal performance and justify their
use over regular fluids is the convective heat trans-
fer coefficient (CHTC). Since it is directly related to
the heat transfer rate, its improvement could be the
key for the reduction of equipments size and weight,
better efficiencies and improved capacity to deal
with higher thermal loads [2]. However, this im-
provement has a cost associated, which is the extra
power required to pump a more viscous fluid after
the addition of nanoparticles. Any possible study
regarding the benefit of using nanofluids should take
into account these two important parameters [3].

Comparison between CHTC of nanofluids with
those of their base fluids is what will dictate if the
use of nanofluids is really valuable or not. Never-
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theless, one should carefully consider which com-
parison basis will he use and be aware of the risks
of that choice. An example is conclude about it via
constant Reynolds number (Re) comparison basis,
as all teams mentioned below did. Keeping Re con-
stant, we are actually comparing two flows at differ-
ent velocities and completely ignoring the penalty
in pumping power due to the addition of nanopar-
ticles. We are mixing contributions from different
velocities and thermal properties, so the physical
conditions are not the same and they should not
be compared. The same happens when computing
the Nusselt number (Nu) to evaluate the thermal
performance instead of the CHTC, since we are ac-
counting indirectly the influence of the thermal con-
ductivity [3].

Therefore, many teams published works focus-
ing on the experimental evaluation of the CHTC
in both laminar and turbulent flow regimes. The
majority reported enhancements on CHTC, as the
case of [4, 5] for laminar flow and [6, 7] for tur-
bulent flow, especially with the increase of Re and
nanoparticle concentration. However, some contro-
versy was brought to the debate with other authors
reporting not so auspicious results, like [8].

But not only experimental investigations were
carried out regarding nanofluids. Several numeri-
cal studies are also reported on the literature using
Computational Fluid Dynamics (CFD) techniques
[9–11]. Despite being a mixture of fluid and solid
particles, in the absence of a general theory the
easiest way to model a nanofluid is to assume its
behavior similar to a homogeneous fluid with effec-
tive thermal properties. This is the so-called single-
phase conventional approach and is supported by
two main assumptions. As the particles are usu-
ally very tiny and in low quantities, they are pre-
sumed efficiently mixed with the surrounding fluid.
This holds up the first assumption, which states
that no slip velocity exists among solid and fluid
particles. The other assumption is to consider that
both phases co-exist in thermal equilibrium con-
ditions [12]. These computational studies allowed
essentially to confirm the evolution trends seen for
experimental ones, and to prove that no great differ-
ence was verified when comparing single-phase with
more complex representations of nanofluid flows.

Although some conclusions presented in common,
poor agreement was found between the predictions
from regular fluid equations and experimental val-
ues in the analyzed papers. This fact goes against
what is expected since if it would be possible to
consider a nanofluid a homogeneous fluid, the equa-
tions developed for classic fluids should be able to
predict the nanofluid behavior too. To investigate
this incoherence, [13] proposed a review dedicated
to the interpretation of the convective heat trans-

fer of nanofluids and concluded that a nanofluid
could be considered a homogeneous fluid with al-
tered properties, since these properties effectively
belong to the nanofluid.

With the aim of help on the clarification of the
effects that nanoparticles have on the CHTC of liq-
uid coolants, researchers from Instituto Superior
Técnico conceived and produced an experimental
setup where an Al2O3-isopropanol nanofluid was
tested. The selection of such nanofluid, which they
report to be stable and Newtonian under all the
tested working conditions, intends to enlarge the
options of non-water based nanofluids available on
the literature [14]. The experimental setup con-
sisted in a closed duct circuit inside which the
nanofluid flows, being then submitted to a con-
stant heat flux supplied at the test section, a 2.4m
long circular tube, horizontally placed and with
an internal diameter of 3.5mm. For both laminar
and turbulent fully developed flow conditions, the
tests consisted on the evaluation of friction factor
and CHTC, measuring the pressure drop and wall
and fluid temperatures for samples of nanofluid at
several inlet temperatures, nanoparticle concentra-
tions, mass flow rates and heat fluxes, in stationary
conditions [14].

The present work appears as a complement of
[14], providing a numerical tool developed using the

CFD code ANSYS-Fluent R© based on the single-
phase conventional approach, with the main goal
of predicting the experimental measurements of
CHTC and friction factor within a small range of
error. Associated to that is, in fact, a verification
of the hypothesis of homogeneous fluid suggested
by [13], once thermal properties are available for
the nanofluid. Moreover, a parametric study is pro-
posed, in which we will infer about the influence of
each controlling parameter on the thermal perfor-
mance of the nanofluid, concluding with the exam-
ination of the influence of the constant Re compar-
ison basis on the final results interpretation.

2. Mathematical modeling
2.1. Governing equations for fluid flow with heat

transfer
[15] proposed a model to rule a dilute and Newto-
nian nanofluid flow in which he presented an extra
transport equation for the nanoparticle concentra-
tion. Since [13] suggests that for dilute mixtures
the mechanisms supposedly responsible for disorga-
nized nanoparticle movement within the flow are
small compared with traditional diffusion mech-
anisms, neglecting them is perfectly reasonable.
Moreover, during our simulations we intend to keep
constant the particle concentration by assuming
a perfect homogeneity inside the flow, which im-
plies no need of transport equation for nanoparti-
cles. The resulting governing equations are then the
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same as for pure fluid, but with effective properties,
meaning that for an incompressible and Newtoni-
nan fluid flow we have [16]

∇ · u = 0 (1a)

ρ
Du

Dt
= ρg −∇p+∇ ·

[
µ
(
∇u + (∇u)T

)]
(1b)

ρcp
DT

Dt
= ∇ · (k∇T ) + Φ (1c)

where u is the velocity vector, ρ the density, g
the gravity acceleration vector, p the pressure, µ
the dynamic viscosity, cp the specific heat, k the
thermal conductivity, T the temperature and Φ the
viscous dissipation fuction.

The system of equations 1 represents the conti-
nuity, Navier-Stokes and energy equations, respec-
tively.

2.2. Basic notions on internal flows
The mass flow rate, ṁ, from which is possible to
compute the mean flow velocity, um, is given by
[17]

ṁ = ρumAc =

∫
Ac

ρu dAc (2)

in which Ac means the cross-sectional area. This
flow, in fully developed conditions, has the particu-
larity of being one of the known analytical solutions
of equations 1b, granting an analytical expression
for the velocity profile. Therefore, it is possible to
compute the Darcy friction factor directly from [17]

f =
64

ReD
(3)

where ReD = ρumD/µ. This factor is a non-
dimensional parameter of extremely practical im-
portance since, when known, it allows the compu-
tation of the pressure drop of the flow, ∆p, as [17]

∆p =

∫ x2

x1

f
ρu2m
2D

dx (4)

For turbulent flow there is no discovered solu-
tions of the equations 1b, so f was experimentally
measured and plotted in the Moody diagram, which
gave rise to the implicit Colebrook equation [17]

1√
f

= −2 log

(
e/D

3.7
+

2.51

ReD
√
f

)
(5)

Similarly to the mean velocity, appears the mean
temperature, Tm, equal to [17]

Tm =

∫
Ac
ρcpuT dAc

ṁcp
(6)

It is a temperature that multiplied by the mass flow
rate and the specific heat gives the rate of sensible

energy carried by the fluid and its importance in
internal flows is undeniable, since it allows the di-
rect use of the Newton’s cooling law and consequent
estimation of the heat transfer coefficient, h, as [17]

q′′ = h(Ts − Tm) (7)

in which Ts means the surface temperature.
Even though h is the more important quantity in

convection problems, its estimation process is usu-
ally preceded by the Nu computation, for which
theoretical and semi-empirical equations are devel-
oped. This approach allows a cleaner calculation,
since it eliminates a great number of variables in-
fluencing h. For this flow in laminar conditions, the
correlation for NuD = hD/kf is given by [18]

NuD =



1.302x
−1/3
∗ − 1

for x∗ ≤ 0.00005

1.302x
−1/3
∗ − 0.5

for 0.00005 < x∗ ≤ 0.0015
4.364 + 8.68(1000x∗)

−0.506 exp(−41x∗)
for x∗ > 0.0015

(8)
where x∗ = (x/D)/(ReDPr). Regarding turbulent
flow, one of the possibilities to compute Nu is using
the Gnielinski equation [18]

NuD =
(f/8)(ReD − 1000)Pr

1 + 12.7(f/8)1/2(Pr2/3 − 1)
(9)

2.3. Modeling turbulence
The totally chaotic movement powered by turbu-
lence produces a set of fluctuations that makes an
instantaneous measurement of a flow quantity an
extremely complex signal. So, it is usual to de-
compose all instantaneous flow quantities into their
mean value, plus a fluctuating component, like

θ(r, t) = Θ(r) + θ′(r, t) (10)

where θ represents a scalar or vector quantity. This
is called the Reynolds decomposition and if we em-
ploy this modification to velocity, temperature and
pressure instantaneous fields and replace them into
equations 1, we end up with the Reynolds-averaged
Navier-Stokes (RANS) equations and Reynolds-
averaged energy equation, equal to [16]

∇ ·U = 0 (11a)

ρ
DU

Dt
= ρg −∇P +∇ ·

[
µ
(
∇U + (∇U)T

)
− ρu′u′

]
(11b)

ρ
DT
Dt

= ∇ ·
(
k

cp
∇T − ρu′T ′

)
+

Φ

cp
(11c)

The appearance in RANS equations of the
Reynolds stress tensor, τR = −ρu′u′, totally un-
known a priori, powered the advent of the turbu-
lence models, empirical models responsible to esti-
mate them. Due to our simple geometry and in-
compressible flow, any two-equation model should
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produce satisfactory results. The choice ended up
to be the SST κ−ω since it has no restrictions while
applied in the near-wall zone.

2.4. Modeling thermophysical properties
For the nanofluid in question, the measured values
for density can be adequately predicted employing
the following equation [19]

ρnf = 808.7697− 0.9508T + 6.4576ω (12)

where ρnf means the density in [kg/m
3
], T the tem-

perature in [oC] and ω the particle mass fraction in
[%].

Dynamic viscosity exhibit different non-linear be-
havior with T and ω and, contrarily to density, fit-
ting a single equation to predict its values within
the entire variation range of the parameters was not
possible. For that reason, an equation for each ω
[%] studied was proposed, in the form of [19]

µnf =

{
(a+ bT )−1, ω = {0; 0.387; 0.992; 3.12}
(a− b/T 2)−1, ω = {4.71}

(13)
in which µnf is the dynamic viscosity in [Pa.s] and
a and b are constants with values given in table 1.

Table 1: Coefficients for the dynamic viscosity model.

ω [%] 0 0.387 0.992 3.12 4.71

a 175.5004 126.2533 137.8122 142.4812 355.8237

b 12.9337 12.5972 11.2665 7.8454 36462.5170

The case of thermal conductivity is quite similar
to density, since it was possible to express the in-
fluence of the two parameters into one single model
equation. Such equation is then equal to [19]

knf = 0.09545 + 0.00128ω +
13.1182

T
(14)

where knf is expressed in [W/(m.K)], ω in [%] and
T in [K].

Finally, the model for specific heat at constant
pressure is quite different and requires more aux-
iliary math than the others. It is approximately
given by [19]

cp,nf =
a+ bT 2 + cT 4

Mmix
(15)

where cp,nf appears in [J/(kg.K)], T in [K], a, b, and
c are constants and Mmix [kg/mol] is the mixture
molar mass equal to

Mmix = Mbf (1− y) +Mnpy (16)

with Mbf = 0.060095 and Mnp = 0.101961 [kg/mol]
being the substances’ molar mass and y the particle
molar fraction, given by

y =

[
1 +

Mnp

Mbf

(
1

ω
− 1

)]−1
, y > 0 (17)

Note that in equation 17, ω appears in [kg/kg] to
generate y in [mol/mol]. Constants a, b, and c are
computed through the following set of equations,
this time with y being used in [%].

a = 105.93− 0.532y (18a)

b = −1.43× 10−4 − 4.01× 10−6y (18b)

c = 7.89× 10−9 + 1.1× 10−11y (18c)

3. Numerical investigation
3.1. Finite volume method
Finite volume method (FVM) is a numerical tech-
nique widely used in CFD problems. It consists in
the division of the computational domain into sev-
eral aggregated control volumes (CVs), containing
each one a grid node, for which a transport equation
is integrated over the CV boundaries. This proce-
dure creates an integral balance algebraic equation
for each CV that replicated to the remaining CVs
produces a coupled system of algebraic equations
whose solution is the dependent variable value in
each grid point.

The discretization process requires some approxi-
mations when computing the CV face values needed
for fluxes’ computation. If the derivatives of the dif-
fusive term are well approximated assuming a linear
variation between the two surrounding node values,
the convective term requires a discretization scheme
to compute the face values with weighted contribu-
tions from the surrounding nodes. Fluent R© has
available a second order upwind scheme (if un-
bounded is equivalent to FROOM in [16]) which
reveals to be the most suited option since it ensures
a second order error reduction without requiring a
high computational effort [20].

Once selected the discretization scheme, it is pos-
sible to write an algebraic equation for each CV and
finally build the system of discretized equations.
For a scalar conserved quantity, θ, the generic dis-
cretization equation is equal to [16]

aP θP =
∑
nb

anbθnb + b (19)

in which P represents the central node, nb the
neighboring nodes, ai the coefficients of the discrete
equations (available in [16] for FROOM scheme)
and b the independent term.

Such procedure allows the numerical solution of
scalar transport equations, like equation 1c. On the
other hand, the numerical solution of the Navier-
Stokes equations requires a more complex proce-
dure due to the pressure-velocity coupling. SIM-
PLE algorithm is an iterative technique especially
designed to simultaneously find the velocity and
pressure fields of the flow, but its convergence rate
might be slow in some occasions. Taking that in
mind, the segregated solver of Fluent R© provides
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an improved version - called SIMPLEC - which ac-
celerates the convergence of the algorithm, reason
why it will be used instead of SIMPLE when solving
the Navier-Stokes and continuity equations [20].

The resulting systems of discrete equations for
each flow variable are effectively solved in Fluent R©
using the iterative Gauss-Seidel method following
an Algebraic Multigrid approach.

3.2. Boundary conditions
For laminar flow, at the inlet, the temperature field
is considered constant and the flow fully developed,
with a velocity profile described by [17]

u

um
= 2

[
1−

( r
R

)2]
(20)

At the outlet, a pressure-outlet condition was con-
sidered, simulating a flow exit at atmospheric pres-
sure. For the stationary tube wall, a no-slip con-
dition was employed and a constant heat flux was
defined. Finally, the axisymmetric character of our
geometry allowed to define a symmetry condition
along the symmetry axis. This last one is of great
importance, since it allowed a reduction from a 3D
geometry to a 2D flow sheet.

In turbulent case, equation 20 is no longer valid,
being the fully developed flow conditions approxi-
mated by [21]

U

Umax
=
(

1− r

R

)n
(21)

where n = 1/7 and Umax is given by [21]

Uavg

Umax
=

2

(n+ 1)(n+ 2)
(22)

The turbulence model adds two extra transport
equations that also need boundary conditions. For
the inlet estimations of κ and ω, the procedure de-
scribed in [22] based on the turbulence intensity, I,
and on the hydraulic diameter was adopted. To the
user, no more modifications are required and the
remaining treatment for the laminar case remains
valid for turbulent flow conditions.

3.3. Mesh independence study
The mesh has a strong influence on the solution pro-
cess, reason why one should investigate when the
results become independent of it. The 2D geome-
try allowed the use of a Cartesian structured mesh
and this refinement process will only test meshes
differing in the number of radial and axial CVs.

Independent meshes will be used for laminar and
turbulent flow regimes due to the near-wall flow,
requiring separate independence tests. Controlling
conditions are presented in table 2 and the conver-
gence criteria, adopted during the entire work, is
the continuity’s scaled residual inferior to 10-8 or

Table 2: Conditions adopted in the mesh convergence
study.

Reg. Tin [oC] ṁ [kg/s] q′′ [W/m2] ω [%] u/U I [%]

Lam. 15 0.00767 1000 0 Parabolic -

Turb. 15 0.0767 10000 0 Constant 5

κ’s and ω’s smaller than 10-7. The grid selected is
the one where the improvement in solution accuracy
does not justify the extra time consumed.

For the laminar case, seven grids were contem-
plated where both temperature and axial velocity
were tracked at x = L/2 and r = 0. From grid 1
to 5, the refinement was attained by doubling the
number of CVs in both directions, until 3860×80
(noCVx × noCVr), being then grids 6 and 7 pro-
posed with dimensions between grids 3 and 4. The
refinement influence was better noticed in the axial
velocity plot, illustrated in figure 1. Grid 6 was cho-
sen since it produced almost equal results to grid 4
with a reduced number of CVs of 1440×30.

The key features evaluated for the turbulent case
were h and the skin friction coefficient, Cf , equal
to [17]

Cf =
τw

ρu2m/2
(23)

where τw means the wall shear stress. Both tem-
perature and velocity exhibit shaper slopes in the
near-wall zone that need to be captured, and these
two quantities represent a good indicator of their
resolution and impact on computed quantities.

Due to this phenomenon, local refinement in the
near-wall zone might be necessary, since equally
spaced meshes probably do not capture with the
necessary detail the gradients there. So, besides
the refinement process, also a biased arrangement
was proposed to be compared with the structured
one. Using the know-how acquired in laminar case,
only three grids were considered this time.

Results are available in figure 2. In (a), one can
see Cf lines totally converged for biased meshes,
proving the failure of an equally spaced mesh with
the same number of CVs in capture the velocity gra-
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Figure 1: Velocity axial evolution at r = 0 for mesh
independence study in laminar flow conditions.
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Figure 2: Axial evolution of (a) Cf and (b) h for mesh
independence study in turbulent flow conditions.

dient with the desired detail. Similarly, (b) shows
clear improvements from using a biased mesh in h
computation and the small difference between the
results from biased grids 2 and 3 indicates that bi-
ased grid 2, whose dimensions are 1920×40 and the
bias factor is 15, is the most indicated one for tur-
bulent simulations.

3.4. Model validation

This validation procedure intends to estimate the
accuracy of the model by comparing measurements
of the base fluid with their predictions and with
theory, whenever possible. Thus, Nu, Tm and wall
temperature, Tw, were tracked in non-isothermal
tests, while f was the object of interest of isother-
mal replications.

For laminar flow conditions, figure 3 shows that
for Tm experiments match perfectly the CFD line
for each one of the studied inlet temperatures, al-
though for Tw the agreement is very good up to
x = 1.4m, loosing this trend in the last two points.
Based on the theory, we expect a continuous axial
increase of Tw which is not verified, for instance,
in the Tin ≈ 35oC case, reason why we relate this
erratic trend to experimental errors. In terms of
Nu, the agreement between theory, predictions and
experiments is very good up to the fourth experi-
mental point only, reflecting from there on the in-
fluence of the unexpected ∆T presented in figure
3 (a). Only 15% difference was found between ex-
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Figure 3: Isopropanol laminar predictions. (a) axial evo-
lution of Tm and Tw and (b) axial evolution of Nu. Con-
ditions⇒ Tin = 14.6oC (Blue) • Tin = 24.6oC (Green)
• Tin = 34.8oC (Red).

perimental and theory values, confirming the good
performance of the model for laminar simulations.

A similar study was conducted for turbulent
regime and the results are given in figure 4. Both
Tm and Tw were axially matched against measure-
ments and Nu compared with experiments and
equation 9 with f computed via equation 5. Again,
predictions and measurements for Tm exhibit a bet-
ter agreement than for Tw. Still, the trends of evo-
lution are very close and totally acceptable.

In terms of Nu, the agreement between predic-
tions and experiments can be considered very good
whenever the numerical and experimental ∆T are
very close, but any small difference in ∆T is highly
amplified in terms of Nu. This is the main explana-
tion for the observed results, since when no differ-
ence was noted on measured and predicted ∆T , ex-
perimental and computational Nu agree very well.
Even though, and neglecting the last two experi-
mental points, all the local predicted Nu are within
20% of the measured ones.

On the other hand, the Gnielinski equation was
not able to correctly predict the local Nu. Such
behavior has already been noticed in [7] and [9], so
we accept it as expected. However, slopes of predic-
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Figure 4: Isopropanol turbulent predictions. (a) ax-
ial evolution of Tm and Tw and (b) axial evolution of
Nu. Conditions ⇒ Tin = 15.3oC (Blue) • Tin = 25.8oC
(Green) • Tin = 35.1oC (Red).

tions and Gnielinski lines are the same, supporting
the rising trend of Nu and confirming the presence
of small errors in temperature measurements.

Predictions and measurements for f in laminar
and turbulent regimes, for the three considered inlet
temperatures, are available in figure 5. There, they
are compared against equations 3 and 5, this last
one considering a roughness of 3 µm used in all the
turbulent simulations performed [14]. For laminar

0.01

0.1

1

100 1000 10000

f

ReD

CFD Exp
CFD Exp
CFD Exp
Eq. (3) Eq. (5)

Figure 5: Isopropanol friction factor for laminar and
turbulent regime. Conditions ⇒ Tin = 15oC (Blue)
• Tin = 25oC (Green) • Tin = 35oC (Red).

conditions, the agreement is almost perfect until
Re ≈ 2150, the value identified as the onset of
transition to turbulent flow [14]. When turbu-
lence is present, predictions at low Re are substan-
tially superior than measured values and also than
Colebrook equation, meaning a possible overestima-
tion of the ∆p effectively developed that becomes
smaller as Re increases. As to us, it reveals the infe-
rior performance of turbulence models in turbulence
developing conditions.

4. Results and discussion

4.1. Predictions vs. experiments

Several cases like those from figures 3 and 4, this
time regarding the nanofluid loaded at several par-
ticle concentrations, were numerically simulated in
order to evaluate how accurately the model pre-
dicts the thermal and hydrodynamic characteristics
of the nanofluid.

The average heat transfer coefficient, h, given by

h =
1

As

∫
As

hdAs (24)

was the parameter chosen to quantify the thermal
performance of the nanofluid and a direct compar-
ison between the experimental and predicted h can
be seen in figure 6.

Similarly to validation tests, laminar case shows
a very good agreement among predictions and mea-
surements, considering that only in four cases the
error exceeds 10%. The reason for such discrepancy
is unclear, apart from computational/experimental
errors, once buoyancy effects were considered in [14]
and revealed to be insignificant.

For turbulent flow the error magnitude involved
is higher, especially for Tin = 35oC, but only five
cases exhibit errors over 20%. An increased grow-
ing rate of the experimental data over predictions,
for higher h (consequence of higher ṁ and q′′), was
noticed mainly for larger ω and the model was inca-
pable to reproduce it. However, the good agreement
exhibited for most cases with inlet temperatures of
15oC and 25oC make us wonder about what physi-
cal reason stands behind the large differences found
for 35oC, besides experimental errors.

Numerical results for f were gathered and com-
pared with experimental measurements and the the-
oretical laws 3 and 5, as illustrated in figure 7. For
laminar regime, in line with the previous tests al-
ready seen, the plot shows excellent agreement be-
tween theoretical, experimental and numerical data
for the entire range of laminar Re.
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Figure 6: Comparison between numerical and experi-
mental average heat transfer coefficients for (a) laminar
regime and (b) turbulent regime. Blue data - Tin = 15C;
Green data - Tin = 25C; Red data - Tin = 35C.

With respect to turbulent flow, not much can be
added to what was already concluded when base
fluid was investigated for validation purposes. Nev-
ertheless, experimental data is always below predic-
tions and Colebrook line, indicating a possible ∆p
overestimation even for larger Re than what really
happens.

No influence of temperature or particle addition
was noted in the numerical results for f , corrobo-
rating the experimental verification of Newtonian
behavior for the Al2O3-isopropanol nanofluid.
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Figure 7: Al2O3-isopropanol friction factor predictions
and experiments. Blue data - Tin = 15oC; Green data -
Tin = 25oC; Red data - Tin = 35oC.

4.2. Parametric analysis

This parametric analysis allow us to study the in-
dividual influence that mass flow rate, temperature
and particle concentration has on the thermal per-
formance of the nanofluid. Results contemplating
both laminar and turbulent flow regimes are avail-
able in figure 8 and simulations were performed
keeping a constant heat flux for each flow regime.

Figure 8 (a) clearly shows that h increases with
ṁ. It makes sense, since mass flow rate powers
fluid’s bulk motion, a basic request of forced con-
vection to exist. Also a higher Tin enhances h, for
a fixed ṁ and q′′. We attribute this increase to the
cp augmentation together with a ρ reduction due to
the greater temperatures, which allows the fluid to
absorb more energy per oC raised and accelerate by
continuity, respectively.

The lack of improvement powered by nanopar-
ticles addition is also curious. With exception of
Tin = 15oC and ω = 4.71% which claims some at-
tention with its nearly 3% increase respectively to
pure fluid, the heat transfer enhancement is almost
unnoticed. This means that, when ṁ is maintained,
the k improvement given by nanoparticles is not
enough to largely overcome the adverse contribu-
tions of ρ intensification and cp decrease.
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Figure 8: Influence of mass flow rate on average heat
transfer coefficient for (a) laminar flow (q′′ = 1kW/m2)
and (b) turbulent flow (q′′ = 10kW/m2). Blue data -
Tin = 15oC; Red data - Tin = 35oC.
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In spite of the distinct supporting mechanisms,
figure 8 (b) demonstrates that the influence of ṁ
and Tin on h under the presence of turbulence is in
line with laminar results. Turbulent transport has
more importance on flow dynamics than properties
variation and motivated a closer look on turbulent
quantities when trying to find a reason to the h
decrease with particles addition, which could reach
30% respectively to base fluid alone.

Since turbulent kinetic energy dissipation rate,
ε, is directly related to turbulence production, it
was investigated and an interesting correlation was
found, showing that to the highest h was associated
the largest ε. As ε is directly proportional to vis-
cosity and strain rate intensity, we noticed that this
h improvement came from a sharper velocity gra-
dients within the turbulent boundary layer, since
temperature promotes ε but reduces viscosity. So,
the more turbulence produced, the better the ther-
mal performance and, while temperature promotes
this phenomenon, the addition of nanoparticles has
a negative contribution on it. This conclusion is
corroborated by the reduced degree of turbulence
reported by [14] regarding the nanoparticles effect
on h in turbulent flow conditions.

The reported observations agree qualitatively
well with the data presented in [14] regarding the
ṁcp comparison basis.

4.3. Influence of constant Re comparison basis

The same data is now presented in a constant Re
comparison basis, in order to investigate its influ-
ence on the results interpretation. This is the most
used comparison basis in the literature but it com-
pletely ignores the effect of nanoparticles on the
thermal properties. An equal Re simply ensures the
same ratio of inertia to viscous forces and not the
same dynamic conditions, so a viscosity variation
imposed by exterior factors will imply a velocity
change to keep the same force ratio, leading us to a
comparison between two totally distinct dynamics.
This is what supports the statements of [3] about
the inviability of using Re as comparison basis.

Data for laminar flow is available in figure 9 (a),
and comparing it with that presented before for
mass flow rate comparison basis, some differences
are clearly noticed. The first one is that h is en-
hanced by a temperature reduction. This happens
because µ is reduced by temperature and keep the
same Re will only be achieved thanks to a ṁ re-
duction. This h enhancement is about 10 to 14% in
comparison with the base fluid but is, in fact, a con-
sequence of the higher ṁ considered for Tin = 15oC
rather than a temperature reduction.

For a constant T and ṁ, Re is significantly re-
duced as long as ω increases from 0% to 4.71%.
What succeeds is that such reduction allows a sepa-
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Figure 9: Average heat transfer coefficient compared un-
der constant Re basis for (a) laminar flow (q′′ = 1kW/m2)
and (b) turbulent flow (q′′ = 10kW/m2). Blue data -
Tin = 15oC; Red data - Tin = 35oC.

ration of the ω-constant lines, reflecting a supposed
improvement of h. For ω = 4.71% and consider-
ing the same Re, an enhancement superior to 20%
in h was verified when compared to the base fluid.
This suggests that a nanofluid is prone to have a
superior thermal performance as long as it contains
more nanoparticles, which we already proved to be
true, but in totally different proportions. This qual-
itative improvement tendency agrees with the ma-
jority of the laminar investigations given in section
1, where both Re and ω were identified as sources
of improvement for h for several types of nanoflu-
ids, and also with [14], confirming what has been
presented and discussed until now.

For turbulent flow conditions, constant Re ba-
sis has revealed a curious insensitivity of the h on
temperature and particle concentration variations,
clearly contrasting with the decrease of h powered
by particles addition and the favorable effect of tem-
perature, observed in figure 8 (b).

5. Conclusions

In conclusion, the model performs well while pre-
dicting the heat transfer conditions of a laminar
Al2O3-isopropanol flow, as demonstrated by the
good match between predictions and experimen-
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tal data. Based on that, we can confirm that this
nanofluid follows very well the hypothesis of being
correctly represented as a homogeneous fluid with
altered properties. Predictions for turbulent flow
revealed an inferior degree of agreement in relation
to laminar case, still the differences in the majority
of simulations were kept within an acceptable error
level, validating the hypothesis when turbulence is
present as well.

Improvements in the CHTC directly related to
Al2O3 nanoparticles addition were only found in
laminar flow conditions. However, those percent-
ages are quite small and possibly do not justify
their use replacing the base fluid alone, since their
manufacture requires an additional economical ef-
fort and they might suffer from long stability prob-
lems. Even though, if these are considered minor
problems, as well as the extra pumping power, it is
possible to attain a better performance using this
nanofluid in laminar forced convection applications.
Nevertheless, one should not blindly trust on the
quantification of the enhancements resultant from
a constant Re comparison basis, since the realities
compared are not really the same. No advantage
was seen from the use of Al2O3-isopropanol nanoflu-
ids in turbulent flow conditions.
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