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Resumo

O desenvolvimento de nova tecnologia de ponta com necessidades de arrefecimento acrescidas e a

constante busca de soluções energéticas com melhores desempenhos tem vindo a motivar a comu-

nidade cientı́fica dedicada ao estudo da transmissão de calor na procura de soluções de arrefecimento

alternativas às já existentes. Essa incessante procura promoveu o desenvolvimento dos nanoflui-

dos, uma nova classe de fluidos de arrefecimento que não são mais do que suspensões coloidais

de nanopartı́culas sólidas num fluido de arrefecimento usual. A junção das nanopartı́culas ao fluido tem

a particularidade de alterar as propriedades termofı́sicas dos fluidos base, em particular ao provocar um

aumento na condutividade térmica, o que se pode refletir num possı́vel melhoramento da capacidade

de transmissão de calor do sistema.

O potencial exibido pelos nanofluidos motivou um estudo experimental relativamente à quantificação

da capacidade de transferência de calor e das propriedades hidrodinâmicas de um escoamento de um

nanofluido composto por nanopartı́culas de Al2O3 e isopropanol. Como suporte ao estudo experimen-

tal, propôs-se uma investigação numérica do escoamento baseada na hipótese de escoamento a uma

fase, que acabou por dar origem ao presente trabalho. Este estudo consistia numa comparação direta

entre valores medidos experimentalmente e valores previstos pelo modelo, que acaba por pressupor a

validação das hipóteses adotadas ao considerar um nanofluido como um fluido homogéneo. Também

uma análise paramétrica onde se pretendia testar a influência de cada um dos parâmetros que con-

trolam a experiência foi levada a cabo, para no fim se mostrar e concluir sobre a influência que as

diferentes bases de comparação têm na interpretação dos resultados.

O coeficiente de transmissão de calor e o fator de atrito foram calculados computacionalmente e,

como conclusões principais, salienta-se o bom grau de concordância exibido entre os valores experi-

mentais e os previstos, para regime laminar. Em condições de regime turbulento essa concordância

não foi tão elevada quanto a para regime laminar, mas foi suficiente para não comprometer a validade

das hipóteses em que se baseia este estudo. A análise paramétrica mostrou um ligeiro aumento do

coeficiente de transmissão de calor com a adição de nanopartı́culas para regime laminar e uma con-

siderável degradação do mesmo em regime turbulento, quando comparados através duma condição de

caudal mássico constante. Esses mesmos resultados interpretados à luz duma condição de Re con-

stante acabaram por produzir conclusões substancialmente diferentes, pelo que não se recomenda o

seu uso.

Palavras-chave: Nanofluidos, Al2O3-isopropanol, Investigação numérica, Condição de es-

coamento a uma fase, Estudo comparativo
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Abstract

The development of more advanced technology with increased cooling needs and the continuous search

for solutions with better energetic performances has been motivating the heat transfer community to

find alternatives to the cooling techniques employed until now. Such intensive search promoted the

advent of nanofluids, a novel type of coolants which are no more than colloidal suspensions of solid

nanoparticles into common cooling fluids. This nanoparticles addition has the particularity of modify the

thermal properties of the base fluids, namely improve the thermal conductivity, what is reflected in terms

of an possible enhancement of the system’s heat transfer performance.

The potential exhibited by nanofluids motivated an experimental study regarding the evaluation of

the heat transfer performance and the hydrodynamic characteristics of an Al2O3-isopropanol nanofluid

flow. As a complement, a numerical investigation based on a single-phase conventional approach was

proposed, which has resulted in the present work. This study consisted in a direct comparison of the

measured data with their numerical predictions, which presumes a verification of the validity of the

assumptions took to simulate a nanofluid behaving as a homogeneous fluid. Also a parametric analysis

testing the influence of each controlling parameter considered in the experiments was conducted to,

finally, show and conclude about the influence of the comparison basis on the interpretation of results.

Both heat transfer coefficient and friction factor were computationally computed and, as main con-

clusions, we can state the good agreement between experimental data and predictions for laminar flow.

In turbulent flow conditions, the match between predictions and experiments for these two quantities

was not so high as for laminar flow, still does not compromise the validity of the assumptions followed.

The parametric analysis showed a small increase of the heat transfer coefficient with the addition of

nanoparticles for laminar flow and a considerable deterioration in turbulent flow conditions, when com-

pared under a constant mass flow rate condition. The same results interpreted in a constant Re basis

produced significantly different conclusions, being then not recommended its use.

Keywords: Nanofluids, Al2O3-isopropanol, Numerical investigation, Single-phase conventional

approach, Comparative study
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Chapter 1

Introduction

1.1 World energetic situation: looking for more efficient energy

solutions

Energy is, was and will be part of our lives. We need energy for everything we can imagine, from cooking

a simple meal to producing any kind of product in a factory, from watching television to propel a space

rocket through the atmosphere. Even our vital functions are performed thanks to energy produced

and stored in our cells through aerobic respiration, fermentation and digestion. Until now, scientific

community did not achieve yet a universal and clear definition for energy, but one thing is for sure:

it cannot be produced and it does not vanish, systems simply exchange energy in its many forms of

existence. This, as one may notice, represents the well-known first law of Thermodynamics.

The previous paragraph illustrates in a simple way why energy is so important to mankind and we

will see now why its management and rational use could be even more important. According to the

World Energy Outlook 2017 [1], International Energy Agency (IEA) predicts a world energy demand

growth around 30% until 2040, although optimistic forecasts intend to show that it will go on at a smaller

rate compared to what is currently happening. Figure 1.1 displays how such demand is divided, with

countries like India and China placing themselves as leaders in energy requirements. It is an inevitable

fact, once world’s population is increasing and their energetic needs too. Also, the electrification and

industrialization of such developing countries is a process that has been carried out over the last decades

and also contributes to the substantial rise. Facing this problem, countries need to define strategies and

new polices about how they can deal with such an increasing demand. Even with all the effort done

by scientists, notorious people and environmental organizations trying to inspire nations and industry

to a cleaner and more decarbonized world using renewable resources and more efficient techniques to

produce electricity, the reality is that fossil fuels like coal, oil or natural gas still represent the major slice

of the whole group of primary energy sources, as we can observe in the China’s data [1].

Projections point that during next years renewables will increase and reinforce their marketplace in

the power production sector, but coal and especially natural gas, will keep their throne as the most

used resources. On the other hand, the case of oil is quite different, once its main usage now is the

1



Figure 1.1: Trends of change in world’s energy demand. Adapted from [1].

transportation sector. Due to development and globalization of hybrid and electric vehicles and the

replacement of oil derivative combustibles by natural gas, producing less pollutant and CO2, IEA predicts

a future decrease in consumption during next years, but not enough to suppress oil totally [1].

Another way to face the problem of large pollutant emissions and, also, to reduce costs related to

energy systems is the improvement of the process itself, by means of improving its global efficiency.

Improving efficiency means reducing wasted resources or, in other words, a better usage of raw mate-

rials, taking more advantage of them and saving some money. According to IEA, without enhancement

of efficiencies in energy sector, the consumption of final energy would be more than doubled compared

to what is currently happening [1]. But acting on global efficiencies level is not so easy, once energy

systems may be considerably complex sometimes. To work around this issue, engineers were forced to

subdivide them, performing then detailed analyses that led to specified solutions. Taking as an example

the energy production sector and a common power plant – fossil-fuel power plant – this subdivision can

be done considering, for instance, sub-systems responsible for steam generation, electricity production

or refrigeration. Each one with its own specific purpose, together they make possible the production of

electrical energy in virtue of fossil fuel’s combustion and acting on its solo efficiency, we are influencing

the global efficiency of the plant.

Is the heat carried by the flue gases resulting from the combustion of fossil fuels that vaporizes the

water present in the inner coils into high pressurized steam, which in its turn expands inside the turbine,

producing the work that allows the electrical energy production through the coupled generator. However,

heat is not only the heart of the process, it is also the main reason of verified low efficiencies in some

thermal equipments, considering that a significant amount of heat is released when stack gases leave

the boiler via exhaust pipes, or even lost through the enclosures. In fact, heat losses are a difficulty

shared by every thermal machine facing temperature differences, due to the spontaneity of the heat

transfer process. It is something we musk keep under control if we want to extract the maximum profit
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from the equipment.

But not only in energy production sector thermal efficiencies are a key factor. Cooling solutions

represent another large investigation area where thermal management has great importance to ensure

either thermal comfort to people or appropriate working conditions to those devices that produce heat as

result of their normal operation. Thermal engines, machining tools or electric and electronic equipments

can be easily identified as belonging to a group of products with cooling needs. This kind of machinery

sometimes dissipates so much heat that can even cause itself real damages if any type of cooling

solution was not taken. Considering that, cooling systems are of extreme importance to industry and

also for human lifestyle, once nowadays, people are much more addicted to technology and always

looking for improved devices. As new electronic top-products generally have better specifications, faster

processors and higher level of compactness, the amount of heat released is clearly denser than before,

requiring improved cooling solutions as well.

Apparently, there is nothing in common between the two types of technology presented before, with

exception that both deal with heat transfer inside heat exchangers (HXs). Due to their importance for real

applications, HXs have received a lot of attention from the community along the years. Bergles [2], by the

time he published his work, organized the various phases of HXs investigation into generations of heat

transfer technology, each one characterized by a given step forward on the enhancement techniques.

Besides the identification of the various types of HX, he have also classified all the techniques into active

or passive, with the single difference of requiring extra power consumption, or not. From the passive

ones, we would like to highlight the inclusion of additives to heat carrying agents to improve their heat

transfer performance by modifying their thermal properties. Such technique can perfectly be the main

reason behind the existence of this work.

1.2 Nanofluids: a general overview

Scientists and engineers have called nanofluids the colloidal suspensions of solid nanoparticles, gener-

ally with a diameter smaller than 100nm and in a low concentration range, into classic heat transfer fluids,

the so-called base fluids. Examples of common base fluids are water, engine oils, lubricants or even al-

cohols. This solution, as many others in cooling science, came from the need of dealing with increasing

thermal loads in industry and technological appliances and it is very appreciated by the community due

to its promising results, while applicable to existing thermal systems, but also as a consequence of its

great performance in experimental tests, indicating the possibility of developing new and more efficient

technology based on nanofluids as a heat transfer medium. The term “nanofluid” first appeared in 1995

thanks to Choi and Eastman [3], in a research work where the improvement of thermal conductivity

of liquids powered by suspended nanoparticles was addressed, although the authors indicated earlier

studies noticing this fact.

Many specimens of nanoparticles were tested and reported during nearly the past twenty years,

going from carbon-formed to magnetic particles, but a quick look into the literature shows that the most

utilized nanoparticles are oxides, like Al2O3 (alumina), CuO (copper oxide II) or TiO2 (titanium dioxide),
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due to their large stage of oxidation [4]. Although they were recently created and studied, it is important

to notice that, within typical low particle concentration ranges and for generally spherical particles, they

behave much like to conventional Newtonian fluids, which represents another interesting feature about

this new type of fluid [5].

1.2.1 Preparation methods and stability issues

Regarding the procedures taken with the objective of producing nanofluids with satisfactory quality,

which should be the first main goal of anyone trying to do experiments on them, there are two well

accepted methods of manufacturing such fluids. In contrast to what we might think, the preparation is

of extreme importance for the overall nanofluid performance, once the method is directly responsible

for achieving what researchers usually call a stable nanofluid. The stability of a colloidal suspension is

measured in terms of its level of particle agglomerates created and the more clusters formed, the less

stable the suspension is. In addition, a unstable nanofluid sees its properties be altered and deteriorated

and do not demonstrate all the potential it has [6–8]. Stability turns itself into a key factor for all the

experimental tests, findings and, posteriorly, future applications of this technology. Some proposed

techniques to improve it will be addressed after we introduce the preparation methods.

A technique that has been extensively used over the last years, and probably the most intuitive

one due to its simplicity, is the so-called two-step method. As the name states, it consists on the

dispersion of separately produced nano-matter, for instance in the form of dry powders, into selected

base fluids, suffering then a massive agitation process to well distribute the particles within the acceptor

liquid. This method has as primary advantage its relatively low price, mainly thanks to well established

chemical processes that reached the industrial level of production, capable of creating large quantities

of powders and making cheaper the samples’ production. However, and as a consequence of large

particles’ surface area together with their singular nature, agglomeration and sedimentation tend to

appear and the nanofluid will certainly become unstable, which leads to a degradation of its unique

characteristics. This is considered as the principal disadvantage of the presented method and, in order

to overcome this major stability problem, another type of manufacture procedure was proposed later –

the one-step method.

Although it involves higher complexity and lower production rates compared to their rival two-step,

one-step methods offer advanced techniques that allow a narrow control over the nanoparticles size. It

also promotes a more uniform distribution within the liquid while avoids nanoparticles’ drying, storage,

transportation and posterior artificial dispersion, resulting in suspensions with higher level of stability.

The process, even with some different approaches and specific techniques, has a main general rule: it

consists in the fabrication of a nanofluid in one single step, by means of producing and dispersing at

the same time the formed particles into the host liquid. As any process, one-step technologies have

some points against their use. The high price we need to pay in order to produce a small amount of

nanofluid or the difficulty to produce it in industrial quantities are just two of them, but the possibility

of remaining impurities inside the suspension seems to be other important issue. More detailed and

4



deeper information about these procedures is available on the consulted review papers [6–8].

In alternative to one-step techniques, cheaper “tricks” can be used in conjunction with a two-step

technique to fight against the formation of clogs. A widely used simple technique is the addiction of a

compound, called surfactant, to the suspension that will act on the surface of solid particles, preventing

their linkage to other peers. Basically, when a surfactant meets a solid particle, its molecules will locate at

the particle surface (the solid barrier between the two phases) and promote particles’ wettability, which

represent the capacity to attract or repulse liquid molecules. Consequently, solid particles will tend

to be surrounded by liquid, placing surfactants as a simple and low-cost way combined with two-step

methods to produce stable nanofluids. In fact it is, but with some reservations. The use of surfactants

might degrade the heat transfer medium by two different factors: firstly, while promoting a good particle

dispersion within the liquid, a surfactant layer will be formed around those particles, creating an extra

resistance to heat flow; secondly, during heating/cooling cycles some undesirable compounds may be

formed and what is expected to be a pure heat transfer medium becomes a contaminated one, which

turns surfactants at the same time promoter compounds and pollutant agents [7]. Also, the typically not

very high maximum temperatures where their use would guarantee a good particle dispersion level is a

limitation for the combination of surfactants and nanofluids [6]. Until now, there is not yet an established

production method that fits well all the most important features, say economic and productive.

1.2.2 Thermophysical properties and heat transfer performance

Nanofluids have superior interest in heat transfer field mainly because of their thermophysical properties.

Through the addition of solid nanoparticles, we are influencing the fluid thermal conductivity and possibly

promoting its heat transfer capacity, in comparison to the base fluid alone [4]. However, this evaluation

may not be straightforward because, besides the thermal conductivity enhancement, other properties

like density, specific heat and viscosity will also be affected, influencing the convective heat transfer

coefficient (CHTC) in a way that may be different from the one verified in thermal conductivity [4, 9].

Thermal conductivity is by far the most studied and investigated property of a nanofluid. It is con-

sidered to be easily measured, essentially when compared to CHTC, and was seen as a good indicator

to quantify the thermal performance of a nanofluid. In order to demystify this abnormal enhancement,

several investigations were carried to analyze the influence of diverse mixture parameters and some

conclusions could be taken about their trends of influence on thermal conductivity of a nanofluid [4, 10].

Still, its enhancement mechanisms represent a challenge for the community. Various processes

were proposed to explain the verified increase in thermal conductivity, but no one has been generally

accepted yet, revealing a lack in agreement within the heat transfer community. During the last decade,

were essentially three the main proposed causes pointed to be the reason of such interesting increase,

known as particle random motion, liquid-layering and clustering [10–13].

None of the proposed mechanisms was able to clearly explain the process behind these enhance-

ments. Nevertheless, [10] presented some experimental evidence that clustering might be responsible

for a conductivity increase. Still, it is important to refer the implications of clustering on stability of nanoflu-
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ids. Random motion mechanisms were investigated by Buongiorno [14] who have identified Brownian

motion and thermophoresis as the two possible mechanisms capable to promote slip velocities among

particles. Unfortunately, neither Brownian motion nor thermophoresis were proven responsible for signif-

icant conductivity enhancement, and several explanations of this fact have been proposed, namely lower

time scale of Brownian motion compared to heat’s one [11], lower liquid diffusivity in relation to solid’s

one [10] and no influence of thermophoresis under experimentation [13]. [14] also computed some time

scales and concluded that, under turbulent regime, only turbulent mixing matters.

Such disagreement is, consequently, transported to theoretical modeling of the thermal conductivity

of a nanofluid. Maxwell’s equation developed for dilute mixtures with suspended spherical particles

can only reasonably predict conductivity values for very small concentrations, which is not suitable. A

lot of effort has been put on developing new models, as the literature evidences [10, 12, 15, 16], but

apparently none of them accomplishes its goal. While some under or over-predict experimental values,

others are developed for specific conditions and unable to explain well the data produced, revealing the

necessity of creating a general model which incorporates every contribution of the physics influencing

thermal conductivity. For that reason, the only reliable way to characterize the thermal conductivity of a

nanofluid is using experimental data measured under the intended work conditions [4, 17].

Nanofluid’s density and specific heat can be accurately computed using expressions derived from the

classic mixture rule because they seem to have no influence from the above cited solid-fluid interaction

mechanisms. In its turn, dynamic viscosity, which is clearly powered by the addition of nanoparticles,

suffers a strong influence from it. As a consequence, its prediction becomes an arduous task too,

with Einstein’s equation, the simplest model for a mixture’s viscosity, becoming untrusted for viscosity

computation. Similarly to thermal conductivity, no unifying model was created until now, which turns

again experimentation the only precise way of having nanofluid’s viscosity data [16, 17].

Despite the importance that thermal properties definitely have on the heat transfer mechanism, in

fact what is going to quantify any improvement is the CHTC. For forced convective heat transfer, CHTC

directly measures the amount of heat being convected and is clearly the key parameter for every cooling

solution. For instance, some benefits of the CHTC enhancement is the reduction of equipment’s size

and weight, better efficiencies and improved capacity to deal with higher thermal loads [4]. However, this

potential exhibited by nanofluids has a cost that must be paid, which is the penalty in pumping power due

to the increase in pressure drop. The presence of suspended nanoparticles turns the nanofluid a more

viscous fluid that needs additional power to flow inside the ducts and this may be a real problem. Hence,

when energy resources are considered a limitation, these two parameters should stay side-by-side and

the final goal must be one of the following options: find the highest CHTC for a fixed pumping power or

find the lowest pumping power considering the same CHTC [17].

Comparison between thermal performances of nanofluids and their base fluids is what will dictate

if the use of nanofluids is really valuable or not. Nevertheless, this comparison might not follow the

traditional rules used when singe fluid are considered. For example, due to the dynamic similarity incor-

porated and dimensionless character, Reynolds number (Re) seems the perfect choice for a comparative

basis for nanofluids too. This would be acceptable if the base fluid properties had remained unchanged
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with the addition of nanoparticles, which is definitely not the case. Keeping Re constant, we are actually

comparing two flows at different velocities and completely ignoring the penalty in pumping power due to

logical differences in viscosity of the two fluids. We are mixing contributions from different velocities and

thermal properties, so the physical conditions are not the same and they should not be compared. The

same happens when computing the Nusselt number (Nu) to evaluate the thermal performance instead

of the CHTC. A small Nu can be obtained due to an high thermal conductivity and not necessarily from

a low CHTC. To solve such conflicts, pumping power appears to be the most conservative and clear

choice for comparison basis, once they are made considering the same amount of power available to

both fluids. Constant velocity can also be seen as a reliable basis when penalties are small [17].

The truth might be cruel but the doubts shared over the years still hold today without a clear answer.

From our best knowledge, no general theory was yet proposed and consolidated, and actually may never

be. Nowadays, the paradigm seems to have changed to a more pragmatic look into the potential ben-

efits of nanofluids, as presented in the recent work of Buschmann et al. [18]. He and his team carried

out a comparative study between experimental investigations performed under standard conditions to

prove that a Newtonian nanofluid could be considered a homogeneous fluid. To ground their analysis, a

similarity study was executed, where four conditions for a hypothetical nanofluid behaving as a homoge-

neous fluid were introduced. Similarity parameters were created and computed for every investigation

with the intent to prove each one of the assumptions. In the end, they were able to conclude that a

nanofluid can, effectively, be treated as a single-phase fluid with effective properties and classic fluid

mechanics and heat transfer correlations are also applicable. They do not deny the existence of the in-

termolecular mechanisms already seen, but rather argue that they are of minor importance for the heat

transfer process. About heat transfer enhancement, which has been stated to be higher than the thermal

conductivity effect, [18] says they match perfectly since comparisons were made in identical hydro and

thermodynamical bases.

1.2.3 The need of numerical simulations and their different approaches

Mathematical modeling of nanofluid flows has received much attention, due to the potential shown by

Computational Fluid Dynamics (CFD) techniques on solving complex problems. They produce accu-

rate results, but also gives flexibility to any project. Computer Aided Design (CAD) conjugated with

CFD is something very appreciated in many engineering areas, once it offers a reliable way to model

real problems, test several work conditions and introduce modifications with significant money savings,

contrarily to a pure experimental design. Nevertheless, validation of a model does not occur without

experimentation and it should never be put aside.

Almost all engineering problems are ruled by equations for which, until now, no analytical solution

was discovered. However, it is part of engineer’s mission to find solutions for complicated problems ev-

ery day. It is precisely here that numerical simulation give its best contribution, providing the chance to

solve complex problems using a software that could be developed in-house or is available somewhere.

This, together with the development of more powerful processors, have placed CFD techniques on the
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front line of the most used resources. Using CFD tools, researchers have the capacity of easily change

the working conditions of the modeled problem, such as defining different materials and boundary con-

ditions, which provides money savings or allow its redistribution to other important tasks. Also, by trying

their new ideas in an artificial way, people are able to easily select the best design characteristics to

reach a final decision in the end. Of course, computational time needs to be as short as possible and

predictions must have a physical meaning. This implies not only a correct use of simulation tools but

also a strong background knowledge about the solving methods and the physics itself.

Many papers can be found in the literature about CFD simulations with nanofluids, with almost all

of them following one of the three next presented numerical approaches: single-phase, two-phase and

more recently lattice-Boltzmann techniques [19, 20]. A brief and succinct description of the three differ-

ent procedures is coming next.

Never forgetting that a nanofluid is a mixture of fluid and particles, the most used, simpler and,

perhaps, more instinctive approach to model a nanofluid is to assume that, once the suspended particles’

size is so small (order of nm), they can flow on the liquid without slip between them and fluid particles –

becoming easily fluidized. Thus, considering also the existence of a thermal equilibrium among phases,

the nanofluid behaves as a homogeneous fluid. The presence of nanoparticles, in this case, will be

then reflected on the fluid properties, by means of computation of effective thermal properties, function

of mixture parameters and mechanisms. This is the so-called single-phase conventional method and is

the simplest approach applied to nanofluid simulation, considering that classic conservation equations

are valid with altered properties [21]. Other option is to consider again one phase, but the existence

of nanoparticles with chaotic and disorganized movements will promote energy exchanges inside the

fluid – the thermal dispersion effect. This concept was firstly introduced by Xuan and Roetzel [21] who

intended to explain the augmentation of the heat transfer rate thanks to fluctuations in both velocity and

temperature fields. Those were induced by random particle movements, increasing the temperature

gradient between wall and fluid and promoting the exchange of heat.

The main reason of modeling a nanofluid as a two-phase mixture is to try to understand in detail

how the interaction between fluid and solid particles takes place and how thermal properties and heat

transfer performance is influenced by them. Thus, researchers thought that dealing separately with each

phase would be a more realistic way to treat the problem, producing clearer results about fluid-particle

interaction mechanisms. This type of approach can be mainly divided into two major groups: Eulerian-

Eulerian and Eulerian-Lagrangian. The principal distinction between them is how particles are treated,

whether from the Eulerian or Lagrangian points of view. The fluid is always treated as a continuum and

classic transport equations rules the dynamics – the Eulerian way.

Eulerian-Eulerian approach considers both fluid and particles as being part of an interpenetrating

continua, i.e., the total domain is composed by the two phases, where no volume occupied by one

phase can be shared with the other one. After that, phasic volume fractions are created, with their

summation equal to the unity and similar conservation equations are obtained for the two phases. The

problem closed recurring to constitutive laws or empirical models [22]. Eulerian-Eulerian approaches are

divided into three different methods: mixture model, volume of fluid (VOF) and eulerian. The differences
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between them are out of the scope of this work, but the main reasons of selecting one instead of another

consist on the problem itself, due to specific flow considerations and co-existing conditions of all phases

(please see [22] for more information).

Alternatively, the Eulerian-Lagrangian method, also known as discrete phase model, considers par-

ticles as a disperse phase, tracking then the trajectories of a considerable number of particles which are

capable of exchanging mass, momentum and energy with the fluid phase at discriminated time steps,

while the flow field is being computed [22]. This method, although its available applicability, is often un-

appropriated to nanofluids simulations thanks to the small particle’s size, which involves a great number

of particles to be tracked and an enormous consumption of computational time [19].

Following a totally different procedure, the lattice-Boltzmann method (LBM) appears as a disruptive

method to analyze the dynamics of a nanofluid flow. It looks for the transport processes and particles

interaction from a microscopic point of view. This means that the nanofluid is considered to be a set of

fluid and solid particles, where all of them are allowed to interact with their neighbors, independently the

phase. The responsible mechanisms for such interactions, like Brownian force or gravity, are considered

at a molecular level, leading to a deeper understanding about how these mechanisms influence transport

conditions. The method received its name thanks to the way it interprets and builds the problem: it is

assumed that the mixture is composed by particles mesoscopically placed in series of 2D or 3D lattices

and their distribution obeys to the Boltzmann equation. Then, internal and external particle forces are

taken into account on the light of a particle collision model [23]. LBM provides velocity and temperature

fields that, macroscopically, are proven to be solutions of Navier-Stokes equations [23], showing the

feasibility of such methods to fill the gap between micro and macroscopic worlds. Simulations using

LBM are becoming a reality in the nanofluids area and specific LBM applications can be seen in review

papers such as [19, 20], but not enough yet, they say.

1.3 Early investigations

Many different specimens of nanofluids, in as many other operative conditions, were tested all over the

world by a community whose main concern was an appropriate explanation of the abnormal phenomena

observed. A lot of published works can be found in the literature referring to both experimental and

numerical investigations where nanofluids were tested, in order to acquire relevant information about

their performance. Therefore, after the considerable overview done, a look over some investigations will

be presented now, to illustrate what has been done until this moment. Such information can also be

seen, logically, as a comparative and inspirational source of knowledge, allowing us to know what we

might expect at the end.

Since single-phase forced convection in horizontal circular pipes submitted to a constant heat flux is

an extremely popular setup, we will focus our review in studies addressing such configuration.
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1.3.1 Experimental studies

There are a few papers about nanofluids that can be considered pioneers and inspirational, and the case

of the work presented by Pak and Cho [24] in 1998 can be easily defined as one of them. Motivated by

their potential, authors proposed an experimental apparatus composed by a closed loop with a circular

pipe as test section, a set of thermocouples connected to a data acquisition system and all the auxiliary

equipments needed (e.g., pumps, cooling unit, etc.), where the fluid would flow and its heat performance

would be characterized. The intention was to submit the nanofluid, flowing in turbulent fully developed

conditions, to a constant heat flux and evaluate how effectively heat convection occurred and how friction

losses were affected. For this purpose, γ-Al2O3 and TiO2 nanoparticles were separately dispersed into

water and nanofluids were in-loco prepared. Their viscosity was experimentally measured and proved

to be significantly higher compared to water’s alone. Available data for thermal conductivity was used

and both density and specific heat were computed using two-phase mixture equations. Having the fluid

characterized, the authors did some measurements of the friction factor and CHTC, both as function of

Re, and were able to observe two main conclusions: friction factor was correctly predicted through the

Kays’ correlation, showing a clear linear decrease with Re and a penalty in pumping power was verified

of approximately 30%; both CHTC and Nu were found to have a linear growth with Re with largest

enhancements of about 75% verified for γ-Al2O3 nanofluids at maximum loading, but under constant

velocity condition, a 12% reduction in heat transfer performance was found, with authors advising for a

proper selection of nanoparticles.

The promising findings of Pak and Cho [24] inspired many other similar works where researchers

tried different combinations of nanoparticles, base fluids, particle concentrations and other possible and

interesting factors in turbulent flow conditions. Works like those of Xuan and Li [25], Kim et al. [26], Azmi

et al. [27] or, more recently, Martı́nez-Cuenca et al. [28] are a perfect example of the replication of the

major conclusions presented in [24], although in different proportions. [25] tested Cu-water nanofluids

and found improvements of the CHTC within a range of 6 to 39% compared to pure water, while [26]

used Al2O3 and amorphous carbonic nanoparticles separately suspended in water and was only able

to verify a significant augmentation of 20% in the CHTC when Al2O3 nanofluids were being tested. [27]

mixed nanoparticles of SiO2 and TiO2 with water and achieved enhancements in CHTC of 33% and

26%, respectively. Finally, [28] studied the heat transfer performance of Al2O3 and SiO2 nanoparticles

and multi-walled carbon nanotubes (MWCNTs) individually suspended in water and came up with the

best results in terms of CHTC enhancement, with authors reporting augmentations of 65%, 84% and

48% for the three studied nanofluids, respectively. All the four studies have also in common the fact that

each one presents the same kind of behavior of the friction factor, which decreases almost linearly with

Re for any nanofluid and the intensification of the CHTC when the particle concentration is higher, at

least for the range of concentrations evaluated (less or equal than 5 vol.%).

Besides some conclusions presented in common, authors have not agreed in all other aspects.

In fact, no great agreement was found between predicted and experimental values in these analyzed

papers. This disagreement might be attributed to the way thermal properties were computed, like if

they were experimentally measured or not and what procedure was followed, or just acquired from
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other literary sources. Mansour et al. [29] investigated the influence of uncertainty in thermophysical

properties and concluded that the final design parameters were strongly influenced by those properties

and, of course, by their method of computation. Also, Duangthongsuk and Wongwises [30] investigated

how the model selected to compute thermophysical properties would affect the CHTC in TiO2 nanofluids

flows and end up saying that the model was not responsible for the biggest discrepancies, but the

experimental apparatus itself and its calibration. The way we obtain such important variables clearly

influences the final results and, although all authors claimed they had done experimental measurements

for their own studies, only [28] were able to say that Gnielinski equation for Nu could predict their

experimental values with an average correlation coefficient of 0.89 for Nu greater than 150, followed by

the Dittus-Boelter equation with 0.8 and also the friction factor could be well predicted using the famous

Colebrook equation. Based on their findings, they were able to conclude that correlations developed for

single-phase flows are also valid for nanofluids, but only with carefully and properly measured thermal

properties, which they claim they have done in an earlier investigation.

A look at laminar flow regime publications about nanofluids allows us to make a similar analysis to

the previous one for turbulent flow experiments. Wen and Ding [31], Lai et al. [32] and Hwang et al. [33]

tested Al2O3-water nanofluids, in volume concentrations always smaller than 2%, and every investigation

came up with some shared conclusions. All of them were able to notice that heat transfer was enhanced

by the addition of nanoparticles to the base fluid and, for a prescribed Re, the CHTC was particularly

high at the entrance region, becoming then smaller and stabilizing in the fully developed region of the

flow. They also mentioned the positive effects of particle volume concentration and Re in the CHTC

enhancement, which was something expected once it was already observed in turbulent experiments.

To quantify those augmentations, [31] estimated a 47% higher CHTC near to tube’s entrance and 14%

higher in fully developed region, [32] measured an 8% increased Nu and Hwang et al. [33] an 8%

enhanced CHTC as well. All these observations were also proved by Kim et al. [26], who reported an

increase in CHTC of 15% for Al2O3 nanofluids and 8% for amorphous carbonic nanofluids. Later, and

with the aim of testing a new type of nanofluids that could improve their thermal conductivity in a greater

fraction than viscosity, Ilhan and Ertürk [34] mixed hexagonal boron nitride nanoparticles with water, in a

particle volume concentration range below than 1%, and achieved a maximum improvement of 15% in

CHTC over water’s alone. The previously mentioned conclusions about the CHTC were also reported,

with authors revealing the preservation of nanofluid properties after the end of the experiments and

alerting to a stable and suitable new nanofluid for heat transfer applications.

Shah’s equation is a well-known and widely used correlation to estimate Nu in laminar flows inside

ducts and can be valuable as a comparative source of theoretical information. To evaluate the quality of

their own experiments, scientists usually compare their results with those predicted by Shah’s equation

and check the agreement between them. Two attempts were done by [31] and [33] and both conclude

that this classic correlation was not able to satisfactorily predict the enhanced Nu. [31] proposed a main

reason to this failure, which was the fact that this correlation has been developed for larger ducts than

the one used in their work, but without any strong certainties.

About the friction factor, from the set of analyzed papers, only [33] dedicated some of their attention
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to know how this parameter behaves. It is perceptive the reduced quantity of references to friction factor

investigations in laminar regime, comparatively to turbulent regime, due to characteristic small velocities

and, consequently, small friction losses. Still, from the Hagen-Poiseuille analytical solution for laminar

and fully developed flows in circular ducts, it is possible to derive an exact equation for friction factor

as a function of the Re. The comparison performed showed a good agreement between predicted and

experimental data which, together with the fact that these authors also verified a higher enhancement in

CHTC than in thermal conductivity, represent strong implications of the possibility of considering these

nanofluids with low particle loadings as homogeneous fluids with altered properties resulting of solid-fluid

particles interactions within the flow.

Although the great majority of experimental investigations reported enhancements using nanofluids,

there are also some researchers who were not able to verify any or significant intensification of the heat

transfer process. Two examples are the study of Williams et al. [35] and, more recently, the one of

Piratheepan and Anderson [36]. [35] suspended Al2O3 and ZrO2 nanoparticles in water, separately, with

the aim of evaluate their heat transfer performance in turbulent flow conditions and measure the pressure

losses promoted by the increase in viscosity. To attain that, they have measured all thermal properties

as a function of temperature and particle concentration before the execution of the experiments and their

main conclusions were the good agreement of predicted and measured results, which they claim to be

a consequence of the computation of dimensionless numbers using effective properties evaluated by

the team. Besides that, no significant heat transfer increase was noted. The study of [36] was similar

but they chose to test MWCNT-water nanofluids, also in turbulent regime. They end up saying that the

heat transfer process was not improved using MWCNT-water nanofluids in turbulent flow conditions and,

instead, a significant reduction was detected, proving that such nanofluids are not suitable for forced

convective turbulent flows.

1.3.2 Numerical studies

The two studies of Maı̈ga et al. [37, 38] can be seen as pioneers investigations on the topic. In [37],

Maı̈ga and his team proposed a numerical investigation of Al2O3-water and Al2O3-EG nanofluids flowing

in a circular and uniformly heated tube, in both laminar and turbulent conditions, with the assumption

of homogeneous fluid. In order to achieve their purposes, a computational model was created where

conservation equations were numerically solved employing the finite volume method, a technique exten-

sively used in CFD calculations. As turbulent regime was considered, the time averaged Navier-Stokes

equations were employed and the standard κ-ε was selected to model turbulence. In fact, this numer-

ical treatment is a procedure followed in all the analyzed investigations. For the laminar case, their

simulations revealed a heat transfer promotion, with a maximum temperature difference of 17 K when

compared to base fluid’s, for nanofluids loaded at 10 vol.%. In both flow regimes, the addition of nanopar-

ticles promoted the CHTC and the wall friction, while Re was kept constant. This type of conclusion is

consistent with those observed for experimental investigations and despite no quantitative comparison

was done, this agreement is always a good indicator of the feasibility of numerical predictions.
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[38] can be considered a sequel of the previous work, where the influence of Re in the heat transfer

process was one of the aims, although only for laminar flow conditions. Enhancements of 2.73 times in

CHTC and of 6.81 in wall friction were predicted for EG nanofluids loaded at the maximum concentration

considered. The generated data was then used to create new correlations forNu that end up being used

in other posterior similar works.

Following the steps of Maı̈ga et al., Namburu et al. [39] published a paper where the same type of

problem was addressed. The chosen nanofluids were CuO, Al2O3 and SiO2 nanoparticles independently

dispersed into a mixture of water-EG. Turbulent flow conditions were ensured throughout the whole set

of simulations. As main conclusions, can be pointed out that both CHTC and Nu showed enhancements

in all tested nanofluids, compared to their base fluids, when particle concentration and Re increased.

Additionally, it was noted the augmentation of the shear stresses when more CuO nanoparticles were

added, reaching for 6 vol.% loading nearly the double of those predicted for the base fluid. As final

appointment, they concluded showing the best performance of CuO nanofluids over the two others,

confirmed by the computation of CHTC and Nu, this last one showing a great agreement with Gnielinski

correlation.

During the same year, two very interesting papers were released with the objective of carrying out a

comparative study between two different numerical approaches: conventional hypothesis and discrete

phase model. He et al. [40] simulated the heat transfer performance of TiO2-water nanofluids and were

able to prove again the trend that CHTC has to decrease axially and increase with particle concentration

and Re, for laminar flow conditions. With respect to the results produced by the two different models, it

can be seen that both approaches predict in a very similar way the heat transfer mechanism, through

the computation of the CHTC.

In its turn, Bianco et al. [41], reproduced the flow of Al2O3-water nanofluids in laminar regime follow-

ing both single and two-phase approaches. Moreover, they went a bit further investigating the influence

of temperature-dependent thermal properties on the CHTC and found that it always yields higher values

when compared to those generated using properties only function of the particle concentration. Observ-

ing the predictions, the evolution of CHTC with the flow parameters was not qualitatively different from

what was described before, with both models producing closer results. Only 11% difference was found,

with two-phase one having the tendency to produce slightly larger results.

The same team proposed another study in 2011 with the same nanofluid but in turbulent flow con-

ditions and aiming a comparison between single-phase hypothesis and two-phase mixture model [42].

Analyzing the axial evolution of the CHTC, they were able to notice a sharper decrease to its fully de-

veloped and almost constant value. Enhancements in the CHTC were also noticed, with a nearly 30%

higher coefficients found for particle loading of 6 vol.% and, for these conditions, shear stresses almost

tripled in relation to the base fluid only. Regarding the comparison of the two numerical approaches,

the trend shown by the conventional method in the previous works of predicting with relatively good

agreement when compared to the more complex two-phase formulations was again verified.

More recently, two investigations following the homogeneous fluid assumption and turbulent flow con-

ditions were reported. Saha and Paul [43] present us a comparative study where two distinct nanofluids
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have been tested. They observed the enhancement of both heat transfer performance and viscous dis-

sipation when higher Re and particle concentrations were chosen, however these two features have a

tendency to decrease when bigger particles were used in the nanofluid samples. Through the computa-

tion of a parameter called “thermal performance factor”, which is an indicator that relates the heat trans-

fer enhancement with the adverse pressure drop increase, in order to decide whether the heat transfer

augmentation is valuable or not, authors end up saying no significant penalties were detected. Globally,

alumina nanofluids presented better thermal indicators, but since titania is more environmental-friendly,

authors have recommended its use.

A novel type of nanofluid was tested by Sadeghinezhad et al. [44] who proposed an experimental

and numerical investigation over the thermal performance of graphene nanoplatelets (GNP) dispersed

into water. Wall temperatures were found to be slightly numerically over-predicted, but in terms of Nu,

good agreement among experimental and numerical investigations was found, exhibiting the expected

rising behavior while Re, particle concentration and heat flux increased. Maximum enhancements of

83% reported for Nu surely represent a good indicator for this new colloid and opens the door to more

research in new types of nano-matter.

1.4 Main applications for nanofluids

Since the revelation of its great potential, scientists and engineers have tried to find the best practical

applications where nanofluids can become an added value when performing a particular task. The

use of nanofluids in the energy sector seeks the improvement of efficiencies and a reduction in energy

consumptions, with a major goal of contribute to a cleaner and sustainable world. Currently, there are

no commercial applications using nanofluids yet, but the experiments reported in specialized literature

show some auspicious results that, once suppressed the problems found in production and stabilization

methods, will absolutely end up in better solutions than those used nowadays. If we look at some review

articles, like [7, 45, 46], it can be seen that a considerable number of different practical applications

have been studied along the previous years, but, despite the great diversity of published work, not all of

them received the same amount of effort. Thus, this sub-chapter intents to illustrate the most prominent

applications where nanofluids have been being tested, trying also to prove their potential when applied

to real technology.

1.4.1 Electronics cooling

To face the advent of tinier and more powerful processors capable of dealing with more information,

achieving faster processing speeds and, consequently, dissipating higher amounts of heat, cooling tech-

niques must be effective enough to allow a perfect and reliable performance of such equipments, pre-

venting them to suffer crucial damages in their normal operation and supporting a trustworthy work-life.

Innovative solutions have, thus, to be found and applied successfully, or cooling performance will be-

come rapidly the bottleneck of the entire design in electronics components. To add still more restrictions

14



to the problem, reductions in total volume of an electrical equipment are achieved not just thanks to

smaller components but also as a result of an increase in compactness, which reduce the space avail-

able among hardware. So, the idea of increasing the size (by means of its contact area) of a cooling

system should stay aside of designer’s thoughts and a more effective approach must be encountered

to deal with increasing thermal loads in small spaces. Nanofluids fit well in that suit with their special

characteristics and seems to be a solution to take into account in this field.

Typical new cooling solutions used in electronics appliances with higher thermal dissipation are sys-

tems based in heat pipes or microchannels technology (figures), although Murshed and de Castro [47]

refer other emerging ones in their review on electronics cooling. A heat pipe is a technology that uses

coolant’s phase change inside a closed structure (for instance a metallic pipe) to remove heat from a

specific location. An experimental study by Qu et al. [48] where an Al2O3-water nanofluid was used in

an oscillating heat pipe was performed, in order to evaluate its thermal performance when confronted

to pure water. They conclude saying that heat pipe’s thermal performance was improved by the use

of alumina nanofluids, suggesting as possible enhancement reason the surface condition affected by

settlement in evaporator. Do et al. [49] performed a similar study where they used the same type of

nanofluid, in a 1 to 3 vol.% range and base fluid, but in a different type of heat pipe – a circular screen

mesh wick heat pipe. Authors were able to conclude that using alumina nanofluids, the thermal perfor-

mance was improved when compared to water. They also found that as particle concentration increases,

evaporator temperature tends to decrease, reaching its lowest value when 3 vol.% of Al2O3 nanoparti-

cles were dispersed in water. The responsible mechanism for these reported results was the formation

of a thin coating layer around the wick in the evaporation zone, they said.

Microchannels technologies are essentially from two types: microchannel HXs or microchannel heat

sinks. Their working principle is pretty much like a regular HX, except the size and heat transfer per-

formance, which is far better. These are two specialized solutions on dealing with high heat fluxes

generated in compact equipments, as the case of the new chips with large integration of components

[47]. To evaluate the performance of a microchannel heat sink working with a nanofluid, Escher et al.

[50] added silica nanoparticles to water, in concentrations from 5 to 31 vol.% and tested it into three heat

sinks, with different channel widths. The measured Nu increased with the particle concentration, for a

given Re. Predictions were done too, with experimentally measured Nu remaining in a ±10% range of

predicted ones, which led authors to admit no great enhancement using nanofluids. Another experimen-

tal and numerical study was performed by Kalteh et al. [51] where an alumina-water nanofluid was used

inside a rectangular heat sink. They showed an average Nu increasing with both Re and volume concen-

tration for both numerical and experimental investigations. In addition, numerical predictions show the

augmentation of average Nu when particles are smaller. The numerical study also revealed accurate

predictions from the two-phase Eulerian-Eulerian simulation than from the homogeneous model, when

compared to experiments.

A different electronic cooling approach was followed by Nguyen et al. [52] who cooled a heated block,

used to simulate the generated heat of an electronic equipment, with a closed system where an alumina-

water nanofluid was responsible to remove the heat. The experiments were conducted in turbulent
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regime and within a loading range of 1 to 6.8 vol.%. Authors could show a considerable enhancement,

compared to simple water as cooling fluid, namely achieving a heat transfer coefficient augmentation of

40%, for 6.8 vol.% loaded samples. To conclude, the same experiments were conducted with particles of

different diameters and was clearly demonstrated that for higher CHTCs, small particles must be used.

Some years after, Rafati et al. [53] tested three types of nanoparticles, namely Al2O3, TiO2 and SiO2, into

a mixture of water and ethylene-glycol (EG) in different volume concentrations, to cool a processor with

a commercial set. All nanofluids enhanced heat performance of the system, but higher heat transfer

coefficients were obtained for Al2O3 nanofluid with 1 vol.%, allowing the processor temperature to a

temperature decrease of 5.5oC for maximum flow rate conditions.

1.4.2 Vehicle thermal management

Another widely investigated area where nanofluids could play an important and innovative role is the

thermal management of vehicles. Cars, trucks, or any other vehicle possessing a thermal engine with

effective cooling needs can be considered an acceptor of such improvements. Thermal efficiencies of

most internal combustion engines are low and limited once a significant part of the chemical energy

is lost during the conversion process as heat for the closest structures. Therefore, keeping engine

components (cylinder, piston, head, block, etc.) in perfect working conditions becomes a crucial task that

needs to be accessed and cooling them correctly is essential for an excellent performance. Otherwise,

engines will be prone to suffer structural problems that could cause their failure in advance.

Looking to a common cooling system used in road vehicles, the radiator is responsible to promote the

contact between the incoming air flow with a finned structured heated by the liquid coolant after it left the

engine, rejecting the excessive heat. Generally placed in the front line of the vehicle, a radiator must have

a sufficient contact area, in order to dissipate the correct amount of heat, but designers should be aware

that the greater the frontal area, the higher the undesired drag force. Also, a high frontal area generally

represents a large cooling system, adding extra weight to the vehicle and extra power consumption.

Those are just obvious reasons why engineers are on the way to find more efficient radiators, but one of

the biggest challenges faced are the poor thermal properties, especially thermal conductivity, exhibited

by common liquid coolants, such as mixtures of water and EG [54]. It is precisely to overcome this

obstacle that researchers have started to test nanofluids in existing systems like radiators.

Heris et al. [55] studied the performance of CuO nanoparticles suspended in a base fluid composed

of water and EG, for different particle loadings, flow rates and inlet temperatures. The experimental

setup simulates a typical cooling system present in every common vehicle. They reported enhance-

ments in heat transfer at radiator, expressed by a higher Nu compared to base fluid, reaching 55% of

augmentation, at maximum particle loading used. Authors also found that Nu is influenced by Re and

inlet temperature, achieving higher values when both Re and inlet temperature are at their top values.

Hussein et al. [56], in their turn, present a work where TiO2 and SiO2 were separately suspended in pure

water, varying the flow rate, inlet temperature and particle concentration, with the objective of studying

the heat performance of a car radiator under laminar flow. Forced convective enhancements were ob-
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served in both cases, relatively to the base fluid solely, with SiO2 nanofluids showing a Nu 22.5% higher,

although it have increased with the three considered parameters.

Different from the previously presented case studies and applicable to vehicles and machinery in

general, is the case where nanoparticles are added to engine or lubrication oils with the objective of

increase their thermal performance. This will remove and spread heat in a more effective way, promoting

a lower temperature distribution along the entire structure. An illustration of this approach was proposed

by Tzeng et al. [57] in a study of a real four-wheel vehicle transmission system. Al2O3, CuO and antifoam

were separately added to engine oil, with the goal of measure the temperature profile in the rotary blade

coupling (part of the transmission system which needs to be protected from thermal stresses) for different

rotation speeds. Authors could conclude that both oxide nanofluids were able to reduce the temperature

measured for all range of speeds, with CuO revealing itself as the best additive. They also reported the

cooling performance deterioration when antifoam-nanofluids were tested.

1.4.3 Solar energy technology

Solar energy conversion technology is clearly an up-to-date research subject all over the world. During

the last decades and mainly because of the growing sense of environmental awareness, scientists have

changed their focus to alternative sources of energy capable of reducing our dependence in fossil-fuel

combustibles, in which solar energy is one of the most promising ones. With the purpose of collect

and use/transform the incoming solar radiation, some equipments were developed, such as solar col-

lectors or photovoltaic panels (PV) that nowadays are easily seen in many habitations, mainly thanks to

the already mentioned environmental care from the population, but also due to welcomed government

incentive programs. But knowledge and, consequently technology, are not steadily processes and re-

search in those systems still represent an important slice of the whole effort put into solar energy field,

with people always looking to possible enhancements even to well-established technologies like this.

One of the pointed aspects to improve is the poor absorptive properties exhibited by commonly used

liquids in solar collectors, proven by a study in which Otanicar et al. [58] evaluated the optical proper-

ties of different liquids used in solar thermal energy systems. They concluded that water is the best

absorbing fluid, but only capable of accumulating 13% of the incident radiation. This work has motivated

another one in which Otanicar et al. [59] performed an experimental study using carbon nanotubes and

nanoparticles of graphite and silver suspended in water, as a direct absorption solar collector (a simpli-

fication of the classic solar thermal collector), where the energy is directly absorbed by the fluid volume.

As a complement, the same experiment was then numerically modeled with the model being used as a

comparative source of data that generally matched well with experiments. Their findings were interest-

ing, with improvements in collector’s efficiency of around 5% when silver-nanofluid was used, especially

for very small particle loadings. They also suggested some benefits of using nanofluids to directly absorb

solar energy apart from the increase in absorption capacity, saying that this solution promotes a more

uniform temperature profile which prevents some heat losses at the boundaries and that the collector’s

design could be improved by removing the black hot surface, no needed with this technique.
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The performance of nanofluids in solar energy technology and some other examples of application

can be consulted in specialized reviews, such as the one done by Mahian et al. [60], where a vast

number of technological applications of nanofluids in solar energy was summarized. They report studies

in common collectors for purposes of water heating, thermal energy storage or solar cells, but they also

present some suggestions of future work in solar technology, as the case of PV panels or thermoelectric

cells. Furthermore, difficulties in real applications are discussed, as well as the high costs in nanofluids

production, which are pointed as a possible disadvantage.

1.5 Work description and objectives

Sections 1.2 to 1.4 can be seen as a state-of-the-art regarding nanofluids and we can extract interesting

information while reading them. One fact clearly implied there is the controversy around nanofluids

be, or not, heat transfer enhancement agents. This mainly occurs because some researchers have

reported great improvements, while others showed deteriorations of the heat transfer process. We have

already proved that thermal properties are sources of error and comparison basis can lead to misleading

conclusions, still no final decision on nanofluid’s topic seemed to be attained.

With the aim of help on the clarification of the effects that nanoparticles have on the CHTC of liquid

coolants, researchers from Instituto Superior Técnico conceived and produced an experimental setup

where an Al2O3-isopropanol nanofluid was tested [61]. The selection of such nanofluid, which they

report to be stable and Newtonian under all the tested working conditions, intends to enlarge the options

of non-water based nanofluids available on the literature [61].

The experimental setup consists in a closed duct circuit inside which the nanofluid flows, being then

submitted to a constant heat flux supplied at the test section, a 2.4 m long circular tube, horizontally

placed and with an internal diameter of 3.5 mm. A simple schematics of the experiment is available in

figure 1.2. The setup was also equipped with a pump, a cooling unit to control the inlet temperature, a

vacuum system to prevent ambient heat losses, a power supply and several measurement equipments,

including those necessary to measure the needed thermophysical properties. Besides the setup valida-

tion, the set of tests consisted on measuring the pressure drop and wall and fluid temperatures along the

tube to posteriorly calculate the friction factor and CHTC. Several samples loaded in different proportions

were tested, as well as distinct inlet temperatures, mass flow rates and heat fluxes were contemplated.

The experiments considered both laminar and turbulent fully developed conditions and were conducted

under steady state [61].

In order to complement the described study, the present work reports a numerical simulation through

the use of the commercial CFD code ANSYS-Fluent R©. Our main goal is the application of a compu-

tational model based on the single-phase conventional approach which is able to correctly predict the

experimental measurements or, at least, estimate them within a small range of error. To attain that, a

mesh is built and checked its independence and, finally, the governing equations are numerically solved.

Then, the produced results are compared with experimental ones and a proper analysis will be done, in

order to conclude about the reliability of the model.
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Figure 1.2: Schematics of the experiment.

Additionally, thermal properties effectively measured under the same working conditions are available

in [61], allowing us to use them in the computational model and investigate the statements of Buschmann

et al. [18] about consider a nanofluid as a homogeneous fluid. It is our intention to verify, or not, the

validity of such considerations. We will also provide results on the comparison bases proposed by [17]

and infer whether conclusions about the possible enhancement using nanofluids are in fact real, or just

a fallacy.

To attain that, a thorough investigation of the numerical details of the solution methods of the gov-

erning equations has been done. Careful selection of available tools and their parameters is totally

necessary for an accurate and trustworthy solution. Thus mesh, discretization schemes, empirical mod-

els or even solution algorithms were exploited to understand their role on the computational process,

with substantial information provided, including official informations available on solver’s manuals. Jus-

tifications were presented whenever necessary to demystify any possible doubt. In the end, we intend

to have created a useful tool, capable to produce solid information on the topic, throughout which we

expect to reach our proposed aims. If conclusions turn out to be contrary to those expectable, at least

we have in mind to conclude about the inefficacy of the assumptions followed.

1.6 Thesis outline

The body of this document is divided into five main chapters, each one with sub-divisions where related

topics are addressed. A brief description of what is discussed there is coming next.

Introduction: is in the present chapter we introduce the main topics about nanofluids in general.

It starts by giving a view of the global energetic panorama, then goes through nanofluids’ preparation

methods, concerns, special abilities and review some of the investigation done on the field, ending with a

presentation of some of the possible applications to such fluids. Based on some inconsistencies pointed

during this exercise, the description and objectives of the present work receive a pride of place in this

chapter.

Matemathical modeling: this chapter is where the mathematical formulation, in which this work is

supported, is presented. There, one can find every single equation describing the involved physical

processes.

Numerical investigation: is where the all information about the numerical solving procedure is avail-
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able. Several aspects of the solution method including numerical methods, information about the solver

and the boundary conditions employed are available here. It is then complemented with a sub-chapter

dedicated to mesh independence and other to model validation.

Results and discussion: as the name states, this chapter is dedicated to the presentation of the

obtained results with respective interpretation and discussion.

Conclusions: is in the last chapter where the main conclusions are gathered and listed, finishing with

some suggestions for future work.
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Chapter 2

Mathematical modeling

2.1 A nanofluid as a homogeneous fluid: the conventional ap-

proach

As described along the previous chapter, one of the aims of this thesis is to investigate how accurate is

modeling a nanofluid as it behaves like a common fluid. With this assumption, it is desired to simplify the

complexity of having to deal with a two-phase flow. It means all the special treatment we need to have

to correctly reproduce what is physically happening and also the additional computational effort required

to perform such numerical simulations. If a nanofluid could be, with satisfactory accuracy, modeled as

an ordinary liquid with altered properties, therefore a set of simple, well-established and no excessive

time-consuming tools are already available and might be of great utility.

Considering a nanofluid like a pure fluid does not ignore that it is actually a mixture of solid and fluid

particles. In fact, such influence will be accounted by the computation of new thermal properties, called

effective properties, that will consider their presence, either beneficial or not. This basically represents

the main idea of the single-phase conventional approach, which is supported by two main assumptions.

First, as the particles are usually very tiny (<100nm) and in very low concentrations, we can presume

they mix efficiently with the surrounding fluid. This holds up the first assumption, which says that no slip

velocity exists among solid and fluid particles within the flow. The other assumption is to consider that

both phases co-exist in such a way that the condition of thermal equilibrium is verified [21].

So, if a nanofluid can be considered a pure fluid with altered properties, would it be governed through

the same laws? It makes sense to assume that, so we dedicate this chapter to present of all the

theoretical background needed to support this hypothesis.

2.2 Governing equations for fluid flow with heat transfer

Before writing any equation, it is important to briefly explain an assumption where all the upcoming theory

is based. To derive those equations, it was admitted that the fluid could be treated as a continuum, and
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this means that, macroscopically, the fluid is considered to be continuous, even if in a microscopic

scale it is composed by separate molecules. This assumption allows to split the domain into several

elements of fluid so small that all macroscopic properties (function of space and time) are there defined

as representing the mean value of a set of molecules enclosed by the imaginary boundaries of a control

volume larger than the molecular scale, giving us the possibility to neglect any molecular effect.

Based on the assumption described above, let us consider an infinitesimal and fixed control volume

where, instantaneously, an element of fluid was located. Then, employing mass, momentum and energy

balances, we will reach the governing equations for fluid flow. All the following reasoning is available in

books like [62] or [63].

2.2.1 Mass conservation: the continuity equation

Every conservation law is characterized by the equality among the variation rate of the property itself

and the net value resulting from the balance between the amount of property that enters, leaves or is

generated inside the control volume. As expected, mass conservation law obeys to this generic rule and

may be expressed as the equality among the temporal rate of increase of mass and the net mass that

cross the boundaries of the control volume. This is the mathematical description of the physical principle

which says that any mass can be lost. So, balancing all the mass flows crossing the boundaries and

matching to the temporal variation of mass in the volume, after some math we end up reaching what is

called the continuity equation in its more general vectorial form of

∂ρ

∂t
+∇ · (ρu) = 0 (2.1)

in which ρ means the fluid density (or mass per unit volume) and u represents the velocity vector.

This equation can be easily simplified if we adapt it to our problem, by means of including physical

considerations. Regarding our case study represented by a liquid flowing in a pipe, the condition of

incompressible flow may be used. It basically states that the changes in fluid density are almost null or

negligible with respect not only to time but also to space, turning density as a constant property all over

the flow. This assumption is particularly true for liquid flows once the velocities involved are in general

really small compared to the speed of sound. This eliminates all the partial derivatives where ρ appears

and equation 2.1 reaches the following form for incompressible flows.

∇ · u = 0 (2.2)

2.2.2 Momentum conservation: the Navier-Stokes equations

Momentum conservation reflects the well-known Newton’s second law of motion which states that the

rate of change of momentum in a body is equal to the summation of all forces acting on it. Forces acting

in a fluid particle can be of two types: body forces and surface forces. The first group represent forces

that the whole mass would “feel” due to external force fields present in the environment. In our case

only gravitational field matters. The second one is related to stresses occurring on the surfaces of the
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fluid elements originated by distortions as a result of the interaction between neighboring fluid elements

while flowing, or from a hydrostatic pressure field, p.

Contrasting with the hydrostatic pressure field which is easily characterized by a diagonal tridimen-

sional tensor, the viscous stress (or deviatoric stress) tensor, τ , has six independent and unknown

stresses beforehand. However, ignoring how these stresses would be evaluated, is possible to balance

them because we know where they act and how many they are. So, while flowing, elements of fluid

are subjected to gravity acceleration, g, and to pressure and viscous effects, appearing the vectorial

momentum balance equation as

ρ
Du

Dt
= ρg −∇p+∇ · τ (2.3)

Equation 2.3 is valid without restrictions and Du/Dt represents the element of fluid acceleration written

into its material derivative form, where the convective contribution are already included. The remaining

contributions appear in the right hand side, all dimensionally classified as forces per unit volume (N/m3).

Apparently, no relation exists among viscous stresses and the velocity vector, the primary variable

of equation 2.3. However, for many fluids, it was noted the existence of a linear relationship between

the components of the deviatoric tensor and the spatial gradients of the velocity vector. Such fluids are

referred to as Newtonian and the constant of proportionality of this model is the well-known dynamic

viscosity, µ. Thus, considering an isotropic fluid, the six independent viscous stresses are computed by

means of

τ = µ
(
∇u + (∇u)T

)
− 2

3
µ (∇ · u) I (2.4)

in which I the Identity tensor. Note that the second term of the right-hand side represents the effect of

volumetric deformations, being null for incompressible fluids.

The introduction of this model into equation 2.3 allows the replacement of the viscous stress terms

by their dependence on the spatial velocity gradients. We are now in presence of the Naver-Stokes

equations, the governing equations for Newtonian fluid flow.

ρ
Du

Dt
= ρg −∇p+∇ ·

[
µ
(
∇u + (∇u)T

)]
(2.5)

2.2.3 Energy conservation: the energy equation

There are several forms of expressing the first law of Thermodynamics but its general meaning remains

unchanged. This widely known law states that, given a system, its energy variation must equalize the

amount of heat that crosses its borders, plus the amount of work delivered by or to the system, during

a time interval. In other words, no energy is generated or lost during any process, on the contrary, the

variation of the total energy of a system reflects only the heat and work exchanges with its neighborhood.

Considering again the same infinitesimal element of fluid and neglecting radiative contributions, only

the thermal gradients may induce heat fluxes across the element boundaries. These are well described

by the Fourier’s law for heat conduction, expressed as

q′′ = −k∇T (2.6)
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where T is the temperature and k means the thermal conductivity. The negative sign on the gradient

reflects that heat flows from high to low temperatures.

For an element of fluid subjected to pressure and viscous forces while flowing, the rate of work done

assumes the form of the divergence of the dot product between the components of the hydrostatic and

deviatoric stress tensor with the velocity vector, with units of [W/m3]. Thus, the contribution from the

shear forces for the total work done is

Ẇv = ∇ · (u · τ ) = u · (∇ · τ ) + Φ (2.7)

where Φ represents the dissipation function, equal to

Φ = µ

[
2

(
∂u

∂x

)2

+ 2

(
∂v

∂y

)2

+ 2

(
∂w

∂z

)2

+

(
∂u

∂y
+
∂v

∂x

)2

+

(
∂u

∂z
+
∂w

∂x

)2

+

(
∂v

∂z
+
∂w

∂y

)2
]

(2.8)

Note that the equality 2.7 is only valid for Newtonian fluids and symmetric tensors, like the deviatoric

one, where the condition of static equilibrium needs to be satisfied. The work done by the pressure

forces can be computed similarly, although due to the simpler nature of the hydrostatic field compared

to viscous stresses, it is resumed to

Ẇp = ∇ · (pu) (2.9)

By now we have presented all the relations needed for the energy balance we want to perform,

but understanding if such quantities are entering or leaving the system is crucial. We will adopt the

convention of setting as positive the heat that is transferred into the system and as negative the work

done on the system. If we consider heat as entering, the pressure forces performing work on the element

of fluid and viscous forces delivering work to the surroundings, dissipating energy, the differential energy

equation of a Newtonian fluid is

ρ
De

Dt
= −∇ · q′′ − p(∇ · u) + u · (∇ · τ ) + Φ (2.10)

where e = i + 1
2 (u2 + v2 + w2) + g∆z is the specific total energy of the system, the summation of the

specific internal energy, i, plus the kinetic and potential energies.

Intensive properties like specific enthalpy are more often object of interest than total energy, so it has

become usual to rearrange equation 2.10 as a function of those quantities. Still, it is the temperature

that gives the most valuable contribution to this study, since temperature profiles are important sources

of information. From equation 2.10, it is possible to derive a similar transport equation for i, which can

be related to the specific enthalpy applying a convenient thermodynamic relation. Considering the fluid

as an incompressible liquid, a relationship between specific enthalpy and temperatureis is also known

from the thermodynamics, by means of the specific heat at constant pressure, cp. Condensing all this

information into equation 2.10 and rearranging, we finally obtain

ρcp
DT

Dt
= ∇ · (k∇T ) + Φ (2.11)
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2.2.4 Conservation equations for nanofluids: Boungiorno’s formulation

The presence of nanoparticles whitin a fluid flow greatly complicates its modeling due to additional

phenomena that needs to be accounted. Faced with this problem, Buongiorno [14] created a model

including several aspects of this interaction, but in a simplified process, once he complemented the

conservation equations for pure fluid with contributions from the real two-phase flow. The result was a

non-homogeneous model with modified transport equations, plus a continuity equation for nanoparticles.

As stated in section 1.2.2, the two mechanisms responsible to promote slip among liquid and solid

particles have been identified to be Brownian motion and thermophoresis. Following this idea is logical

that if a diffusive flux of particles relatively to fluid exists, it would be governed by these two mechanisms,

in the absence of turbulence. Thus, such mass flux would be equal to

j = jB + jT = −ρnp
(
DB∇φ+DT

∇T
T

)
(2.12)

where φ represents the particle volume concentration andDB andDT the diffusive coefficients regarding

Browninan motion and thermophoresis, respectively. Particles can now be balanced by matching its

temporal rate of change of their concentration to respective convective and diffusive transport, once we

are not in presence of chemical reactions. The resultant transport equation is then

Dφ

Dt
= ∇ ·

(
DB∇φ+DT

∇T
T

)
(2.13)

As one may know, mass fluxes have associated the transport of thermal energy carried by the par-

ticles while moving. Then, there is an extra heat flux that must be added to the heat flux vector, q′′,

representing the energetic contribution of the mass income. The modified heat flux vector is

q′′ = −knf∇T + hnp j (2.14)

where hnp represents the specific enthalpy of the solid nanoparticles. The same mass fluxes origin a

new term into the energy equation, accounting for the rate of variation of energy due to nanoparticles

diffusion. Assuming as valid the derivation of equation 2.11, the new energy equation for a nanofluid is

ρcp,nf
DT

Dt
= −∇ · q′′ + hnp∇ · j + Φ (2.15)

which, after the incorporation of equation 2.14 and some algebra, turns into

ρcp,nf
DT

Dt
= ∇ · (knf∇T ) + (ρcp)np

(
DB∇φ+DT

∇T
T

)
∇T + Φ (2.16)

Equation 2.16 represents the energy balance applied to a Newtonian, incompressible and non-reactive

nanofluid.

Mass and momentum balances are quite simple to consider. Due to the homogeneous movement

of solid and fluid particles, the velocity field is shared among phases, which implies that continuity and
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Navier-Stokes equations (equations 2.2 and 2.5) are suited for the purpose, although with effective

properties. Joining them with equations 2.13 and 2.16 is enough to describe a dilute nanofluid flow.

This model has served as basis to several studies along the previous years, including the two recent

works of Buschmann et al. [18] and Myers et al. [64], which present useful information to simplify our

problem. Their results for dilute mixtures strongly support the idea of the role played by Brownian mo-

tion and thermophoresis to be considerably small when compared to traditional diffusion mechanisms.

So, at least as first hypothesis, they can be neglected without considerable loss of information. More-

over, during our simulations we intend to keep constant the particle concentration, assuming a perfect

homogeneity inside the nanofluid flow. Therefore, there is no need to solve equation 2.13.

Equations 2.2, 2.5 and 2.11 represent a system of five equations for five unknowns (u, v, w, p and T )

that allow us to solve a pure fluid flow. Based on what was discussed above, one can justify its usage to

model a dilute nanofluid flow, where the only modification resides on the altered thermal properties.

2.3 Basic notions on internal flows

Introduced the governing equations for general fluid flow with heat transfer, we will focus now on the real

problem treated in this study, a fluid flow inside a heated circular tube. All the following mathematical

treatment is available in [65], but few local referred cases.

2.3.1 Fully developed flows: hydrodynamic considerations

Before any discussion, let us first introduce one of the most valuable and widely used dimensionless

parameters – the Reynolds number. It is defined as

Re =
ρUL

µ
=
UL

ν
(2.17)

where L is a characteristic length (usually the diameter D in pipe flows), U a characteristic velocity and

ν is the kinematic viscosity. It is an essential parameter to characterize the flow regime, with Re = 2300

being usually the frontier between laminar and transition to turbulent regime for pipe flows. It can also

be seen as the ratio of inertia to viscous forces and evolutions of flow quantities as its function are quite

popular among the heat transfer and fluid dynamics community.

The mean velocity, um, is defined as a velocity that multiplied by the density and the cross-sectional

area of the tube, Ac, yields the mass flow rate. In its turn, the mass flow rate can be given by the two

subsequent expressions

ṁ = ρumAc =

∫
Ac

ρu dAc (2.18)

in which u represents the the axial velocity. This flow has the particularity of having an analytical solu-

tion for the velocity profile, being one of the few known solutions of the Navier-Stokes equations. For

those reasons, it is recognized and usually called by Hagen-Poiseuille flow and its velocity profile is
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represented by
u

um
= 2

[
1−

( r
R

)2
]

(2.19)

While flowing inside a duct, due to friction effects, the fluid is subjected to a diminution of its en-

ergy reflected in terms of a pressure drop. This quantity is usually a required parameter in internal flow

problems, once it is related to the energy we need to supply to the fluid to guarantee its continuous

movement. It is possible to compute this pressure loss using directly the Bernoulli equation, however it

may become advantageous calculate it adopting other type of procedure that involves another dimen-

sionless parameter – the Darcy friction factor. It may be seen as a non-dimensional pressure drop, with

the definition of

f ≡ −(dp/dx)D

ρu2
m/2

(2.20)

In the case of fully developed laminar flows, this leads to

f =
64

ReD
(2.21)

and should not be mislead with the skin friction coefficient, Cf , given by

Cf =
τw

ρu2
m/2

(2.22)

It is perceptible the existence of a close relationship between the pressure drop and the friction factor,

and this leads us to assume that knowing one, the other can be computed as well. Thus, the pressure

drop of the flow is given by the integration over the total length of the pressure gradient and, logically,

results in

∆p =

∫ x2

x1

f
ρu2

m

2D
dx (2.23)

Regarding fully developed turbulent flow, the role played by turbulence turns the problem much more

complicated from the mathematical point of view. It will be seen in chapter 2.4 that, when dealing

with turbulence, the instantaneous velocity field will be replaced by a mean velocity field, U , a more

appropriate quantity for calculation purposes, plus a fluctuating contribution. No analytical solution is

known for this mean field, instead, experimentation shows that it is accurately approximated by

U

Umax
=
(

1− r

R

)n
(2.24)

where n = 1/7 works fairly well [62]. Equation 2.24 reproduces the typical flatter profile exhibited in

turbulent pipe flows, a direct result of an increased mixing capacity verified inside the turbulent boundary

layer. Similarly to laminar case, it is possible to associate the average mean velocity, Uavg (computed

from ṁ), with the maximum mean velocity, Umax, using the definition of mass flow rate presented in

equation 2.18 and equation 2.24, like [62]

Uavg
Umax

=
2

(n+ 1)(n+ 2)
(2.25)
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With respect to pressure drop, the only difference resides on the friction factor computation, once in

turbulent flow there is no exact equation for it. It was discovered that this parameter not only depends on

the Re, but also on the surface roughness, e. Experimentation gave then origin to the Moody diagram,

a chart where the friction factor is plotted as a function of the Re and the dimensionless roughness, for

diverse flow and surface conditions. An alternative is to use the Colebrook equation, an implicit equation

that accurately correlates data from the Moody diagram as follows

1√
f

= −2 log

(
e/D

3.7
+

2.51

ReD
√
f

)
(2.26)

2.3.2 General approach for convection problems

Introduced the basic principles of the fluid mechanics of internal flows, it is now time to focus on the

heat transfer process and its particularities. As in the majority of heat transfer problems involving fluid

organized motion, convection is the responsible mechanism for the heat flow that occurs in the presence

of a temperature gradient due to, for instance, a heated wall. On flows near solid walls, it is known from

the fluid mechanics the formation of a hydrodynamic boundary layer closer the solid-fluid interface,

however when this phenomenon is conjugated with a temperature gradient, a thermal boundary layer

starts to be developed as well. This thermal layer, although might co-exist with the hydrodynamic one,

does not have necessarily to grow at the same rate, since besides the obvious velocity effect, its growing

rate is also influenced by the rates of energy and momentum diffusion. It is what is behind the following

empiric equation
δ

δt
≈ Prn (2.27)

where δ and δt are, respectively, the hydrodynamic and thermal boundary layers thicknesses, n a positive

exponent and Pr the Prandtl number, defined as

Pr =
ν

α
=
cp µ

k
(2.28)

where α is the thermal diffusivity. This dimensionless number relates the diffusion coefficients of mo-

mentum and energy, evaluating the effectiveness of both transports inside their respective boundary

layers. It is assessed using exclusively properties of the fluid, which made it a property as well.

The heat transferred by convection is intimately linked to bulk fluid motion in the upper zones of the

thermal boundary layer and is ruled by random movements of molecules near the solid zones where

the velocity is very small, due to the no-slip condition. At the wall the velocity is null, so the heat flow is

exclusive ruled by the conduction mechanism, a diffusive process. Convection has, in fact, a contribution

from heat diffusion, however it is possible to macroscopically define the convective process employing

the following equation

q′′ = h(Ts − T∞) (2.29)

where q′′ is the convective heat flux, Ts the surface temperature and T∞ the fluid temperature. This

equation is widely known as Newton’s cooling law and incorporates a vital parameter when dealing

28



with convection – the convective heat transfer coefficient, h. This very important quantity resumes in its

computation many convection problems and is many times object of optimization in thermal equipments,

once it is directly related to the transferred heat rate. Nevertheless, it represents sometimes a difficult

quantity to find, as this empirical coefficient depends on many variables like the geometry of the flow

and the properties of the fluid, and evaluating all the contributions may become a hard task to complete.

Due to the nature of the thermal transport in the solid-fluid interface, conduction rules the heat transfer

process and the Fourier’s law can be employed. Considering no losses, r as the radial direction and the

tube wall placed at r = R, the heat conducted to the fluid is given by

q′′ = −kf
∂T

∂r

∣∣∣∣
r=R

(2.30)

in which kf is the fluid’s thermal conductivity. This amount of heat must equalize the one transferred into

the boundary layer, expressed by equation 2.29, so combining these two equations we achieve to an

expression for h equal to

h =
−kf∂T/∂r|r=R

Ts − T∞
(2.31)

From equation 2.31 we can see the influence that the thermal boundary layer has on h and, con-

sequently, on the amount of heat transferred. The radial temperature gradient changes with the axial

direction since heat transfer is occurring and this dependence on the axial position within the thermal

boundary layers lead us to introduce the concept of local convection coefficient. If we intend only to

consider global values over an entire surface of area As, it is possible to define an average convection

coefficient as

h =
1

As

∫
As

h dAs (2.32)

We have now, by means of equation 2.31, a possible methodology to achieve our goal of estimating

h. Still, is not the usual way to do that, and we should understand why. First, dealing with temperature

derivatives presume a beforehand known temperature profile, which in most cases does not happen.

Then, the great number of parameters influencing h suggests a creation of an alternative method, ob-

tained introducing non-dimensional variables into the respective transport equations and normalizing

them. This mathematical operation gives rise to the appearance of a dimensionless energy equation,

simplified on the light of boundary layer theory, that has as similarity parameters the already mentioned

Re and Pr. It has revealed to be a smart modification, once it gives us the possibility of extrapolating

results to other geometrically similar surfaces experiencing different velocities, length scales and flu-

ids, as long as similarity parameters and dimensionless boundary conditions are the same. Thanks to

these normalized variables, is possible to define a non-dimensional thermal gradient over the solid-fluid

interface using equation 2.31 which will be of great utility. The Nusselt number

Nu =
hL

kf
(2.33)

where L means again a characteristic length, can be seen as the ratio of convection to pure conduction

heat transfer and, once known for a given geometry, make possible the computation of h. The knowledge
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of Nu provides a solution for the convection problem based on a much less dependent procedure,

because it only depends on position,Re and Pr. A similar expression to equation 2.32 may be interesting

when the position dependence is not considered and only an average Nusselt number is required.

2.3.3 Thermal considerations

Internal flows, due to their nature, have from the analysis point of view the incapacity of defining a

reference velocity, like the free stream one, and this represents the major necessity of defining a mean

velocity. The same happens when temperature is the object of interest, so a mean temperature, Tm,

needs to be defined as well. Equivalently to the hydrodynamic case, is possible to compute an average

temperature that multiplied by the mass flow rate and specific heat can give the rate of sensible energy

carried by the fluid. Considering this, the definition of Tm is

Tm =

∫
Ac
ρcpuT dAc

ṁcp
(2.34)

It has a major importance when using, for instance, equation 2.29 for h computation. As no reference

temperature can be defined for internal flows, the mean temperature overcomes this problem providing

a reliable value that reflects the whole radial profile into one single value.

As said in section 2.3.2, the assessment of Nu is a key factor when dealing with convective heat

transfer. Due to the geometry dependency, many types of different flows started to be analyzed with the

goal of obtaining their own Nu functions. The laminar fully developed flow inside an uniformly heated

circular tube was one of the first to be addressed and, as the exact velocity profile is known, it could be

analytically investigated using a proper non-dimensional form of the energy equation.

The introduction of the concept of thermally fully developed flow can lead to interesting conclusions.

Contrarily to the hydrodynamic case, this definition does not imply a constant temperature profile, since

as long as convection exists, both T (r) and its longitudinal gradient are always changing with the axial

position, x. What actually remains unchangeable is the difference between wall and mean temperatures,

revealing an axially independent h characteristic of a thermal developed flow. The previous conclusion

can be corroborated with the analytical result obtained for Nu considering both hydro and thermal de-

veloped conditions. Skipping the math, it can be proven that for a constant-property and fully developed

laminar flow, the Nu is constant and equal to

NuD = 4.364 (2.35)

However, for laminar flows with fluids less permeable to heat diffusion (large Pr), the thermal entry

length revels to be a significant fraction of the entire length and its presence cannot be neglected.

Accounting with this entrance region turns the problem a generalization of the previous formulation and

more complex from the mathematical point of view. Once solved the non-dimensional partial differential

energy equation, their analytical solutions are in form of infinite series, including the solution for the local

Nu, as seen in [66]. Nevertheless, it is not practical to work with infinite series, reason why those results
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were correlated for a constant heat flux boundary condition via [67]

NuD =


1.302x

−1/3
∗ − 1 for x∗ ≤ 0.00005

1.302x
−1/3
∗ − 0.5 for 0.00005 < x∗ ≤ 0.0015

4.364 + 8.68(1000x∗)
−0.506 exp(−41x∗) for x∗ > 0.0015

(2.36)

where x∗ = (x/D)/(ReDPr) is a dimensionless axial distance. Note that when x∗ → ∞, equation 2.36

logically degenerates into equation 2.35.

Regarding turbulent flow, a correlation initially developed for smooth pipes seems to work fairly well

also for rough ones since f was computed from equation 2.26. The Gnielinski equation is expressed as

NuD =
(f/8)(ReD − 1000)Pr

1 + 12.7(f/8)1/2(Pr2/3 − 1)
(2.37)

and applicable for 0.5 ≤ Pr ≤ 2000 and 2.3 × 103 ≤ ReD ≤ 5 × 106, including thus the transition region

[67]. It is embracing enough to contemplate either constant wall temperature and constant wall heat flux

cases. For the use of equation 2.37, thermal properties must be evaluated at Tm.

2.4 Modeling turbulence

It is known among the community that the majority of the flows in engineering are, in fact, turbulent, but

while laminar flows can be correctly predicted using the Navier-Stokes equations presented in chapter

2.2, turbulent flows do not. They are characterized by a random and chaotic movement of fluid particles

triggered by the amplification of small disturbances within the flow that gave rise to the appearance

of typical rotational structures called eddies. Such disorganized movements provides always a three-

dimensional aspect and an increased transport and mixing capacity to turbulent flows.

The transition to turbulent regime is an unclear process yet but, for pipe flows, experiments have

shown that transition occurs for ReD among 2000 and 105. However, it was noticed that exterior factors

like pressure gradient and wall roughness influence the way transition occurs.

The energy spectrum of turbulent flows reveals important features about them as well. It shows that

most of the energy content is placed within the largest eddies, which means they are the entities that

rule the dynamics of the flow. A dissipative nature is associated to the smallest eddies, once their tiny

dimensions and velocities (and consequently Re) reveals more accentuated viscous effects.

But how does this kinetic energy go from the larger to the smaller eddies? The presence of velocity

gradients in the mean flow (concept introduced in a shorter time) promotes distortions on the larger ed-

dies, in a process of deformation called vortex stretching, which is also responsible to supply the energy

needed to maintain turbulence. As these eddies are predominantly inviscid, its angular momentum is

conserved, which forces the surrounding smaller eddies to rotate faster and increase their kinetic en-

ergy. The energy cascade goes on until the smaller scales are reached and viscous dissipation became

relevant, where the remaining kinetic energy is converted into internal energy (heat).

The materials presented during this chapter can be consulted in [68], as well as further information.
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2.4.1 The RANS equations

The totally chaotic and disorganized movement of fluid particles induced by turbulence produces a set

of fluctuations that makes an instantaneous measurement of a flow quantity (say velocity, pressure,

etc.) an extremely complex signal, where fluctuations are strongly present. So, it is usual to start by

decomposing all instantaneous flow quantities into their mean value, plus a fluctuating component, like

θ(r, t) = Θ(r) + θ′(r, t) (2.38)

where θ represents a generic quantity, either a scalar or a vector. This statistical procedure, valid for sta-

tistically stationary turbulent flows, is known as Reynolds decomposition. The mean value is computed

as

Θ(r) =
1

∆t

∫ ∆t

0

θ(r, t)dt (2.39)

where ∆t is a large enough time interval (to include the slowest variations from the largest eddies). By

definition, the mean value of a fluctuation θ′ is zero. Other two valuable statistical operators are the

variance of a fluctuation around its mean value, expressed by

(θ′)2(r, t) =
1

∆t

∫ ∆t

0

(θ′)2(r, t) dt (2.40)

and its root mean square (rms) value, defined as

θ′rms =

√
(θ′)2(r, t) (2.41)

Supposing that θ = u, the first one gives a measure of the energy carried by the fluctuations and makes

possible the definition of a quantity very useful in engineering calculations called turbulent kinetic energy

(per unit mass), like

κ =
1

2

(
u′2 + v′2 + w′2

)
(2.42)

The second one represents the average magnitude of velocity fluctuations and is valuable for the com-

putation of the turbulence intensity, an important quantity in turbulent flows equal to

I =
u′rms
Uavg

(2.43)

Navier-Stokes equations rule any kind of Newtonian fluid flow, however the Reynolds decomposition

introduces some additional terms that come from the mathematical treatment of replacing the instanta-

neous vectorial quantities by their Reynolds decomposition. After some considerable algebra, we finally

achieve to what are commonly called the Reynolds-averaged Navier-Stokes (RANS) equations.

∇ ·U = 0 (2.44a)

ρ
DU

Dt
= ρg −∇P +∇ ·

[
µ
(
∇U + (∇U)T

)
− ρu′u′

]
(2.44b)
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These are the governing equations of turbulent flows, in which six new unknowns dimensionally equiv-

alent to stresses appear, called the Reynolds stresses. The transportable property is now the mean

velocity vector, so these apparent stresses can be seen as the fluctuations’ influence on the mean flow.

Regarding the energy equation 2.11, where the transportable property is the temperature, T , if we

follow the same procedure, the time-averaged energy equation appears as

ρ
DT
Dt

= ∇ ·
(
k

cp
∇T − ρu′T ′

)
+

Φ

cp
(2.45)

2.4.2 Turbulence model

The arising of the Reynolds stress tensor, τR, originated six new quantities, totally unknown a priori,

that must be estimated in order to close the problem. Such necessity promoted the advent of turbu-

lence models, being two-equation models like κ− ω and κ − ε popular methods to close the RANS

equations system. Despite the solution for the mean flow only, their sufficiently accurate results and low

computational requirements make them the most used worldwide.

In a flow with straight geometry and without adverse pressure gradient, swirl, recirculating zones

or compressibility effects, any two-equation model should be able to reproduce turbulence effects with

satisfactory quality. Still, we have to select one, but which one is better for our purposes? We believe

there is no correct answer for that due to the simple character of our flow. There are quite a few avail-

able models and some of them are more suited for some conditions than others, but there is nothing

specifically in our problem that points to one model and discards another.

Due to its popularity, standard κ−εmodel would be seen as a strong hypothesis. It uses the turbulent

kinetic energy, κ, to set a characteristic velocity and the dissipation rate (destruction of kinetic energy

per unit mass), ε to define a length scale. Its good performance is properly documented for numerous

industrial flows and its robustness and economy are very appreciated [22]. As weakest points, standard

κ−ε model assumes fully developed turbulence and is not valid in the near-wall region, which is a strong

drawback. Instead, it offers the possibility to use wall functions to make the bridge between wall and

turbulent core zones, but this treatment is only valid at high Re. Despite this, the application of those

wall functions or even a two-layer approach to resolve the entire near-wall zone is strongly dependent

on the non-dimensional wall distance, y+, to produce coherent results, which turns the model greatly

dependent on the mesh too [22].

Such y+ dependence can be extinguished if we consider the specific dissipation rate (or turbulence

frequency), ω, instead of ε, using a κ−ω model. Since ω = ε/κ and at a smooth wall we have κ = 0, then

ω →∞ there. In practice, and accounting for possible rough walls, specific numerical values of κ and ω

are imposed to allow the resolution of the entire boundary layer [22]. This is a special feature of all κ−ω

models, but standard in particular is very sensitive to κ and ω on the far field, motivating researchers to

try some improvements on it. Thus, and recognizing that such dependency was not verified in standard

κ− ε, Shear Stress Transport (SST) appears as the most successful variation of the initial κ− ω model.

Basically, SST κ− ω is a hybrid model that incorporates the good near-wall performance of its ancestor

and gradually changes to standard κ − ε in fully turbulent region, adopting its good performance there.
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Based on this, we believe it is the right model for our purposes.

Coming back to what triggered this discussion, the Reynolds stresses appearance, within this class

of two-equation models there is a simplistic but very popular way to model them. Recognizing the limited

complexity involved, the simplest way to compute Reynolds stresses is assuming, like in laminar flow,

they are proportional to the strain rate. This is known as the Boussinesq hypothesis and states that

τR = −ρu′u′ = 2µtS · S−
2

3
ρκI (2.46)

where S = 1
2

(
∇U + (∇UT )

)
is the mean strain rate and µt is the turbulent (or eddy ) viscosity, concept

created assuming that Reynolds stresses affect flow quantities in such a way it can be described by an

additional viscosity, larger and property of the flow, in analogy with molecular viscosity. However, this

hypothesis considers an isotropic eddy viscosity and, consequently, isotropic Reynolds stresses, which

for most of the flows is not true. Still, it works nicely for a great number of studied flows [22].

SST κ−ω model provides two extra transport equations plus a turbulent viscosity formulation to close

RANS system. With a hybrid nature, κ-equation comes directly from the standard κ − ω model while

ω-equation is obtained transforming the ε-equation of κ− ε model. Such equations are

D(ρκ)

Dt
= ∇ ·

[(
µ+

µt
σκ

)
∇κ
]

+ 2µtS · S−
2

3
ρκ(∇U)I︸ ︷︷ ︸

Pκ

−β∗ρκω (2.47a)

D(ρω)

Dt
= ∇ ·

[(
µ+

µt
σω,1

)
∇ω
]

+ γ2
ω

κ
Pκ − β2ρω

2 + 2
ρ

σω,2 ω
∇κ∇ω (2.47b)

where Pκ represents κ production and σκ = 1, β∗ = 0.09, σω,1 = 2, γ2 = 0.44, β2 = 0.083 and

σω,2 = 1.17 are model constants. Left hand side of equations 2.47 gathers the combination of property’s

rate of change plus the net income by convection. The right hand side contains, respectively, the diffusive

transport, production and destruction terms due to turbulence, although in ω-equation the last term arises

from the ε-equation transformation process, being known as the cross-diffusion term.

What is new in the SST version is the accounting of the principal shear stress in eddy viscosity formu-

lation in order to better predict possible separation bubbles and improve, for instance, the performance

under adverse pressure gradients [22]. This is done limiting the eddy viscosity so that it became

µt =
a1ρκ

max
(
a1ω,

√
2S · SF2

) (2.48)

in which a1 is a constant and F2 a blending function. Also, a limiter is introduced on Pκ to prevent extra

formation of κ surrounding stagnation points, a undesired aspect seen in κ− ε models.

2.5 Modeling thermophysical properties

The importance of thermophysical properties on heat transfer performance of nanofluids was clearly

exposed in section 1.2.2 and their influence on possible conclusions was highlighted in section 1.3.1.
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Such evidences reveal, without any doubt, the importance of having reliable models to account for

thermal properties into numerical simulations.

There is no more accurate method to determine thermal properties than experimental measure-

ments. Following this idea, [61] investigated in loco both density and dynamic viscosity, while thermal

conductivity and specific heat were adopted from dedicated publications regarding Al2O3-isopropanol

nanofluid (please see [61] for more details). Posteriorly, the obtained measurements were validated

against other correlations and available data, in order to reinforce their veracity. Finally, for the range of

temperatures and mass fractions considered, data were fitted into mathematical models that reflect the

properties’ dependency on the two aforementioned variables.

For the nanofluid in question, the measured values for density can be adequately predicted employing

the following equation [69]

ρnf = 808.7697− 0.9508T + 6.4576ω (2.49)

where ρnf means the density in [kg/m3], T the temperature in [oC] and ω the particle mass fraction in [%].

One should not confuse ω with particle volume concentration, φ, since they are different. It is possible to

relate them via

φ =

(
1 +

1− ω
ω

ρnp
ρbf

)−1

(2.50)

Dynamic viscosity exhibit different non-linear behavior with T and ω and, contrarily to density, fitting a

single equation to predict its values within the entire variation range of the parameters was not possible.

For that reason, an equation for each ω [%] studied was proposed, in the form of [69]

µnf =

 (a+ bT )−1 for ω = {0; 0.387; 0.992; 3.12}

(a− b/T 2)−1 for ω = {4.71}
(2.51)

in which µnf is the dynamic viscosity in [Pa.s] and a and b are constants with values given in table 2.1.

Table 2.1: Coefficients for the dynamic viscosity model.

ω [%] 0 0.387 0.992 3.12 4.71

a 175.5004 126.2533 137.8122 142.4812 355.8237
b 12.9337 12.5972 11.2665 7.8454 36462.5170

The case of thermal conductivity is quite similar to density, since it was possible to express the

influence of the two parameters into one single model equation. Such equation is then equal to [69]

knf = 0.09545 + 0.00128ω +
13.1182

T
(2.52)

where knf is expressed in [W/(m.K)], ω in [%] and T in [K].

Finally, the model for specific heat at constant pressure is quite different and requires more auxiliary

math than the others. It is approximately given by [69]

cp,nf =
a+ bT 2 + cT 4

Mmix
(2.53)
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where cp,nf appears in [J/(kg.K)], T in [K], a, b, and c are constants and Mmix [kg/mol] is the mixture

molar mass equal to

Mmix = Mbf (1− y) +Mnpy (2.54)

with Mbf = 0.060095 and Mnp = 0.101961 [kg/mol] being the substances’ molar mass and y the particle

molar fraction given by

y =

[
1 +

Mnp

Mbf

(
1

ω
− 1

)]−1

, y > 0 (2.55)

Note that in equation 2.55, ω appears in [kg/kg] to generate y in [mol/mol]. Constants a, b, and c are

computed through the following set of equations, this time with y being used in [%].

a = 105.93− 0.532y (2.56a)

b = −1.43× 10−4 − 4.01× 10−6y (2.56b)

c = 7.89× 10−9 + 1.1× 10−11y (2.56c)

These are the models in which the computation of the respective thermal properties are based, for

each simulation ran. Thanks to the solver’s customization capacity, these equations are coupled through

the writing of appropriate user-defined functions (UDFs) [70].
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Chapter 3

Numerical investigation

3.1 The finite volume method

The finite volume method (FVM) is a numerical technique widely used to solve partial differential equa-

tions (PDEs) representative of a general conservative process or law, providing approximations for the

real solutions of those equations.

FVM is greatly appreciated by the scientific community especially when applied to fluid flow and heat

transfer problems. It is based on a domain division into several aggregated control volumes (CVs), for

which the PDE will be integrated over the CV boundaries and each one including a mesh (or grid) point.

This integration results in an algebraic equation that, once extended this procedure to the remaining

CVs, will produce a system of algebraic equations whose solution represents the dependent variable

value in each point of the domain. To this procedure we give the name of discretization.

It is important to say that this happens without loss of information, since doing the discretization like

this, we are ensuring the integral conservation of mass, momentum, or any other variable conservative,

for the entire computational domain. This represents the fundamental reason of choosing FVM instead

of other well-known numerical methods, like finite element methods, largely used in structural mechanics

and not so commonly employed for fluid flow problems [71].

The information presented during this chapter can be consulted in books like [63] or [68].

3.1.1 Scalar’s conservation in fluid flow problems

What was said during the previous paragraphs can be in an easier way illustrated using an example.

Going through section 2.2 one may have noticed that all the derived transport equations seem to have

some similarities between them and, for sure, they have. All of them have a temporal derivative, plus a

convective and diffusive terms. What cannot be included into one of these three terms goes to a source

term that, obviously, is different for each of the conservation laws. The exception is the pressure gradient

term present in equations 2.5, which is responsible for the special treatment given to them available in

section 3.1.3.
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Thus, for a generic scalar property θ, in a convection-diffusion problem we have

∂(ρθ)

∂t
+∇ · (ρuθ) = ∇ · (Γ ∇θ) + Sθ (3.1)

where Γ is a generic diffusion coefficient and Sθ is the source term associated to production/destruction

of θ inside the CV. Note that the total derivative is written like this for a better identification of the respec-

tive terms. The integration of equation 3.1 over the CV and for a prescribed time step ∆t, conjugated

with the application of the divergence theorem yields

∫
∆t

(∫
CV

∂(ρθ)

∂t
dV

)
dt+

∫
∆t

∫
S

(ρuθ) · n dS dt =

∫
∆t

∫
S

(Γ∇θ) · n dS dt+

∫
∆t

∫
CV

Sθ dV dt (3.2)

Equation 3.2 represents the integral balance of θ within a CV. Clarifying, on the left-hand side is the term

associated to the rate of change of θ plus the net rate of θ flowing out of the CV due to convection, while

the right-hand side represents the net income of θ due to diffusion plus the source term.

Let us consider a generic three-dimensional CV with a rectangular shape in Cartesian coordinates,

as illustrated in figure 3.1, where equation 3.2 is going to be employed. Subscripts e, w, n, s, t and b

mean, respectively, East, West, North, South, Top and Bottom, identifying every one of the six faces of

the CV. The upper letters are representative of the grid nodes in neighboring CVs.

Considering only stationary problems, every integration of the type
∫

∆t
dt disappears, together with

the transient term. The derivative terms on the border faces, here generically denoted as f , can be

approximated assuming a linear variation of θ over the surrounding nodes, like

(
∂θ

∂xi

)
f

≈ θD − θU
∆xi

(3.3)

where θD and θU are the values of θ at the immediately next downstream and upstream grid points to

the face f , over direction xi. Equation 3.2 can now be presented in the following form of

Feθe − Fwθw + Fnθn − Fsθs + Ftθt − Fbθb =

De(θE − θP )−Dw(θP − θW ) +Dn(θN − θP )−Ds(θP − θS) +Dt(θT − θP )−Db(θB − θP ) + S̄V (3.4)

where Fi = (ρuA)i and Di =
(

Γ
∆xA

)
i

are variables introduced for simplification and S̄V = Su+SP θP the

linearized source term. A special case is when θ = 1 and equation 3.1 turns into the continuity equation.

The integral mass balance written in this notation is

Fe − Fw + Fn − Fs + Ft − Fb = 0 (3.5)

Note that both equation 3.4 and 3.5 are also valid for reduced-dimensional problems, by setting the

corresponding node values and length as null and unitary, respectively, when computing face area, Ai,

and cell volume, V .
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Figure 3.1: Cubic control volume and its surrounding nodes. Adapted from [68].

3.1.2 Discretization schemes

A discretization scheme is, basically, a mathematical formulation used to express θ face values as a

combination of their closer node values. There are plenty of them reported on the literature, but the

selection of a proper scheme should be done carefully, because they have a strong influence on the

final solution quality, as we will see next.

An important feature is the order of the scheme. From the development in Taylor series of θ, the

order of the scheme is the power at which the grid spacing is elevated on the first neglected term. It is

important since it quantifies the error reduction rate as long as mesh is refined, showing how important is

mesh refinement on discretization error reduction. Based on that, higher order schemes should always

produce more accurate results compared to first order ones, since their discretization error is smaller.

This is true, still, not straightforward, since there are additional conditions that must be satisfied to

ensure the best quality possible for the respective numerical solution. Conservativeness, boundedness

and transportiveness are the three more important [68].

Conservativeness states that θ needs be conserved allover the computational domain. This implies

that a flux leaving a CV face must be equal to that entering an adjacent CV through the same shared

face, ensuring its consistent computation.

The boundedness criterion simply states that, for any CV without a source term, the nodal value of

θ must be within its border values. This property has important consequences on the solution of the

system of algebraic linear equations, which can be written in the matrix form of

Aijθj = bi (3.6)

where Aij is the coefficients’ matrix and θj and bi vectors of unknown nodal values and independent

terms, respectively. Due to generally large dimensions of Aij and location of the non-zero coefficients,

the system 3.6 is usually solved adopting iterative methods. A sufficient condition for such methods to

be convergent is to ensure that the coefficients of Aij fulfill the Scarborough criterion, so Aij could be

considered as diagonally dominant. One may think what this has to do with discretization schemes,
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but bounded schemes are suitable to yield diagonally dominant matrices. This also requires Sp to be

always negative after the source term linearization. The other condition is ensure that every discretized

equation contain coefficients sharing the same sign among them. Unbounded schemes promote the

creation of oscillatory solutions which, sometimes, may not converge.

Transportiveness is the capacity of the scheme to ”identify” the flow direction in convective problems.

For a problem ruled by convection where fluid motion is always present, given a transport direction it

means that a grid node value should suffer a greater influence from the upstream node than from the

downstream one. Schemes which do not retain this property are then unsuited for convective problems.

The selection of the best discretization scheme is obviously confined to those available in the solver.

Since the central difference scheme does not posses the transportiveness property, the role of options

are resumed to the upwind-based, namely first order upwind, FROOM (named as second order upwind

in [72]), QUICK and MUSCL [72]. The first one is unconditionally stable but its first order truncation

error is not enough for our purposes. Both QUICK and MUSCL are third order schemes but significant

improvements over second order ones might only be noticed in rotating or swirling flows, which is not

our case [72]. Thus, we end up adopting FROOM scheme to discretize all the transport equations

numerically solved during this study, even knowing it might be unbounded sometimes. However, the

solver has strategies to prevent this behavior (please see section 3.2).

In FROMM scheme, the spatial gradient is computed using both upstream and downstream node

values, assuming the same linear variation among the central node and the face values [63]. For a

Cartesian mesh, it means

θf = θP +
1

4
(θD − θU ) (3.7)

where subscripts D, P and U represent the downstream, central and upstream nodes regarding f ,

respectively. The incorporation of the discretization scheme into the face values of equation 3.4 leads to

the discretization equation for a generic CV with nb as neighboring nodes.

aP θP =
∑
nb

anbθnb + b (3.8)

For FROOM scheme, the respective coefficients are given by [63]

aW = Dw + βp

(
Fw +

1

4
Fe

)
+

1

4
βnFw (3.9a) aE = De − βn

(
Fe +

1

4
Fw

)
− 1

4
βpFe (3.9b)

aS = Ds + βp

(
Fs +

1

4
Fn

)
+

1

4
βnFs (3.9c) aN = Dn − βn

(
Fn +

1

4
Fs

)
− 1

4
βpFn (3.9d)

aB = Db + βp

(
Fb +

1

4
Ft

)
+

1

4
βnFb (3.9e) aT = Dt − βn

(
Ft +

1

4
Fb

)
− 1

4
βpFt (3.9f)

aWW = −1

4
βpFw (3.9g) aEE =

1

4
βnFe (3.9h) aSS = −1

4
βpFs (3.9i)

aNN =
1

4
βnFn (3.9j) aBB = −1

4
βpFb (3.9k) aTT =

1

4
βnFt (3.9l)

aP =
∑

anb + Fe − Fw + Fn − Fs + Ft − Fb − Sp (3.9m) b = Su (3.9n)
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where βp and βn are two auxiliary variables with unitary value when velocity vector is align with the

positive or negative axis direction, respectively.

The question of numerical diffusion of certain schemes is another problem researchers are faced

with. It appears in cases where the flow is oblique to the grid lines due to unidimensional flow treatment

at the CV faces, which causes a non-physical diffusion in zones where gradients are intense. It is,

therefore, a multidimensional problem, mitigated with a higher grid resolution for such zones. Still, our

methodology presume a mesh aligned with the flow, so we should not be worried about it [71].

3.1.3 Discretizing momentum equations: SIMPLE and SIMPLEC algorithms

The Navier-Stokes equations (momentum balance for a newtonian fluid) need special care when they are

going to be discretized. A simple comparison between equations 2.5 and 3.1 illustrates the presence of a

pressure gradient that needs to be accounted for and for which there is no transport equation (or equation

of state, considering incompressible flow). Both velocity and pressure terms appear in all directional

momentum balances and, if the pressure field was known a priori, the discretization procedure presented

before was sufficient to treat this problem. However, it is often unknown, leading to the pressure-velocity

coupling problem. For a better understanding of the problem itself, let us first present the example of the

discretized x-momentum equation for a grid node in a Cartesian mesh

uP =

(∑
nb a

u
nbunb

auP

)
P

+

(
bu

auP

)
P

−
(
V

auP

)
P

(
∂p

∂x

)
P

(3.10)

with auP and aunb coefficients being computed through any scheme, including FROMM presented in 3.1.2,

and ∆V the volume around the node. If we consider a traditional interpolation to compute ∂p/∂x face

values, it might lead to an incorrect interpretation of the real pressure distribution, since it never consid-

ers pP contribution - the checkerboard problem. So, the staggered grid concept was developed, where

different locations were considered to store velocities and pressures: velocities on cell faces and pres-

sures and other scalars on cell nodes. This staggered grid would avoid an incorrect perception of the

pressure field whereas it would compute it where no interpolation is needed in the momentum equations

and velocities where no interpolation is necessary for the continuity equation.

Although some benefits were brought to the procedure, the staggered pattern has some disad-

vantages, like increased memory requirements and, mostly, considerable rigidity when applied in non-

Cartesian or unstructured meshes. Knowing that robustness and a wide range of applicability are im-

portant features in a CFD commercial code, the collocated arrangement appears as a better alternative

to deal with any type of problems in a singular way. It consists in grids where all the data are stored

on the grid nodes. Based on this collocated concept, we will introduce the SIMPLE algorithm (Semi

Implicit Method for Pressure Linked Equations), a method developed to find a pressure field such that

the velocity field satisfies the continuity equation. The book [63] supports the following explanation.

Considering the non existence of face nodes in contrast to staggered arrangement, in collocated

grids velocity should be interpolated at the CV faces, to compute the respective mass fluxes. Linear
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interpolation is the simplest choice and keeps the second order error. We have then

ue =

(∑
nb a

u
nbunb

auP

)
e

+

(
bu

aup

)
e

−
(
V

auP

)
e

(
∂p

∂x

)
e

(3.11)

with (...) denoting interpolated terms. Expressing the first term of the right-hand side of equation 3.11

employing equation 3.10 to nodes P and E, and introducing the result into equation 3.11, we achieve to

ue = ue −
(
V

auP

)
e

[(
∂p

∂x

)
−
(
∂p

∂x

)]
e

(3.12)

This is the so-called Rhie-Chow interpolation, which corrects the linearly interpolated face velocity with

a contribution from the difference between the computed and the interpolated pressure gradients at the

face. Equation 3.12 is applicable to the other velocity components and to other coordinates.

The SIMPLE method starts by defining a pressure field, p∗, usually from a previous iteration, that,

once solved the momentum equation 3.10, is capable of generate a velocity vector, u∗, which verifies

u∗P =

(∑
nb a

u
nbu
∗
nb

auP

)
P

+

(
bu

auP

)
P

−
(
V

auP

)
P

(
∂p∗

∂x

)
P

(3.13)

This new velocity must verify the momentum balance but does not need to satisfy the mass balance,

once it is based on previous pressure values. In order to verify continuity, corrections are added to the

pressure and velocity fields, like

p = p∗ + p′ (3.14a)

u = u∗ + u′ (3.14b)

and, subtracting equation 3.13 to 3.10, is possible to derive a velocity correction equation such as

u′P =

(∑
nb a

u
nbu
′
nb

auP

)
P

−
(
V

auP

)
P

(
∂p′

∂x

)
P

(3.15)

Since each one of the three momentum equations has a velocity component as primary variable,

it makes sense the use of the remaining equation to deal with the pressure field. So, the continuity

equation is used to find the pressure correction, without which it would be impossible to calculate the

velocity correction. Considering the integral mass balance over a CV and adopting velocity notation of

equation 3.14b, it leads to ∑
f

[ρ(u′ · n)A]f = −
∑
f

[ρ(u∗ · n)A]f (3.16)

Face velocity correction u′f can be written using the Rhie-Chow interpolation, equation 3.12. The re-

sulting u′f , in its turn, can be found interpolating the velocity’s correction, equation 3.15, at downstream

and upstream nodes. Combining these two results into equation 3.16, yields

∑
f

[
−ρ
(
V

auP

)
(∇p′)A

]
f

= −
∑
f

[ρ(u∗ · n)A]f −
∑
f

[
ρ

(∑
nb a

u
nbu
′
nb

auP

)
A

]
f

(3.17)
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This is the denominated pressure correction equation and allows us to find the pressure correction all

over the mesh. The last term of the right-hand side represents the influence of the surrounding nodes on

central node’s velocity correction, but in SIMPLE it is simply neglected, once at this point no correction

is known. As all corrections tend to zero while convergence process is going on, this simplification only

affects the rate of convergence of the solution, and not the solution quality.

Hence, to completely solve equation 3.17, it is necessary to define a scheme that discretize the

pressure gradient. Like in staggered arrangements, pressure gradient is approximated using the sec-

ond order face centered scheme represented by equation 3.3, which allow us to write a discretization

equation for pressure correction like

ap
′

P p
′
P =

∑
nb

ap
′

nbp
′
nb + bp

′
(3.18)

where, after some algebra, it is possible to find the following expressions for the coefficients ap
′

and bp
′
.

ap
′

E = ρe

(
A2

auP

)
e

(3.19a) ap
′

W = ρw

(
A2

auP

)
w

(3.19b) ap
′

N = ρn

(
A2

avP

)
n

(3.19c)

ap
′

S = ρs

(
A2

avP

)
s

(3.19d) ap
′

T = ρt

(
A2

awP

)
t

(3.19e) ap
′

B = ρb

(
A2

awP

)
b

(3.19f)

ap
′

P =
∑
nb

ap
′

nb (3.19g)

bp
′

= (ρu∗A)w − (ρu∗A)e + (ρv∗A)s − (ρv∗A)n + (ρw∗A)b − (ρw∗A)t (3.19h)

Once solved equation 3.18 for pressure correction, we are in conditions to also correct velocity using

equations 3.14b and 3.15. Figure 3.2 illustrates how this iterative algorithm works.

Some improvements were thought for SIMPLE algorithm, especially due to its modest rate of conver-

gence. One very appreciated is the SIMPLE-Consistent (SIMPLEC) in which the the neighbors’ velocity

corrections, discarded in the original method, are instead approximated via

∑
nb

aunbu
′
nb ≈ u′P

∑
nb

anb (3.20)

Introducing it in equation 3.15 for two consecutive grid nodes, the velocity correction on a face f can be

given by

uf = −
(

V

auP −
∑
nb a

u
nb

)
f

(∇p)f (3.21)

which, when included in the mass imbalance equation 3.16, generates a discretized equation all the way

analogous to 3.18 despite the coefficients ap
′

F , this time equal to

ap
′

F = ρf

(
A2

auP −
∑
nb a

u
nb

)
f

(3.22)

for a generic grid node F and respective face f . All the remaining reasoning stands valid among the two
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Figure 3.2: SIMPLE flow chart for collocated grids

algorithms. SIMPLEC is preferable over its ancestor because, while performing the approximation 3.20,

we are actually neglecting a smaller contribution than what is discarded in SIMPLE, which improves the

convergence rate exhibited by SIMPLEC, at least for laminar flows [63, 72]. This reason is what stands

behind the choice of SIMPLEC over regular SIMPLE.

3.2 The solver

Fluent R© is a commercial CFD code widely used to run any type of fluid flow simulations. It can handle

several flow configurations and simulate many working conditions, including more complex cases such

as flows inside turbomachinery or multiphase flows. It incorporates, as well, a bunch of mathematical

models to deal with phenomena of radiation, combustion or turbulence and supports customization

through the creation of UDFs [70].

Fluent R© offers two different solving strategies [72]. The pressure-based solver is the option fol-

lowed when incompressible flows are simulated, while density-based solver is dedicated to flows where

compressible effects are present. Due to the coupling between pressure and density in compressible

flows, plus the already discussed coupling for pressure and velocity, this approach is based in a solution

technique that treats all the discretized transport equations in a coupled fashion, solving them together.

The pressure-based solver also provides a coupled way to solve the flow equations (energy equation

is left out of this procedure), but is the segregated method that represents the chosen approach during

this work. There, every momentum equation is separately solved, following the SIMPLE algorithm de-

scribed in section 3.1.3, being then energy, turbulence and other equations solved one each time too.
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This technique requires less memory, although the convergence may not be so fast [22, 72].

Based on this segregated approach, figure 3.3 illustrates all the steps taken on a solution process,

showing also the order by which they occur inside each loop. The iterative process starts by setting

user-defined data first, such as boundary conditions or thermal properties. Only then the numerical

calculation process effectively starts, with pressure-velocity coupling being the first addressed point,

following the SIMPLE algorithm. With the pressure and velocity fields already calculated, energy and

other scalars’ transport equations are solved and properties depending on flow quantities are updated

with their new values, in order to check the convergence of the solution. This iterative process goes on

until the established convergence criteria is verified.

There is a lot of theory supporting the solution process used by Fluent R© so it could be adapted and

solve the whole range of problems treated by this commercial solver. Still, we would like to refer a few

techniques used to achieve a solution in Fluent R©, without going into much detail. During the discretiza-

tion process, the FROOM scheme does not possess the boundedness property, which might lead to

an oscillatory solution. Fluent R© ensures that new extrema are not created by limiting the reconstruc-

tion gradient (gradient which origins equation 3.7), in a process called linear reconstruction. In its turn,

this gradient is calculated using a Least Squares method, a method designed for every type of mesh.

Finally, after the discretization process, the resultant system of equations is effectively solved applying

the iterative Gauss-Seidel method incorporated in an Algebraic Multigrid approach. The use of iterative

methods grants the convergence of the solution for diagonally dominant matrices, while the multigrid

technique improves the solution convergence rate. For more details, more information about the solver

can be consulted in [22, 72].

3.3 Boundary conditions

This section is dedicated to the explanation of the boundary conditions considered in this study. Laminar

and turbulent cases will be treated separately since they require particular considerations.

3.3.1 Laminar case

To correctly model the real problem, we must specify what physically is known and controls the exper-

iment. For that, inlet BCs can be created to define in which circumstances the flow reach the inlets of

the computational domain. From the beginning we have stated that the study will run over fully devel-

oped conditions, which implies no longer development of hydrodynamic boundary layers in the heated

section of the tube. It means that the velocity profile is fixed at the entrance section and can be cor-

rectly predicted by equation 2.19, which was imposed in the solver writing a proper UDF. Temperature

is another flow variable whose inlet distribution needs to be established. From the experiments, we

know that the fluid enters the heated section with a constant and known temperature and replicate this

situation is easily achieved assigning such temperature to the fluid at the inlet. Information about the

pressure is not necessary, once it appears directly from the provided velocity field as a consequence of
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Figure 3.3: Pressure-based segregated solver flow chart. Adapted from [70].

the pressure-velocity coupling.

Similarly, exits need also to be characterized, but generally not much information is available. In

such cases, we need to ensure the flow evolves over the domain with no interference from the exterior.

This can be achieved using a Pressure Outlet BC and setting the gauge pressure at the exit to zero.

Physically, we are defining a flow exit at atmospheric pressure, which allows us to correctly compute the

static pressure drop and revealed to have better performance against the Outflow BC.

The presence of a wall always affects the flow development and its effect on the flow can be ac-

counted using a Wall BC. In the present case, a static wall where the no-slip condition have been

considered, ensuring a null velocity over the CV near-wall border faces. The condition of constant heat

flux supplied at the wall is also defined at this point. As the heat flux is a parameter in study, likewise the

inlet temperature, it is known a priori and it is set constant during every simulation.

Geometry can be used as a helpful source of information which, sometimes, provides a great con-

tribution to computation process optimization. When analyzing the geometry of the real problem, the

presence of any type of symmetry should be checked, as it grants a significant computational domain’s

reduction, reflected in less time consuming simulations. Symmetry BC is characterized by the definition

symmetry planes through which the solution can be mirrored to the remaining domain. The beauty of

our cylindrical geometry is that it is not only symmetric, but it is also axisymmetric, which means sym-

metry along the symmetry axis. This allows a large reduction in our computation domain, transforming

a 3D problem into a 2D one, where only a no-thickness fluid sheet is going to serve as computational

domain. Besides this enormous simplification, it turns possible the use without restrictions of the dis-

cretization relations introduced in chapter 3.1 for structured Cartesian meshes, since we consider the
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x-coordinate as the axial direction and the y-coordinate as the radial one. The use of this BC has also

implicit the same type of symmetry reflected in the flow variable fields, like velocity. In fact, such axisym-

metric velocity profile is obtained when no swirl is present inside the flow and can be checked looking

to equation 2.19, noting no spatial dependence besides the radial coordinate. Due to its specificity, this

BC is distinguished in Fluent R© from the classic Symmetry one, and receives the name of Axis BC.

Figure 3.4 illustrates the computational domain which will be used to run the simulations. The blue

line indicates the inlet face, where BCs are implemented. Similarly, the outlet BCs must be applied on

the face represented by the green line, as well as wall BCs in the face here defined in red. The axis is,

logically, expressed by the yellow line and receives the axis BC, while the interior domain is symbolized

by the grey squared pattern.

3.3.2 Turbulent case

The introduction of the new PDEs to model turbulence quantities requires, logically, an extra set of BCs

to them. In our case, the SST κ−ω was the chosen turbulence model and two extra transport equations

were added to the problem. Like momentum and energy, these two equations also need estimations for

κ and ω at the inlets of the computational domain.

Contrarily to velocity or temperature, it is not usual to have turbulent kinetic energy or dissipation rate

measurements available, which have forced researchers to resort on academic similar experiments or in

rough estimations based on turbulence theory. A common method to estimate κ and ω at the entrance

of a fully developed turbulent pipe flow used by Fluent R© is available in [72]. Based on the concept of

turbulence intensity, expressed by equation 2.43, it is stated that for such flows, turbulence intensity can

be given by

I = 0.16(ReDh)−1/8 (3.23)

where Dh is the hydraulic diameter of the tube (in a cylinder, it corresponds to the geometrical diameter,

D). Considering isotropic turbulence, where fluctuations have the same magnitude in all directions, it is

possible to transform equation 2.43 into the following one, obtaining then a feasible estimation for κ.

κ =
3

2
(UavgI)2 (3.24)

The prediction of ω requires the computation of the turbulence integral length scale, `, a parameter

related to the dimensions of the largest eddies in the flow. For the case under consideration, it can be

estimated as

` =
0.07Dh

C
3/4
µ

(3.25)

where Cµ = 0.09 is an empirical constant. Once both κ and ` are known, it is possible to relate them

with the specific dissipation rate using the definition of length scale considered in κ − ω models that,

solving for ω, is given by

ω =
κ1/2

Cµ`
(3.26)
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Figure 3.4: Schematics of the comptutational domain and boundary zones.

The remaining BCs can be left as if laminar simulations were performed, despite the more com-

plex treatment executed by the solver for turbulent BCs, especially in the presence of a wall. Still, no

modifications are required from the user. The only exception is the inlet velocity profile. The previous

laminar profile is no longer valid for turbulent flow, being now described with good approximation through

equations 2.24 and 2.25.

3.4 Mesh independence study

Due to the strong influence that the mesh has on the solution process, seen in section 3.1.2, one

should investigate when the results become independent from the mesh used. It means the point when

the solution becomes insensible to mesh refinement, and can be attained while computing the same

features using consecutive finer grids and evaluating the convergence of those predictions.

The axisymmetric character of the geometry turned this a 2D study with a Cartesian mesh fitting

perfectly. These type of grids should be used whenever possible, once they minimize the problem of

numerical diffusion, as said in the end of section 3.1.2. Simulations for laminar flow were considered

converged at the moment that continuity’s scaled residual was inferior to 10-8, while for turbulent flow,

predictions were accepted converged when continuity’s scaled residual became smaller than 10-8 or κ’s

and ω’s smaller than 10-7. This criteria is valid during the entire work.

For reasons related to near-wall flow in the presence of turbulence, distinct grids will be used for

laminar and turbulent predictions, each one requiring a separate study. Still, the tests will be identical,

consisting on the computation for consecutive finer grids of temperature and axial velocity profiles in two

different sections of the domain (x = L/2 and r = 0) and, additionally, Cf and h for turbulent flow only.

Homogeneous fluid was considered and the controlling conditions, listed in table 3.1, were kept constant

during the simulations. The grid selected will be the one where the improvement in solution quality does

not justify the augmented time consumption.

Results for the laminar case can be seen in figure 3.5, as well as the different grids tested in table

Table 3.1: Conditions adopted in the mesh independence study.

Regime Tin [oC] ṁ [kg/s] q′′ [W/m2] ω [%] u/U profile I [%]

Laminar 15 0.00767 1000 0 Parabolic -
Turbulent 15 0.0767 10000 0 Constant 5
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Figure 3.5: Mesh independence study for laminar simulations. (a) temperature radial profile and (b) velocity
radial profile, at x = L/2. (c) temperature axial evolution and (d) velocity axial evolution, at r = 0.

Table 3.2: Grids considered in mesh independence study for laminar simulations.

Grid 1 2 3 4 5 6 7

noCV x× noCV r 240x5 480x10 960x20 1920x40 3860x80 1440x30 1600x35

3.2. For this study, Cartesian uniform grids were adopted and, from grid 1 to 5, the refinement was

attained by doubling the number of CVs in both directions.

The radial predictions of figure 3.5 hardly change throughout the refinement process, with the coarser

grids showing good results. The same does not happen axially and a more delayed convergence was

verified, clearly proving grids 1 and 2 are too coarse. A closer inspection of the axial velocity at the

centerline indicates a potential improvement from grid 3 to grid 4 which, considering the computation

time (around 5 minutes), definitely worths a search for an optimal mesh. The solution computed for

grids 4 and 5 is very close to each other and therefore the former was preferred, since the better yields

additional time consumption.

Grids 6 and 7 have then been proposed, revealing closer results to grid 4, as detailed in figure 3.5

(d). The oscillations in the axial velocity close to the inlet can be seen as an adaptation of the flow to the

imposed fully developed velocity profile at the inlet. In that zone some non-zero radial velocities were

observed that, by continuity, are responsible for those oscillations. Despite this, which has negligible

effects in practice and can be mitigated via mesh refinement, we end up adopting grid 6 (see figure 3.7)

in the laminar simulations.
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The turbulent case was treated in a similar fashion but adding the complementary quantities of Cf

and h. The first one is a classic quantity many times analyzed in boundary layer research, which is of

great utility evaluating the velocity profile, namely through its gradient at the wall. h, in its turn, is the

major object of interest of this work and we want to see the mesh impact on it. Also, it provides a good

estimation for the process of Tm(x) computation, which is explained in section 4.1.

In virtue of the large temperature and velocity gradients at the wall, of vital importance for h com-

putation (thermal) and Cf (friction), it was considered that equally spaced meshes might not be able to

capture them with high resolution, so a new strategy of grid construction had to be tested too. Biased

meshes, identified as ”bf”, keep the same number of CVs but redistribute them in a specific direction to

capture in more detail the desired zone, the wall in this case. Using the ratio between the largest and

the shortest CV, named as bias factor, the algorithm allocates more and smaller CVs to the wall region,

leaving the central zone of the tube to the remaining CVs with larger dimensions.

Another aspect that might influence turbulent simulations is the Re range experimentally considered,

which belongs to the transition region and implies non-developed turbulence. Since it is possible to

conjugate SST κ−ω with the Intermittency transition model, the influence of the transition detection was

tested as well.

Figure 3.6 presents the results obtained for the mesh convergence study in turbulent flow regime.

Using the know-how acquired in laminar case, only three grids were considered this time, as indicated

in table 3.3, and the procedure adopted was identical in terms of convergence and control, despite

new appropriate numerical values. The aforementioned variations of each grid were tested and the first

conclusion got was the insensitivity to the transition model coupling evidenced on the results. For every

case, we could check that predictions from grids with transition model were always superposed with

those of equally spaced grids, showing turbulence model alone is enough to capture all the details.

Consequently, the question sums up to the impact of wall zone refinement on the computed quan-

tities. Like in laminar case, temperature and velocity radial profiles do not show any major difference

among grids, as well as temperature at centerline. It was on the axial velocity plot (figure 3.6 (d)) that

such influence has started to be noted, being also more significant in Cf and h cases (figures 3.6 (e)

and (f) respectively). These plots clearly show the effect of the biased arrangement, but especially on

Cf plot that more than doubled from the grid 1 to any biased one. None of the grids but the biased

ones could capture this shape, with grid 3 (the more refined of the equally spaced group) yielding results

almost 20% lower than those of the biased grids. Not much difference was found in Cf curves among

biased grids, so predictions can be considered as converged.

If the biased approach is justified via Cf computation, the best grid for turbulent simulations can be

chosen complementing with a look to h plot. Figure 3.6 (f) shows a variation among biased grids 1 and

2 that is not seen from 2 to 3, indicating an already mesh independent result. This time, equally spaced

grid 3 reveals a good performance while predicting h, showing that the Tm computation procedure (ex-

plained in section 4.1) is more dependent on the number of CVs than on y+, contrarily to hydrodynamic

quantities. The initial depression verified in h curves has simply to do with the developing length of the

flow (around 0.1m based on figure 3.6 (d)), in response to an inlet constant velocity profile. Once
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Figure 3.6: Mesh independence study for turbulent simulations. Axial evolution of (a) and (c) T , (b) and (d) u,
at x = L/2 and r = 0, respectively, and (e) Cf and (f) h.

Table 3.3: Grids considered in mesh independence study for turbulent simulations.

Grid 1 2 3

noCV x× noCV r 1440x30 1920x40 2880x60

developed, h reveals the expected trend of growing almost linearly with the axial position, effect of the

Re augmentation along the tube. Finally, we are in conditions to conclude and say that biased grid 2

(see figure 3.7) is the one that better serves our purposes, proving also that despite the SST κ − ω

model independence from y+, quantities like Cf and h are strongly influenced by its magnitude within

the boundary layer zone, proving that grids having y+ nearby unity at the wall are more suited for such

predictions.
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(a)

(b)

Figure 3.7: Detail of the mesh used in (a) laminar simulations and (b) in turbulent simulations.

3.5 Model validation

Once found an appropriate mesh, this validation procedure intends to estimate the accuracy of the model

by comparing measurements on the base fluid alone with their predictions, and with theory whenever

possible. Thus, Nu, Tm and wall temperature, Tw, were tracked in non-isothermal tests, while f was

the object of interest of isothermal replications. The reason we chose to analyze these quantities is

simple, since this temperature difference Tw − Tm is what supports the experimental h, while empirical

correlations for Nu and f are widely known for this geometry in both flow regimes. Such approach was

then followed in laminar and turbulent cases.

Figure 3.8 (a) allow us to compare temperature predictions with experimental measurements, for
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Figure 3.8: Isopropanol laminar predictions for validation purposes. (a) axial evolution of Tm and Tw and
(b) axial evolution of Nu. Conditions ⇒ Tin = 14.6oC, q′′ = 5397.6 W/m2, ṁ = 0.01467 kg/s (Blue)
• Tin = 24.6oC, q′′ = 2742.5 W/m2, ṁ = 0.00742 kg/s (Green) • Tin = 34.8oC, q′′ = 3452.7 W/m2, ṁ =
0.00787 kg/s (Red).

laminar flow conditions. Regarding Tm, one can see that experiments match perfectly the CFD line for

each one of the studied inlet temperatures, in a clear agreement with energy conservation principle, but

the same does not happen with Tw. In fact, experiments until the fourth point (x = 1.4m) agree very

well with the predicted dashed line, but this trend is lost, especially in the last point (x = 2.2m). Such

difference has certainly a reason to be, and we believe it is purely related to experimental errors.

Although the real temperature increasing rate might be slower than the predicted, as evidenced when

comparing fourth and fifth experimental points, it is known from the theory that the condition of constant

heat flux at the wall of a laminar, hydrodynamically developed flow, implies a continuous axial increase of

Tw that is not present from the fifth to the sixth experimental points. Actually, for every case, temperature

measurements at x = 2.2m are lower than in the previous location, which is not physically possible. Still,

the predicted Tw is supported by the experimental evidence for every inlet temperature in more than half

tube length, so we believe to have enough reasons to rely on the calculated temperature profiles.

The results for Nu are plotted in figure 3.8 (b), where the predictions were no more than 10% higher

compared to theoretical results (equation 2.36), but at the same time where experiments are directly

affected by the abnormal Tw observed before. Logically, both theory and predictions depart from ex-

periments on the critical points already identified. One can examine the influence of Tw on Nu doing

the simple exercise of understanding first its influence on h. Since experimental ∆T is smaller than the

predicted one, equation 2.29 shows that the expected h is higher in the experimental case. As Nu is di-

rectly related to h, we can conclude that the experimental Nu on those points is larger than predictions,

as shown in the respective plot. Once we have mentioned before the non-physical meaning of those

Tw values, results based on them are unreliable as well, and should not be taken into account. The

remaining experimental points of the three tests are all within 15% of the theoretical curve, confirming

the good performance of the present model regarding laminar simulations.

A similar study was conducted for turbulent regime and the results are given in figure 3.9. Again,

both Tm and Tw were axially matched against experimental measurements and Nu compared with ex-
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Figure 3.9: Isopropanol turbulent predictions for validation purposes. (a) and (c) axial evolution of
Tm and Tw and (b) and (d) axial evolution of Nu. Conditions (a)/(b) ⇒ Tin = 14.5oC, q′′ =
9809.2 W/m2, 0.02517 kg/s (Blue) • Tin = 24.7oC, q′′ = 9399.2 W/m2, 0.025 kg/s (Green) • Tin =
35.2oC, q′′ = 9533 W/m2, 0.02477 kg/s (Red); (c)/(d) ⇒ Tin = 15.3oC, q′′ = 14416.1 W/m2, 0.03837 kg/s
(Blue) • Tin = 25.8oC, q′′ = 15171.2 W/m2, 0.03942 kg/s (Green) • Tin = 35.1oC, q′′ =
15962.9 W/m2, 0.04018 kg/s (Red).

periments and with the results given by Gnielinski equation (2.37) combined with Colebrook equation

(2.26) for f computation. One more time, predictions and measurements for Tm exhibit a better agree-

ment than Tw. Still, the trends of evolution are very close and the absolute deviations are no more than

0.75oC for the six cases considered, which we consider totally acceptable.

In terms of Nu, the agreement between predictions and experiments can be considered very good

whenever the numerical and experimental ∆T are very close, but any small difference in ∆T is highly

amplified in terms of Nu. The worst case is plotted in figures 3.9 (c) and (d) and occurs for the inlet

temperature of 35oC. Looking at Tw curves, one can see that predicted values are slightly higher than

real ones, implying a larger numerical ∆T . Considering the values of heat flux imposed in turbulent flow,

using equation 2.29 it is easy to find that a small reduction in ∆T produces a great augmentation in h

and consequently in Nu. This is the main explanation for the observed results, since when no difference

was noted on measured and predicted ∆T , experimental and computational Nu agree very well. Even

though, and neglecting the last two experimental points, all the local predicted Nu are within 20% of the

measured ones.
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On the other hand, the Gnielinski equation was not able to correctly predict the local Nu, despite

being valid in the range of studied Re. Such behavior has already been noticed in [28], [39] or [42], and

we accept it as expected, since we are dealing with heat transfer in developing turbulence. However, a

decreasing tendency on the relative error has been identified when higher mass flow rates (Re), for the

three temperatures considered. Another important aspect is the fact that both numerical and Gnielinski

line slopes are similar. This ends up supporting the rising trend shown in Nu predictions along the

tube and not the oscillatory behavior of the experimental data, possibly related with small errors in

temperature measurements.

We finally conclude this validation study by performing isothermal simulations to evaluate the preci-

sion in the prediction of the friction factor. As the experimental length for which the pressure drop was

measured is distinct from the heated section numerically considered, it was not possible to compare in

non-isothermal conditions either ∆p, for obvious reasons, or f , since Re is changing along the tube and

f depends on it. However, isothermal conditions turns Re constant throughout the tube (and so does f ),

allowing a comparison independent from the considered length.

Results for f in laminar and turbulent regimes, for the three considered inlet temperatures, are avail-

able in figure 3.10, as well as the theoretical laws of Hagen-Poiseuille (equation 2.21) for laminar flow

and Colebrook (equation 2.26) for turbulent flow, considering a roughness e = 3µm [61]. There can

be seen that laminar predictions follow almost perfectly the theoretical law and that this agreement is

independent of the inlet temperature. Only for Re above 2150 the experimental measurements get away

from the predicted ones, value around which the transition onset for pure isopropanol flow is observed in

[61]. When turbulence is present, predictions at low Re are substantially superior than measured values

and also than Colebrook equation, meaning a possible overestimation of the ∆p effectively developed.

Nevertheless, we also see that such over-prediction tends to diminish as Re increases, revealing that

turbulence models are definitely more suited for developed turbulence conditions, characteristic of higher

Re.

In the end, we conclude that despite not being perfect, our simulations provide very satisfactory

results, with all trends being confirmed via experimentation and/or theory.
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Figure 3.10: Isopropanol friction factor predictions and experiments. Blue data - Tin = 15oC; Green data -
Tin = 25oC; Red data - Tin = 35oC.
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Chapter 4

Results and discussion

4.1 Data acquisition and treatment

During the model characterization process, several quantities that are not a direct output of the numerical

solution have been presented to justify some decisions taken in the time of this work. We can point the

obvious case of h which is strongly dependent on Tm, or f , function of um (or Um). The central question

here is that neither of them can be extracted from the solver without any algebraic manipulation, since

they represent a weighted average of their respective radial profiles. Thus, becomes important to clarify

the mathematical process behind these intermediate calculations, in order to demystify any possible

confusion about the way numerical data was treated in the present work.

The core of the question here is to find Tm(x), for every discrete position, since we will built on its

local computation the axial evolutions of h and Nu, for instance. Looking to equation 2.34, we see that

a cp is needed, so we decided to compute it via model equation 2.53 using as temperature the value

of Tm(x), which is effectively our goal. This iterative process can be solved using the widely known

Newton-Raphson method, with a second order convergence rate.

Also in Tm(x) computation are involved some integrals that must be numerically computed. Consid-

ering the grid nodes as the integration points for those numerical values are available, such integrations

over the radial coordinate can be performed employing a trapezoidal rule, since it allows different spac-

ing among two consecutive nodes (useful in turbulent simulations) and it is easily implemented. This

procedure was followed for mass flow rate in um(x) computation and for h and f calculations, which

requires axial integrations too. Such routines have been numerically implemented in Fluent R© via UDF.

4.2 Predictions vs. experiments

In this section, the performance of the model is assessed by comparing predictions with experimental

values of the heat transfer coefficient and the friction factor for the nanofluid.
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4.2.1 Heat transfer coefficient

Figure 4.1 presents four sets of plots of the convective heat transfer coefficient, h, each one charac-

terized by nanoparticles mass fraction and inlet temperature, for laminar regime. Numerical results, in

every case shown, behave as expected and according to the theory of laminar heated flow, showing

also that as long as the mass flow increases (and Re), the thermal developing zone gets larger, as well

as h. Experiments, despite always slightly higher than predictions, in most cases follow very well the

numerical trends up to more that half the tube length, but in the last two experimental points the slight

rising trend already identified and discussed in section 3.5 is present again.

The discrepancy seen comes, again, from the distinct numerical and experimental temperature dif-

ferences. Still, the reason for such discrepancy is unclear, apart from computational/experimental errors,

once buoyancy effects were considered in [61] and revealed to be insignificant. Certain is the lack of

influence of particles addition on the thermal development of the flow, since the present model is able to

predict within 15% error the experimental data, excluding the last two experimental points.

A similar comparison was carried out in turbulent regime, as shown in figure 4.2. This time, due to a

weaker experimental evidence, only three cases per inlet temperature/particle loading case were simu-

lated. A wall roughness e = 3µm was assumed again. At a first view, we can observe that predictions

do not match as well as they did in laminar flow, but some trends can be identified. Firstly, the model ex-

hibits a propensity to overestimate h when 15oC is the inlet temperature, but the contrary happens when

35oC is considered. For 25oC, the trend is not uniform. It is also common to all conditions that, as ṁ

and q′′ increase, predicted h tend to be smaller relatively to experimental measurements. These effects

led to good matches in some circumstances, but to large differences in others, as the cases plotted in

figure 4.2 (f), where a difference of nearly 1.2oC in ∆T yields h around 30% smaller. The respective

temperature plots and simulation parameters regarding figures 4.1 and 4.2 are available in appendix A.

In fact, these trends are not totally new, as a look back over figure 3.9 allows us to infer. In figures (b)

and (d) it is clearly perceptible that Nu is over and underestimated for inlet temperatures of 15oC and

35oC, respectively. The rough oscillations and the last two points always out of trend, two characteristics

of the measured Nu evolutions of figure 3.9, are clearly present on the h measurements of figure 4.2,

which means they are not a direct consequence of the nanoparticles addition.

We cannot ignore the differences as they exist and are quite significant in terms of h, but, again,

considering figure 3.9 where small differences of less than 0.5oC between numerical and measured ∆T

produce relative errors of around 20% in Nu, we are encouraged to believe that the majority of the error

related to h came from the same effect, even though some trends might not be so sharp or so flat as they

were predicted. Still, we believe the model continues to produce reliable results, since from the total 35

simulated cases, only in 20% of them there were local h predicted 20% above their measured value, not

accounting again with the two highest axial coordinates measurements. The good agreement exhibited

for most cases with inlet temperatures of 15oC and 25oC is real, which make us to wonder about what

physical reason stands behind the large differences found for 35oC, besides experimental errors.

To add more evidence and corroborate these conclusions, figure 4.3 shows a direct comparison

between predicted and experimental average coefficients, h, which can be seen as a good indicator of
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Figure 4.1: Examples of predicted and experimental local heat transfer coefficients of Al2O3-isopropanol in
laminar regime, for several particle loadings and inlet temperatures.

the h axial evolution. Both laminar and turbulent regimes were considered and each point represents a

simulation of an experimental situation similar to those of figures 4.1 and 4.2, considered here too.

Laminar case shows, again, a very good agreement among predictions and measurements, con-

sidering that only in four cases the error exceeds 10%. This is really demonstrative of the accuracy of

laminar predictions, even considering that in experimental h are included the measurements at the last

two axial locations that contribute to slightly higher values. For turbulent flow, as expected, the error

magnitude involved is higher, especially for the Tin = 35oC case, but only five cases exhibit errors over

20%. The already mentioned overestimation when Tin = 15oC is again noted and confirmed, as well as

the most accurate predictions attributed to Tin = 15oC and Tin = 25oC. What is easier to check now

is the increased growing rate of experimental data over predictions as long as higher h are obtained

(consequence of higher ṁ and q′′). This is especially noticed for the largest Tin and ω and our model

reveals to be incapable to reproduce such tendency. However, and based on the reasons presented

before, errors in experimental data should not be ignored.

4.2.2 Friction factor

With the aim of seeking for any possible influence of inlet temperature and particle loading on the

nanofluid hydrodynamic characteristics, only isothermal conditions have been simulated to calculate

the friction factor, for the same reasons explained in section 3.5. Numerical results for f were gath-
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Figure 4.2: Examples of predicted and experimental local heat transfer coefficients of Al2O3-isopropanol in
turbulent regime, for several particle loadings and inlet temperatures.

ered and compared with experimental measurements and the theoretical laws of Hagen-Poiseuille and

Colebrook, as illustrated in figure 4.4. A roughness of e = 3µm was considered either in the numerical

solving procedure or in Colebrook equation.

For laminar regime, in line with the previous tests already seen, the plot shows excellent agreement

between theoretical, experimental and numerical data for the entire range of laminar Re. The only
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Figure 4.3: Comparison between numerical and experimental average heat transfer coefficients for (a) laminar
regime and (b) turbulent regime. Blue data - Tin = 15oC; Green data - Tin = 25oC; Red data - Tin = 35oC.
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Figure 4.4: Al2O3-isopropanol friction factor predictions and experiments. Blue data - Tin = 15oC; Green data
- Tin = 25oC; Red data - Tin = 35oC.

exception is the onset of the transition zone, where the laminar version of our model is totally unsuited,

since has no way to predict it and, consequently, to account the extra contribution to f due to turbulence.

For that zone, the model continues to follow the theoretical law, as it did for base fluid in section 3.5.

With respect to turbulent flow, not much can be added to what was already concluded when base

fluid was investigated in order to validate the model. For low turbulent Re, turbulence is in a state

far away from developed and the model, through turbulence modeling, over-predicts the friction factor

typically overestimating the pressure drop of the flow. This difference, one more time, tends to vanish

as the Re increases and fully developed turbulence is more prone to be attained, as revealed by the

agreement between numerical data and Colebrook equation. Nevertheless, experimental data is always

below these two lines, indicating a possible overestimation even for larger Re than what really happens.

No influence of temperature or particle addition was noted in the numerical results for both flow

regimes, corroborating the experimental verification of Newtonian behavior for the Al2O3-isopropanol

nanofluid.
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4.3 Parametric analysis

Due to the way the experimental investigation was structured, is was not possible to explore the influence

that a single one controlling parameter has on the heat transfer coefficient and on pressure drop. Thus,

we performed a sensitive analysis to study the influence of, individually, change mass flow rate, wall heat

flux, inlet temperature and particle mass fraction. Here the main goal is not a rigorous quantification

of possible enhancements or deteriorations, since the imposed conditions do not have any specific

application. Instead, we will try to find some tendencies and favorable modifications to extract the most

profit possible from the use of nanofluids.

4.3.1 Laminar flow

Firstly we will investigate h and ∆p in laminar flow conditions. Two different inlet temperatures were

considered (15oC and 35oC), as well as all the particle loadings studied during the last section. As

thermal properties are strongly influenced by temperature and particle concentration, the computed Re,

for a given ṁ, could belong to laminar or turbulent regime, according to the conjugation of these two

outer factors. This effect made impossible to cover a sufficient large range of Re in both temperatures

with one single ṁ variation range, so this is the reason supporting the smaller ṁ considered for 35oC, in

comparison to those selected to 15oC.

Figure 4.5 presents the separate influence that ṁ and q′′ has on the average heat transfer coefficient,

h. Its choice over h(x) is quite obvious, since it globally represents the performance of the system. Figure

4.5 (a) clearly shows that h increases with ṁ. It makes sense, since mass flow rate powers the fluid

bulk motion, a basic request of forced convection to exist. Also a higher Tin enhances h, for a fixed ṁ

and q′′. We attribute this increase to the cp augmentation together with a ρ reduction due to the greater

temperatures, which allows the fluid to absorb more energy per oC raised and accelerate by continuity,

respectively.

A curious fact of figure 4.5 (a) is the improvement (or lack of it) powered by nanoparticles addition.

With exception of Tin = 15oC and ω = 4.71% which claims some attention with its nearly 3% increase

respectively to pure fluid, the heat transfer enhancement is almost unnoticed and irrelevant, especially

for higher temperatures. We know that following a single-phase numerical approach, the possible heat

transfer enhancement is obtained purely thanks to altered thermal properties, but what is seen here is

that, when ṁ is maintained, the k improvement given by nanoparticles and responsible to promote the

heat flow into the fluid is not enough to compensate in a large proportion the adverse contributions of

ρ intensification and cp decrease. Such observations agree very well with the data presented in [61]

regarding the ṁcp comparison basis.

The q′′ influence on h is presented in figure 4.5 (b). It is important to remember that ṁ between

the two temperatures is different, being this the reason of the major discrepancy seen in h from the two

temperatures. A greater heat flux yields higher heat transfer rates, as expected. Still, the results for

ω = 4.71% are curious since, as long as q′′ increases, the h growing rate deteriorates, reaching at 35oC

worse performances that those of pure fluid when submitted to maximum q′′ considered.
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Figure 4.5: Influence of (a) mass flow rate (q′′ = 1000W/m2) and (b) wall heat flux (ṁ = 0.01kg/s and
ṁ = 0.006kg/s for Tin = 15oC and Tin = 35oC, respectively) on average heat transfer coefficient, for laminar
flow conditions. Blue data - Tin = 15oC; Red data - Tin = 35oC.

The effect of ṁ and q′′ on pressure drop, ∆p, is well documented in figure 4.6, which shows the

increase of ∆p with ṁ and the reduction with q′′. ∆p quantifies the energy dissipated by friction at

the wall, which is directly related to the fluid viscosity. If the viscosity of the nanofluid is reduced by

temperature, but expanded by particles concentration, we should expect a ∆p evolving in a similar

manner, and figure 4.6 (a) proves such expected trends.

The linear relationship of ∆p with ṁ can be explained using the theoretical results available for a fully

developed laminar flow in circular tubes. From this theory, it is known that ∆p grows linearly with the

mean velocity through the following law

∆p =
32µLum
D2

(4.1)

Therefore, since ṁ is directly proportional to um, it is easy to conclude that ∆p increases linearly with

ṁ, as shown in figure 4.6 (a). The inclusion of nanoparticles led to a maximum intensification of ∆p

quantified around 60% for 15oC and 80% for 35oC, when compared to base fluid performance.

The influence of the thermal load on ∆p can be explained taking into account, one more time, the in-

fluence that more energy brought into the system has on the nanofluid viscosity. Note again that despite

higher temperatures were responsible for reduced pressure drops, the lower ∆p present in 4.6 (b) has

also a contribution from the reduced flow rate considered for Tin = 35oC. ∆p tends, effectively, to de-

crease with q′′, being this reduction more accentuated for Tin = 15oC. The reason behind such behavior

relies on the asymptotic decreasing evolution of µ(T ) for every single ω, meaning that a temperature

augmentation nearly 15oC has a more accentuated reduction of µ than nearly 35oC. Consequently,

such occurrence would also be observed in terms of ∆p, explaining the decreasing evolutions detected

for Tin = 15oC and the almost flat ones for Tin = 35oC with increasing thermal loads.

4.3.2 Turbulent flow

In the line of the previous analysis, a sensitive study focusing on the influence of the controlling param-

eters on the heat transfer performance and pressure losses was performed for turbulent flow conditions.

The restriction in terms of flow rate was identical, namely to ensure turbulent conditions, but due to a
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Figure 4.6: Influence of (a) mass flow rate (q′′ = 1000W/m2) and (b) wall heat flux (ṁ = 0.01kg/s and
ṁ = 0.006kg/s for Tin = 15oC and Tin = 35oC, respectively) on pressure drop, for laminar flow conditions.
Blue data - Tin = 15oC; Red data - Tin = 35oC.

much wider range of flow rates compared with laminar flow, this time it was possible to choose and pre-

serve the same flow rates for the two inlet temperatures studied, 15oC and 35oC. The principal benefit

of this fact is to allow a direct comparison among every one of the presented cases, which represents

an improved capacity in respect to laminar study, especially when discussing the q′′ influence.

The influence of ṁ and q′′ on h is shown in figure 4.7. Figure (a) presents how ṁ influences the

heat transfer performance of the nanofluid, for the range of temperatures and particle loadings tested.

As expected, and following the laminar tendency, we note that this performance is powered by the ṁ

augmentation, justified by the increased fluid bulk motion.

Also in line with laminar results is the temperature influence on h under the presence of turbulence.

For a given ω and ṁ, a higher temperature continues to represent an improved nanofluid thermal perfor-

mance. However, the mechanisms supporting such improvement are not the same. This does not deny

the discussion presented in section 4.3.1 regarding this topic, but instead, it points out that turbulent

transport has more importance on the flow dynamics than the variation of the properties. What might

be surprising a priori is the decrease of the heat transfer coefficient with the addition of nanoparticles,

reaching a maximum deterioration of around 30% in comparison to the base fluid performance when

ω = 4.71% was considered. This represents the opposite of what was desired, but is in accordance with

the data presented by [61] concerning the ṁcp comparison basis.

Such results motivated a more detailed research of the turbulent characteristics of the flow. In order

to find some relationships between modifications in turbulent quantities and the respective h variation,

figure 4.8 shows radial profiles of turbulent kinetic energy, κ, and its dissipation rate, ε, as a function of

temperature and particle loading, while keeping constant mass flow rate and heat flux. In fact, an inter-

esting correlation was found among ε, temperature and particle concentration. It has been noticed that

the peak of ε is greater when temperature increases, but it is reduced with the addition of nanoparticles.

In terms of h, its higher values are always consistent with the larger peaks of ε, which led us to think that

they might be somehow related. Additionally, both h and ε are affected in the same way by temperature

and particle loading, reinforcing this idea.

The dissipation rate is associated to the end of the energy cascade, where viscous effects become
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Figure 4.7: Influence of (a) mass flow rate (q′′ = 10kW/m2) and (b) wall heat flux (ṁ = 0.1kg/s) on average
heat transfer coefficient, for turbulent flow conditions. Blue data - Tin = 15oC; Red data - Tin = 35oC.
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Figure 4.8: Radial profiles of (a) turbulent kinetic energy and (b) dissipation rate for several temperatures and
particle loadings, conserving ṁ = 0.1kg/s and q′′ = 20kW/m2.

relevant over inertial effects, promoting κ destruction. Such dissipation, associated to the smallest

eddies, is more accentuated in zones where the mean velocity field has higher gradients, which explains

its peak near the wall. Looking at the definition of ε

ε = 2νS · S (4.2)

it is observed its dependency on kinematic viscosity and, logically, on the magnitude of mean velocity

gradients, represented here by the mean strain rate. Temperature contributes to increase ε, but since

it has the opposite effect on the kinematic viscosity, ν, this improvement must be due to an augmented

strain rate. Regarding particle addition, the effect is the opposite but the reasoning is the same. In fact,

ν increases with particle concentration but ε decreases, as a direct consequence of a lower strain rate.

In conclusion, a larger strain rate, indicating sharper velocity gradients within the boundary layer,

is synonym of a better thermal performance. Temperature promotes this effect, while the addition of

nanoparticles do not, revealing poorer results on a ṁ comparison basis. This outcome is further sup-

ported by figure 4.7 (b), which reveals that greater thermal loads have a positive effect on h, for a con-

stant ṁ. Higher q′′ supplies more energy to the system, and therefore larger temperatures are reached.

Since temperature has a positive effect on h as proved before, the observed raising tendency confirms
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the expectations.

To close this section, ∆p was also investigated in turbulent regime and the results can be seen in

figure 4.9. Following the same methodology, several temperatures and particle loading were tested,

keeping constant in (a) q′′ and in (b) ṁ. If we compare these figures with those of the laminar test, we

can notice that the evolution trends are the same, but the increase of ∆p with ṁ has not a linear shape.

It can be explained looking at equation 2.23 and observing the quadratic dependence on um revealed

by ∆p. This, consequently, corresponds to a quadratic evolution of ∆p with ṁ, which is closer to what is

present in figure 4.9 (a) than the linear growing rate hypothesis.

These observations might indicate that the phenomena ruling pressure losses are the same, inde-

pendently of the flow regime, and in fact they are. Even though in presence of turbulence, pressure

losses are still related with wall friction, which continues to be ruled by the molecular viscosity effects.

This can be proven considering that wall friction occurs within the viscous sub-layer of a turbulent bound-

ary layer, where viscous dissipation is dominant over turbulent motion. Thus, ∆p continues being ruled

by the variation of the molecular viscosity and therefore, the discussion presented in section 4.3.1 con-

cerning this topic remains valid.

Comparatively to the base fluid, a lower relative penalty due to particles addition was noticed, with

no more than 17% augmentation of ∆p for the smallest ṁ and around 10% when the largest ones are

considered, independently of the temperature set.

4.4 Influence of the comparison basis

In the previous section we saw how each controlling parameter affected, separately, the heat transfer

performance and the pressure losses of the system. But those influences, if looked through other

perspectives, can mean different things. This is basically what was said in the end of section 1.2.2 about

the variety of comparison basis used to evaluate nanofluid performances and the influence that they

had on possible final conclusions. A particular example of this problem is, for instance, to evaluate the

impact in h by changing ṁ through three different comparison basis: mean velocity, Reynolds number

and pumping power required. Using the same data presented before appropriately transformed to the

referred comparison basis, the aim of this section is to identify the ideal conditions in which a basis

should be selected and what conclusions could be taken, misleading or not, from their use.

4.4.1 Mean velocity

From the mass flow rate it is easy to obtain our first comparison basis: the mean velocity. Looking at

equation 2.18, the only quantity which is sensible to T and ω variation is the density, ρ, so it is through

this quantity that some variation will be introduced. It is known that ρ reduces for higher T but increases

as more particles are added, which implies opposite effects on the velocity, for a given ṁ. However, as

ρ does not change much in the range of T and ω studied, we expect that mean velocities exhibit a small

variation range, for an equal ṁ.
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Figure 4.9: Influence of (a) mass flow rate (q′′ = 10kW/m2) and (b) wall heat flux (ṁ = 0.1kg/s) on pressure
drop, for turbulent flow conditions. Blue data - Tin = 15oC; Red data - Tin = 35oC.

Data presented in section 4.3 were plotted according to what was explained before and is now avail-

able in figure 4.10, for both flow regimes and the same temperatures and particle loadings. The com-

parison with the corresponding charts in section 4.3 shows that no significant differences exist between

the two considered basis. The trends are quite similar as expected, with exception to the laminar case,

where the small reduction in velocity due to ω allows a slight separation among the ω-constant lines of

each temperate that can be seen as an enhancement. Still, one should be aware that, for a constant

velocity basis, we are not considering equal mass flow rates.

4.4.2 Reynolds number

Due to its popularity in the fluid dynamics field, Re is a very appreciated basis used to compare nanoflu-

ids’ performance. However, when comparing two nanofluid flows with equal Re, we are ignoring the

effect of nanoparticles on the thermal properties, which led to a comparison between two totally distinct

dynamics. This was, basically, what led Yu et al. [17], in their review work, to advise against the use of

Re as a comparative basis in nanofluid’s research. Still, we continue interested in investigate its use,

since we would like to evaluate the conclusions it allows us to draw.

To adapt the data produced before to a constant Re comparison basis, we need to relate ṁ to Re

values. This is achieved through the use of following expression

Re =
4ṁ

πµD
(4.3)

By looking at equation 4.3, it is easy to conclude that the T and ω variation will affect Re by the way

they influence µ, for a case of constant ṁ. Considering this, Re will rise as long as T increases and

decreases if more particles are added. By definition, Re is seen as the ratio of inertia to viscous forces

and, since a constant flow rate is considered, no alteration on inertia forces was introduced. Viscous

forces, in its turn, are totally dependent on µ magnitude, so they will change in consonance with µ

variation, being then reduced as T increases and powered as ω rises. This justifies the way Re reacts

to these two important variables.

Results for a constant Re comparison basis are available in figure 4.11 for every temperature and
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Figure 4.10: Average heat transfer coefficient compared under constant mean velocity basis. (a) laminar and
(b) turbulent flow conditions.
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Figure 4.11: Average heat transfer coefficient compared under constant Reynolds number basis. (a) laminar
and (b) turbulent flow conditions.

particle loading considered during this study. Taking into account the substantial Re variation along

the tube length due to temperature, each test was characterized by a computed Re based on thermal

properties evaluated at an average fluid temperature, Tf , given by

Tf =
Tm,in + Tm,out

2
(4.4)

Comparing the laminar predictions of figure 4.11 with those presented before for other comparison ba-

sis, some differences are clearly noticed. The first one that goes against what was previously concluded

is that h is enhanced by a temperature reduction. This happens because µ is powered by a temper-

ature decrease, and equation 4.3 shows that keeping the same Re will only be achieved thanks to a

ṁ augmentation. Considering that for Tin = 15oC the ṁ are in fact higher than for Tin = 35oC, this

h enhancement of about 10 to 14% in comparison with the base fluid and is in fact a consequence ṁ

augmentation rather than T reduction.

For a constant T and ṁ, Re is significantly reduced when ω is augmented from 0% to 4.71%, reaching

almost half of its initial value for the largest ω. What succeeds is that such reduction allows a separation

of the ω-constant lines, which reflects a supposed improvement of h. For ω = 4.71% and considering

the same Re, an enhancement superior to 20% in h was verified when compared to the base fluid. This
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suggests that a nanofluid is prone to have a superior thermal performance as long as it contains more

nanoparticles, which was already proved in section 4.3.1 but in totally different proportions. Moreover,

these qualitative improvement tendencies agree with the majority of the laminar investigations given in

section 1.3, where both Re and ω were identified as sources of improvement for h for several nanofluids,

and also with [61], confirming what has been presented and discussed until now.

Figure 4.11 (b) exhibits the results of this comparative study concerning turbulent regime. In line with

laminar observations, they do not present the same trends seen before in section 4.3, demonstrating

one more time the influence that a comparison basis could have. Both temperature and particle concen-

tration affect Re in turbulent regime as they do in laminar and the discussion presented in the previous

paragraphs regarding that remains valid. So, looking to the figure, we see overlapped data, indicating

that from a constant Re point of view, there is no great influence on the heat transfer coefficient either

from temperature or particle addition. This contrasts with the information presented before since it indi-

cated a clear deterioration of the thermal performance mainly due to nanoparticles in turbulent regime,

while this one simply indicates they do are neither beneficial nor unfavorable.

Trying to find a justification for such fact, we searched on the literature some possible examples

where other researchers got similar results regarding Al2O3 nanofluids. We found that not many teams

looked directly to h as a function of Re. Instead, they prefer to plot Nu vs. Re, like [43]. However,

we found that [39] reported enhancements on h vs. Re when more particles were added. In fact,

both teams announced improvements regarding nanoparticles addition, but they have studied particle

concentrations up to 6% in volume. Comparing with our highest mass fraction, ω = 4.71%, which barely

means 1% in volume, it gives the idea that for such small quantities of added particles, any possibly

enhancement goes unnoticed. This is also corroborated by the study of [35] which used concentrations

up to 0.9% in volume and reported no significant enhancement verified. If we compare this evidence

with those from [61], it qualitatively agrees well for the smallest ω, but not for the largest ones, for which

they reported enhancements. Nevertheless, this disagreement was expected since our model cannot

match some experimental measurements, as seen in section 4.2.1.

∆p was also investigated under constant Re basis in order to perform a qualitative comparison with

the data available in [61]. Figure 4.12 shows that, for the same Re, ∆p more than doubled for 15oC in

comparison to 35oC. This augmentation has to do with the increased µ and ṁ for smaller temperatures.

The increase with Re satisfies the ∆p(ṁ) trends found in section 4.3, being the growing rate sharper

for higher particle concentrations. Since Re is a quotient, the relative variations of µ are much more

accentuated in a Re basis than in a ṁ one, reason why the ω-constant lines are more distant here

than in figures 4.6 and 4.9. The sharper slopes verified and barely quadratic curves from turbulent data

relatively to the linear laminar data seemed to be in good qualitative agreement with the plots of [61].

4.4.3 Pumping power

Recognized in [17] as the ”most conservative criteria for a beneficial nanofluid” evaluation, the constant

pumping power comparison basis allow us to measure how much energy we have to supply while pump-
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Figure 4.12: Pressure drop compared under constant Reynolds number basis. (a) laminar and (b) turbulent
flow conditions.

ing a more viscous nanofluid. Therefore, the intention of this comparison basis is to understand if the

additional cost of pumping a nanofluid worths to be paid or not.

The power required to pump the fluid is given by the the following relation

Ppump =
ṁ∆p

ρ
(4.5)

and it represents the energy per unit time that a pump must supply to the fluid in order to move it

along the system. Results for this comparison are displayed in figure 4.13. Imagining we have a fixed

amount of power available (for instance through the use of the same pump independently of the fluid),

the best thermal performance is always achieved by the base fluid. This happens due to a smaller ṁ

that is possible to pump when more nanoparticles are added to the base fluid because of the increased

viscous effects. Higher temperatures promote the thermal performance from this point of view due to its

viscosity reducing effect, allowing to pump a greater ṁ compared to a colder fluid.

It is also interesting as well is to see that the greatest improvement in h is achieved in virtue of a small

pumping power increase, being this rate shortened as long as higher h were required. This means that

if we intend the same heat transfer rates for different particle concentrations, we have to supply much

more energy to the system in the cases where higher particle loadings are involved.

To conclude, the pumping power magnitude for laminar flow is so reduced that in most cases it is

definitely worth to pay around 40% more energy pumping the fluid. For turbulent flow, the amounts

involved are definitely higher. Still, it is not worth to pay it, since no improvement in thermal performance

is attained in turbulent conditions.
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Chapter 5

Conclusions

5.1 Main achievements

The main motivation supporting this work was to provide a numerical tool able to accurately predict the

thermal performance and the hydrodynamic characteristics reported by [61] of an Al2O3-isopropanol

flow. To attain our objective, in virtue of the nonexistence of a general theory about nanofluids, they

have to be modeled using current techniques. The simplest way available to model the flow using

CFD was proposed here: assume a nanofluid as a single-phase fluid with altered properties. Some

other assumptions were also used to support this major one, as described in section 2.1, but what is

implicit here is that the possible success of this work would corroborate the good approximation level

of these assumptions about nanofluids behavior, something that has been already noticed in [17] and

more recently in [18]. So, this thesis has not only a comparative nature, but a confirmatory one too.

The performance of the CFD model regarding laminar flow conditions is very good. The measured

local convective heat transfer coefficients (CHTCs) always exhibited a tendency to be superior to their

respective predictions, still they do not deviate more that 10% in majority, if we consider the average

CHTC. This percentage increases to 15% if local CHTC were contemplated. Predictions of the friction

factor follow perfectly the theoretical and experimental trends, independently from the temperature set,

proving the nanofluid Newtonian dynamics.

During the sensitivity tests, it was noticed a stronger influence of the mass flow rate than the thermal

load on heat transfer performance enhancement. Also, the inlet temperature was a source of improve-

ment, as well as particle mass fraction. However, the improvement due to the increase of the particle

mass fraction was barely noticed. For a constant mass flow rate, a maximum 3% enhancement was

verified for a nanofluid at 15oC and loaded with 4.71% in mass, in comparison to its base fluid.

For turbulent flow conditions, the match between predicted and measured data was not so good.

Some experimental data expressed trends that were not replicated in the predicted local CHTC. Over-

estimations were mostly found for the lower temperatures considered, while under-predictions appeared

among the high temperature cases, where the longest discrepancies have been found. In the worst

case, a predicted wall temperature 1.2oC higher than the respective measurement gave rise to a local
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CHTC around 30% smaller than the experimental value. Still, the majority of the simulation led to local

and average CHTCs among a 20% error margin relatively to its measured value. We found that the

trends presented on local CHTC measurements were the same already seen when the local Nu was

studied for the base fluid during the model validation, as well as the type of discrepancies verified. This

fact suggests that such differences were not directly caused by the presence of nanoparticles in the flow.

The computed friction factor in turbulent conditions was always higher than the measured ones,

particularly for the smallest Re. With Re augmentation, the flow tends to be in a fully developed turbu-

lence regime and the model predicts f in better agreement with theory and experiments, confirming the

conviction that turbulence models do not perform so well for developing turbulence conditions.

The sensitive analysis for turbulent flow conditions revealed one more time the mass flow rate in-

crease as the best way to promote the heat transfer performance of the system. Temperature and the

thermal load were also seen as improvement sources, but the most important conclusion is the deteri-

oration of CHTC with particle addition. This is totally the opposite of what was desired and represents

a clear drawback against the use of this nanofluid in turbulent conditions. For the maximum particle

loading simulated, decreases in the order of 30% have been found for both temperatures studied, for a

given mass flow rate.

On the other hand, by analyzing the turbulent flow quantities, we found that the best thermal per-

formance was achieved for the highest dissipation rate. Such optimal conditions are attained when the

mean velocity gradients reach their highest value in the turbulent boundary layer. From the turbulence

theory, these mean velocity gradients are responsible for supplying the energy necessary to the produc-

tion of turbulence and, consequently, to promote turbulent transport. So, the more turbulence produced,

the better the thermal performance and, while temperature promotes this phenomenon, the addition of

nanoparticles has a negative contribution on it. This conclusion is corroborated by the reduced degree

of turbulence reported by [61] regarding the nanoparticles effect on CHTC in turbulent flow conditions.

The pressure drop depends on the fluid viscosity in both flow regimes and the way temperature and

particle concentration affect it is reflected in terms of pressure losses. The addition of nanoparticles

promoted pressure drop from 60% to 80% in laminar regime, being these values reduced to between

17% - 10% for turbulent conditions, in spite of the much higher magnitudes involved.

The influence of different comparison basis on the interpretation of the results was also addressed.

The constant velocity basis was the one that allows the closer agreement with the conclusions taken via

constant mass flow rate comparison. Since between the two bases there is only the influence of density,

both produce almost indistinguishable results. Expected results were also found for a constant pumping

power basis. If more particles are added to the fluid, more energy is required to pump it and reach the

same thermal performance, due to the viscosity increase. For the cases where the pumping power is a

constraint of the project, the designer must do this comparison to estimate how much energy will cost

the possible enhancement of CHTC, specially for turbulent flow conditions.

The most controversial results came from the constant Re comparison basis analysis, reflecting

trends unseen until here. Contrarily to what was proved before, the enhancements due to particles ad-

dition appear in a much larger proportion for constant Re than for constant mass flow rate or constant

74



velocity bases, and higher temperatures do not produce any beneficial effect. The aforementioned con-

clusions came essentially from the fact that an equal Re computed for flows with different temperatures

and particle concentrations simply ensures the same ratio of inertia to viscous forces among themselves,

and not the same dynamic conditions, since a viscosity variation imposed by exterior factors will imply a

velocity change too. For turbulent flow conditions, constant Re basis has revealed a curious insensitivity

of the CHTC on temperature and particle concentration variations, clearly contrasting with the decrease

of CHTC observed through the remaining comparison bases powered by particles addition, and the

favorable effect of temperature augmentation.

In conclusion, the model performs well while predicting the heat transfer conditions of a laminar

Al2O3-isopropanol flow, as demonstrated by the good match between predictions and experimental data.

Based on that, we can confirm that this nanofluid follows very well the hypothesis of being correctly

represented as a homogeneous fluid with altered properties. Predictions for turbulent flow revealed an

inferior degree of agreement in relation to laminar case, still the differences in the majority of simulations

were kept within an acceptable error level, validating the hypothesis when turbulence is present, as well.

Improvements in CHTC directly related to Al2O3 nanoparticles addition were only found in laminar

flow conditions. However, those percentages are quite small and possibly do not justify their use replac-

ing the base fluid alone, since their manufacture requires additional economical effort and they might

suffer from long stability problems. Even though, if these are considered minor problems, as well as the

extra pumping power, it is possible to attain a better performance using this nanofluid in laminar forced

convection applications. Nevertheless, one should not blindly trust on the quantification of the enhance-

ments resultant from a constant Re comparison basis, since the realities compared are not really the

same. No advantage was seen from the use of Al2O3-isopropanol nanofluids in turbulent flow conditions.

5.2 Suggestions for future work

During this work we noted that the highest particle mass fraction considered, ω = 4.71%, represents in

fact a particle volume concentration, φ ≈ 1%, which compared to other studies available, is manifestly

low. Also the Re variation range of this study was quite limited, all within the turbulence developing zone.

Based on that, we suggest that higher particle quantities could be considered in future experimental

studies, as well as larger mass flow rates, in order to investigate possible and higher enhancements due

to particles addition and to provide a vaster characterization of this nanofluid, at least for turbulent flow

conditions.

About the numerical aspect of nanofluids investigation, it seems always interesting when an introduc-

tory work like ours, based on the homogeneous fluid approach, could be compared with other where the

interaction of solid and fluid particles is separately modeled in a two-phase approach. Also an improved

turbulence model might be tested, so it could improve the pressure drop predictions.
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Appendix A

Data and temperature plots for figures

4.1 and 4.2
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Figure A.1: Axial evolutions of Tm and Tw for the simulations presented in figure 4.1 (the color code is kept
unaltered to allow a direct comparison with figure 4.1).
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Figure A.2: Axial evolutions of Tm and Tw for the simulations presented in figure 4.2 (the color code is kept
unaltered to allow a direct comparison with figure 4.2).
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Table A.1: Data used for the simulations presented in figure 4.1 (the color identifies each case in each image
of figure 4.1).

Figure (a) Figure (b)

Tin [oC] ṁ [kg/s] q′′[W/m2] Tin [oC] ṁ [kg/s] q′′[W/m2]

Gray 15.34 0.00359 1303.91 25.63 0.00538 887.74
Y ellow 14.68 0.00670 2350.21 24.52 0.00245 1991.16
Blue 14.62 0.00903 3433.09 24.64 0.00715 2924.89
Dark red 14.62 0.01226 3935.01 24.76 0.01098 4071.12

Figure (c) Figure (d)

Tin [oC] ṁ [kg/s] q′′[W/m2] Tin [oC] ṁ [kg/s] q′′[W/m2]

Gray 25.32 0.00336 1225.17 34.51 0.00303 1257.81
Y ellow 24.53 0.00637 2502.41 34.77 0.00631 2716.42
Blue 24.54 0.01041 4014.61 34.82 0.00843 3729.11
Dark red 24.95 0.01240 4695.60 35.13 0.01263 5148.81

Table A.2: Data used for the simulations presented in figure 4.2 (the color identifies each case in each image
of figure 4.2).

Figure (a) Figure (b)

Tin [oC] ṁ [kg/s] q′′[W/m2] Tin [oC] ṁ [kg/s] q′′[W/m2]

Gray 15.51 0.02542 9087.34 14.62 0.02447 8631.31
Y ellow 15.17 0.03289 12234.42 14.82 0.02901 10075.06
Blue 15.16 0.03647 13980.99 15.51 0.03443 12286.87

Figure (c) Figure (d)

Tin [oC] ṁ [kg/s] q′′[W/m2] Tin [oC] ṁ [kg/s] q′′[W/m2]

Gray 25.63 0.02094 7830.39 24.68 0.02140 8088.87
Y ellow 25.23 0.02922 10635.46 25.48 0.02945 11296.88
Blue 25.63 0.03730 14508.63 25.62 0.03616 14258.52

Figure (e) Figure (f)

Tin [oC] ṁ [kg/s] q′′[W/m2] Tin [oC] ṁ [kg/s] q′′[W/m2]

Gray 35.08 0.02093 7974.00 35.50 0.02437 9652.97
Y ellow 35.08 0.02988 11965.76 34.90 0.02828 11066.15
Blue 35.23 0.03453 13940.09 35.54 0.03329 13233.31
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