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Resumo

O principal objetivo do presente trabalho foi o de realizar uma andlise termo-
econémica de uma central hibrida para fornecer trés mercados distintos (ener-
gia elétrica, regulagdo de frequéncia e capacidade instalada) no Reino Unido,
determinando-se a melhor configuracao de trés tecnologias: solar fotovoltaica,
baterias e gerador a gés natural. Com este objetivo, foram analisadas multi-
plas configuragoes utilizando-se uma ferramenta de otimizagdo de sistemas en-
ergéticos. Para tornar isto possivel o software foi modificado desenvolvendo-se
novas rotinas para expandir as suas funcionalidades. Os principais parametros
que foram comparados para cada configuracao foram o investimento de capital
(CAPEX), o preco de oferta necessério para o fornecimento de servigos de regu-
lagdo da frequéncia da rede (FFR Fee) e as emissoes de carbono. Os resultados
mostram que um sistema baterias-gerador com 20 MW de geradores e com 5
MWh de armazenamento com baterias sdo a melhor combinac¢io de CAPEX
(($11.05 mil) e FFR Fee (63.22 §/h). O CAPEX desta soluc¢do é 34% menor
que o de um sistema constituido por 8 MW de geradores e 20 MWh de ar-
mazenamento com baterias e ¢ 71% menor que o de um sistema com 32.5 MWh
de armazenamento em baterias. O FFR Fee ¢ 23% menor que o de um sis-
tema fotovoltaico-baterias-geradores. No entanto, uma anélise de sensibilidade
baseada em previsoes da evolugao dos mercados mostrou que outras solugoes
poderiam acabar por se tornarem melhores e que a escolha de uma configuragao
que possa evoluir com o tempo é provavelmente a melhor decisao.

Palavras-chave: analise termo-econémica, mercados da energia, otimiza-
¢ao, armazenamento com baterias

Abstract

This thesis project’s goal is to perform a techno-economic analysis of a hybrid
power plant participating in three separate markets (wholesale electricity, firm
frequency response, and capacity) in the United Kingdom, seeking to determine
the optimal configuration of technologies and the plant’s required market tender
fee. To achieve this, multiple configurations of three main technologies (solar
photovoltaic cells, batteries, and natural gas-fired generators) were analyzed
using an energy system optimization tool. To make this possible, the software
had to be modified by developing new scripts to increase its functionality, which
would enable it to provide an optimal case for each of the four configurations
under consideration. The main factors that were compared between each plant
were their capital expenditure (CAPEX) value, the tender price required for
providing frequency response services (FFR Fee), and carbon emissions. Results
showed that a Battery-Generator plant with 20 MW of generators and 5 MWh
of battery storage provided the optimal combination of CAPEX ($11.05 mil)
and FFR Fee (63.22 $/hr), since the CAPEX was 34% lower than for a Battery-
Generator plant consisting of 8 MW of generators and 20 MWh of battery
storage, the FFR FEE was 23% lower than a photovoltaic-battery-generator
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plant, and the CAPEX was 71% lower than for a 32.5 MWh battery stand-
alone plant. However, a sensitivity analysis based on predicted market trends
found that other solutions could be superior and that choosing a configuration
that can evolve with time would be wise.

Keywords: techno-economic analysis, energy markets, optimization,
battery storage
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Chapter 1

Introduction

1.1 Motivation

As the year 2020 draws closer, countries in Europe strengthen their push to-
ward Horizon 2020 and a lower carbon future by investing in renewable energy
production technologies. In certain countries, the electricity mix in the grid is
starting to be taken over by electricity generated from renewable energy sources
(i.e. solar power, wind power, and hydro power). In some cases, whole countries
are running on 100% renewable energy for short periods of time, as was the case
for 4 straight days in Portugal in 2016 [1]. All of this is positive news and means
that things are heading in the right direction, but there are still some looming
problems that need solving. One of the main issues that needs to be addressed
moving forward pertains the intermittency of renewables. An unexpected cloud
can pass overhead and constrict the production of a solar photovoltaic (PV)
plant for several minutes. Similarly, a drastic variation in wind speed, in ei-
ther direction, can reduce the output of a wind park or temporarily halt their
production, full stop.

Due to the variability of electricity production sources feeding into a grid,
fluctuations are expected. Small fluctuations are commonplace and do not re-
quire reactionary measures. Large fluctuations, however, are less frequent but
far more detrimental to equipment performance and grid stability. A large
variation in the frequency can cause instability in the rotational speed of a grid-
connected turbine which leads to potentially damaging vibrations in the blades
(a closer look at the reasons for this is provided in section 2.5.1) [2]. This issue
has given rise to the requisite of having Firm Frequency Response (FFR) plants
in place that are capable of rapidly coming online and generating electricity
when the production from other sources drops off. In order to ensure that a
system fault or blackout doesn’t occur, these plants must respond to an event
within 10 seconds of its occurrence [3].

Services like FFR do a great job of ensuring that current electricity genera-
tion is not in jeopardy, however in an effort to plan ahead and guarantee that



their systems won’t encounter any issues in the years to come, countries have
begun to enact a new device known as a Capacity Market (CM). The in-depth
details of how CMs function will be addressed in section 2.6.2.3, yet the general
idea is that each country’s grid transmission operator (TSO) reaches agreements
with plants four years ahead of time to so that they can be certain that there
will be enough future installed capacity to meet their demand projections. The
United Kingdom launched its Capacity Market in 2014, and it is going to start
paying plants for their generating capacity in the coming year (2018) [4].

From the perspective of energy project developers in the UK, the FFR and
CM markets are just a few of many avenues to supplement the revenue genera-
tion of a newly built or yet to be constructed plant. Revenue supplementation,
going above the simply generating and selling electricity to the grid, has be-
come necessary so that the project developers and plant operators can ensure
a project’s profitability, and thus, it’s viability. This need stems from the fact
that over the past decade the U.K., along with many other developed countries
around the globe, has seen a drop off in the overall energy and electricity de-
mand led by the introduction of new, energy-efficient technologies along with
higher industry standards for efficiency [5, 6].

Thus, in recent years, in an effort to combat the decrease in demand and the
increase in competition, developers have started offering their generation ser-
vices in a variety of ways (e.g. FFR tenders). This sets up the central idea of the
work that was performed hereunder: under the current multi-market conditions
present in the U.K., what type of hybrid plant (technology and capacity-wise)
should a developer seek to build that will both satisfy technical requirements
while being financially optimal?

The answer to this question was particularly interesting to one of the main
project partners that assisted in the completion of this work. This partner
being Lark Energy, a developer and maintainer of commercial and utility scale
energy projects, ranging from solar farms to biomass to natural gas-powered
generators, which aims to provide its customers with cleaner, reliable solutions
that meet their energy needs. As a means of helping to narrow the scope of the
project, Lark provided a list of specifications based on their current capabilities
and desired business strategy. They also laid out some assumptions that could
be made in order to alleviate a lack of information in certain areas.

Lark Criteria

e Plant shall participate in three separate markets: Electricity Market, Fre-
quency Response Market, and Capacity Market

e Plant shall consist of one of or a combination of the following technologies:

— Solar Photovoltaic Modules
— Electrochemical Batteries

— Natural Gas-fired Generators



e Plant shall consist of no more than 20MW of installed capacity from each
individual technology

o With regards to the FFR market, the plant shall be able to provide both
primary and secondary dynamic response services (to be explained in sec-
tion 2.6.2.2)

e The plant configuration shall either minimize the investment costs or re-
quire the lowest possible compensation price for operating

Assumptions

e The design of the plant could be performed by utilizing historical market
data for electricity prices and grid frequency values

e It could be assumed that any action which affects the Capacity Market
will also equally affect the Frequency Response Market, so in essence they
could be treated to be aligned. To elaborate, if an event occurs which
forced the FFR market to require a reduction in plant production, the
CM would be forced to make the same request.

The information listed above was used as boundary conditions so that a techno-
economic analysis could be carried out which sought to find the most suitable
answer to the research question on Lark’s behalf.

1.2 Previous Works

Many works pertaining to the topics of battery and energy storage, revenue
maximization, electrical grid regulation, and plant hybridization were reviewed.
Journal entries and papers by Black et al. [7], Byrne et al. [8], Rasmussen et al.
[9], Ortega-Vazquez et al. [10], Eto et al. [11], Mokrian et al. [12], Olatomiwa
et al. [13], Baneshi et al. [14], and Tsuanyo et al. [15]. All of thesse shared
aspects or ideas with this particular thesis work yet it was decided that only the
most relevant works should be summarized in this report. The following three
works are all thesis projects that served to aid in the further development of
the DYESOPT software and, in part, provided groundwork that would be used
in this project. DYESOPT is a simulation tool that was originally developed
by Dr. Rafael Guedez and his research partners in the Energy Department of
KTH in Stockholm, and since it’s development many students and researchers
have helped to expand its functionality (the tool is explained in greater detail
in section 3.1).

1. “Techno-economic Analysis of Combined Hybrid Concentrating Solar and
Photovoltaic Power Plants: A Case Study for Optimizing Solar Energy
Integration into the South African Electricity Grid”, by Castillo, 2014.



(a) In this study, a techno-economic model was developed for both a CSP
and PV power plant, at which point a hybrid plant was constructed
by combining the two models. It was the goal of the study to deter-
mine the optimal control strategy under varying scenarios in order to
best assimilate this proposed plant into the South African electricity
grid. The PV model developed by Castillo in his thesis is the same
one that will be utilized in the work hereunder [16].

2. “Solar PV-CSP Hybridisation for Baseload Generation: A Techno-economic
Analysis for the Chilean Market”, by Larchet, 2015.

(a) The goal of this master’s thesis project was to analyze the viability
of a CSP-PV hybrid plant with battery storage for an area with high
irradiance levels in the Chilean desert. The work also performed a
multi-objective pareto optimization, which focused on two different
objective scenarios; a minimization of both LCOE and CAPEX, and
alternatively, a minimization of both LCOE and the CO2 emissions
generated by the plant. This not only required for adjustments to
be made to the CSP and PV models already existing in DYESOPT,
but in addition to that the creation of a techno-economic model for
the BESS was needed [17].

3. “Impact of Time-of-Delivery Schemes on Optimum Solar Hybrid Power
Plants: A Techno-Economic Study”, by Hansson, 2016.

(a) The main objective of this study was to investigate how modifying
the time-of-delivery (TOD) schemes could make different hybrid so-
lar power plants (CSP, CSP-PV and PV-BESS) achieve profitability
targets in certain markets. This called for the creation of a dynamic
dispatch strategy that used mixture of the electricity price and the
number of forecasted peak sun hours remaining at any given moment
in time to dictate dispatch decisions [18].

Additional Works

The next couple of works do not pertain to the DYESOPT software but instead
to the overall research question that this project sought to answer.

1. “Maximizing the value electricity storage”, by Staffel & Rustomji, 2016.

(a) This research by Staffel and Rustomji seeks to answer a research
question lying in the same vein as the work completed hereunder;
how to obtain the most economic benefit out of an energy storage
system (such as BESS). They are able to effectively prove that a bat-
tery system operator could triple their profits by choosing to offer
energy reserve services in addition to performing arbitrage activi-
ties. Although this work does perform a techno-economic analysis of
a BESS participating in many markets in an attempt to maximize



economic value, it doesn’t consider the possibility of hybridizing the
system to include another technology [19].

2. “Optimal operation of a CHP plant participating in the German electricity
balancing and day-ahead spot market”, by Kumbartzky, Schacht, Schulz,
and Werners, 2017.

(a) This journal entry seeks to validate the assertion that in order for
a combined heat and power (CHP) plant to remain competitive and
maximize its profits it needs to participate in multiple markets, in-
cluding the day ahead spot electricity market and the balancing mar-
ket. The researches successfully developed a multi-stochastic mixed
integer linear programming model that carried out the optimization
of the CHP plant and heat storage, while simultaneously generating
bids for the two targeted markets. Despite its similarites in terms
of multi-market participation and usage of one type of energy stor-
age, this work is clearly different for the fact that they have chosen
to focus on the CHP technology instead of PV, batteries and gas
generators [20].

1.3 Objectives

The main objective of this work is to establish if a hybrid power plant consisting
of photovoltaic solar modules, electrochemical batteries, and natural gas gen-
erators can feasibly participate in a multitude of electricity sales and services
markets in the United Kingdom, and additionally, to determine the optimum
configuration of said power plant. Pursuant to this main objective, the following
sub objectives were created.

e Perform a extensive literature review in order to discover any previous
works which share relevance with this works main objective. The literature
review also should examine the current state of the technologies under
consideration and investigate other hybridization schemes that have been
studied.

e Study and gain familiarity with the two main pieces of software which are
paramount to this thesis (DYESOPT and TRNSYS).

e Develop two new models in the DYESOPT tool; one for the combined bat-
tery and generator plant, and the other for a hybrid PV-BESS-Gen plant.
Aside from any findings generated by this thesis report, this objective had
great importance because it would help to bolster the research capabilites
of the DYESOPT tool and could be used by researchers henceforth.

e Find the optimal combination (capacity-wise) of batteries, generators (and
possibly PV | if it proves to be cheaper).



e Determine the optimal price to offer FFR services and then compare this
with current market average to validate the proposed hybrid plant will be
on par or better than its competition.

1.4 Methodology Overview and Thesis Organiza-
tion

In order to effectively carry out this analysis this thesis will first examine the
background information (see chapter 2) and current status of the key technolo-
gies being considered (i.e. solar photovoltaic modules: section 2.1, electrochemi-
cal batteries: section 2.2, and gas generators: section 2.3). Then an examination
will be made into recent developments in hybridization schemes (section 2.4),
the issue of frequency balancing (section 2.5), and how this pertains to the UK
system (section 2.6).

Following the background information, the methodology which was applied
to structure and carry out this analysis will be presented (chapter 3). This
methodology centers around the KTH in-house techno-economic analysis soft-
ware tool, DYESOPT (section 3.1). An introduction of DYESOPT will be
made, along with the new combined Photovoltaic-Battery Energy Storage-Gas
Generator system (PV-BESS-Gen) hybrid model and dispatch strategy that was
developed (section 3.6). Next, the economic functions will be enumerated and
explicated, highlighting any key performance indicators (KPI) that DYESOPT
takes into consideration (section 3.7). Finally, the idea of multi-objective opti-
mization will be laid out and explained, as well as which specific design variables
and objectives were being considered for this analysis (section 3.8).

All of this leads into the presentation of the results that DYESOPT’s anal-
ysis has yielded (chapter 4). The results of a multi-objective optimizations are
considered; the two chosen objectives were to find the plant that can offer FFR
services at the cheapest price and find the plant with a minimum amount of car-
bon dioxide (CO3) emissions. A comparison will then be shown to assess how
a PV-BESS-Gen system, a BESS-Gen, and a standalone battery bank system
stack up against one another (section 4.2). Finally, the results of three different
sensitivity analyses (natural gas price, battery price, and electricity price) are
given which includes a bit of speculation regarding the direction of each one
of these markets moving forward and how it stands to impact the proposed
solutions (section 4.3).



Chapter 2

Background

This chapter looks to provide a clearer understanding of all the concepts and
technologies that are under consideration in this report.

2.1 Solar Photovoltaics

This section gives an overview of the operational theory of PV cells, how their
performance can be quantified, some of their major issues, what the state of the
market is currently, and which PV module was selected for this project.

2.1.1 Operational Theory

The basic solar photovoltaic cell is made up of a p-n junction diode, which is
produced by joining a p-type and n-type semiconductor region. The p-type
region is a semiconductor (most commonly Silicon) that has been “doped” with
acceptor impurities, which equates to another metal (e.g. Boron) that has one
fewer valence electrons and thus can accept a free electron from the silicon. On
the other hand, the n-type region is a semiconductor that was doped with donor
impurities; donor metals (e.g. Phosphorus) are those which have one additional
valence electron and because of it are able to give one to the silicon. When the
p-n junction is formed, there is a difference in the concentration of electrons and
holes (the term given to a vacated space made by an electron after it leaves)
which results in movement of the two. Electrons from the n-type region diffuse
into the p-type region, and the holes in the p-type region move to the n-type
region. This movement results in the formation of an electric field [21].

The solar cell has inherent current-voltage (I(V)) characteristics that are
defined by its cell structure, material properties, and the operating conditions.
The following equation can be evaluated to determine the I(V) characteristics
of a solar cell.

et i o () 1] e (25) ] o



Figure 2.1: Depiction of an ideal model equivalent circuit for an illuminated
solar PV cell [23]

In which Isc is the short circuit current, Ip; is the dark saturation current due
to recombination in the quasi neutral region, Iy is the dark saturation current
due to recombination in the space-charge region, q is charge, V is voltage, T is
temperature, and k is the Boltzman constant [22].

When the sun’s rays reach the surface of the solar cell, the photon’s energy
creates free charge carriers. A solar cell under illuminated conditions can be
represented by an equivalent circuit that consists of a diode (D) and a power
source (see Figure 2.1). The power source (sun) generates a photo electric
current (I5) which has a direct correlation to the level of irradiance (G) [22].
It must be noted that this the simplest way to model a PV cell and although
more accurate models exist it was decided to not modify the existing PV model
which was already in place at the onset of the thesis work.

When analyzing a solar cell in the form of an equivalent circuit, there are a
few very useful equations used to anticipate the cell’s behavior. The first is the
equation to find the cell current in the ideal model scenario (i.e. neglecting any
losses due to shading or resistance, which will be addressed later).

I=1,—1I, [e%w - 1} (2.2)

In which Ij is the reverse saturation current, V is the voltage, m is the
modified ideality factor and Vi is the temperature voltage [22]. Equation 2.2
is quite useful, as it can be rearranged in a variety of ways depending on the
circumstance or input variables. In the open circuit condition, it takes the
form of equation 2.3 which can then be rearranged to solve for the short circuit
current (equation 2.4).
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Where V,,. stands for the open-circuit voltage and I, represents the short
circuit voltage [22]. Alternatively, the maximum power point current (IMP) can
be found by inserting the maximum power point voltage (VMP) and using I,
in place of I, [22].

Vmp
Iyp =15 — Iy <6 mvVp — 1) (25)
Rearranging once more yields an equation for Visp [22].

Ic_IMP>

Viep = mVyln (1 + = A (2.6)

Equations 2.7 and 2.8 show how to calculate Vi and m, resepctively [22].

kT
Vi = —
q
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m=——MI e (2.8)
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There are two big factors that affect the output power of a solar cell which
have not yet been mentioned. These factors are the temperature and the irra-
diance level. Examining figures 2.2(a) and (b), it can be seen that as the ir-

radiance level decreases and/or the temperature increases the maximum power
diminishes.

2.7)

2.1.2 Key Performance Metrics

The main figures of merit for a solar cell are Is., V,e, Varp, Insp, along with the
fill factor (FF) and the efficiency (). The fill factor is defined in equation 2.9
[22]:

VupIvp  Pup
FF = =
VOCISC ‘/OCISC

Finally, the efficiency can be found by simply taking the ratio of maximum
power point to incident power (see equation 2.10) [22].

(2.9)

PMP o VOCISCFF
P, P

An efficient solar cell will have a high I,. value, a high V. value, and a F'F’
value of close to one [22].

n= (2.10)
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Figure 2.2: Effects of irradiance and temperture on solar module output [22]
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Figure 2.3: Effects of shading on the current and voltage of a 65W solar PV
module [22]

2.1.3 Issues
Shading

If even one cell in a module is shaded it can severely reduce the output power
of the module. As seen in figure 2.3, the power is reduced drastically when one
cell or two cells are fully shaded, and even shows a significant drop off when one
cell is only partially shaded.

Shading plays a large role in the design of a PV Plant with regards to spacing
considerations. One must ensure that the shadow from one row of modules is
not going to reach the row to either side during hours that have a lower solar
angle. This means that countries with limited space will not be able to install
expansive systems or will be forced to accept some production losses in the
morning and evening due to improper spacing.
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Figure 2.4: Equivalent circuit for a solar PV cell which includes series and shunt
resistances [24]

Cleanliness

Figure 2.3 also illustrates another issue that PV modules typically have, which
is they experience reduced efficiency when they are dirty. As the figure shows,
the module in question is producing 58 W when only 10% dirty, as opposed
to 65 W when clean (a reduction in power of 10.8%). A proactive effort must
be made to ensure the cleanliness of the module surfaces is near optimal at all
times in order to ensure the modules are generating their rated output.

Series and Shunt Resistances

Series and shunt resistance can limit the production of a PV module, how-
ever their effects are not taken into account by the model, leaving an in-depth
overview unnecessary to the understanding of this thesis. However figure 2.4
has been provided to help provide a basic understanding of the concept.

Series resistance (R;) is created by the contact resistance of wire leads and
resistance of the semiconductor in the solar cells. Shunt resistance (Rsp) is
created when the electric current finds an alternative path to take rather than
flowing through the diode; this condition usually arises from manufacturing
defects and the effects have shown to be more severe under low light conditions
[22].

2.1.4 Current Market Trends

The capacity of solar PV has seen colossal growth over the past decade. In
2006, the total global installed generating capacity of PV was just north of
6 GW, whereas in 2015 that capacity had grown to over 219 GW, an increase
of 3650% [25]. This growth has continued to accelerate and as of January 2017,
the current global installed capacity was 310 GWp, and it is expected that in
the next 4 years the cumulative global capacity will double again [26]. The
solar PV market experienced an increase of 50% capacity in 2016, up to roughly
76 GWp total. Most of the growth is happening outside of European Union; in
2011 the EU claimed 75% of the PV capacity, whereas in 2016 that share had
shrunk to less than 10%. China has turned into the goliath of the PV market,
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Table 2.1: Characteristics of the chosen PV model
| Variable | Value | Unit |

Pup 260 W
ITvp 8.59 A
Varp 30.3 vV
I, 9.09 A
Ve 37.7 Vv

n 17.7 %
NOCT |319.15 | K
A 1.62 m?

possessing nearly half of the total generation capacity (34 GWp). By 2020, it is
expected that the cumulative world PV generation capacity will reach just shy
of 100 GWp. Furthermore, it is forecast that PV will go from generating 1% of
the total global electricity consumption in 2015, and swell to 30% by 2050 [26].

One main driving force behind the growth of the market has been the con-
tinually falling prices of PV modules. In the beginning of 2009 a poly-crystalline
silicon PV module cost around 3.40 $/Wp, and by the end of 2016 the price was
under 0.50 §/Wp. Coupled with that has been the severe drop in the polysilicon
price that occurred in 2009. The price started that year being roughly 450 $/kg
and ended 2009 at just above 50 $/kg, the price continued to slowly fall over
the next few years and has now stabilized at just below 15 $/kg. One other
main catalyst for the price reduction has been the increase in efficiency of the
PV modules. As of 2016 the average commercial module efficiency (not only
poly-crystaline silicon, but for mono-crystalline as well) was approximately 16%,
and this number is expected to linearly improve to 20% by 2025, and eventually
30% by 2050 [26].

In addition to PV laying claim to a much larger market share, moving for-
ward carbon pricing is going to assist in forcing to utility companies to turn
away from fossil fuel fired power plants to green alternatives. Increases in car-
bon pricing will have a double impact; it will raise the operating costs of plants
that produce emissions and it will reduce the rate at which these plants get
dispatched by the utilities [27].

2.1.5 Choice of PV Module

There are innumerous commercial PV modules on the market today, each pos-
sessing its own strengths and weaknesses. For this analysis, the Yingli 260-29b
was chosen because it is one that Lark Energy traditionally uses. The key
performance metrics for this module can be seen in table 2.1 and for further
information the data sheet can be found in Appendix A.1.
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2.2 Electrochemical Batteries

There are many categories of electrochemical batteries, each with their unique
operating principles and inherent advantages. This paper will analyze a few of
the more promising battery types that are currently being considered by the
industry to be a viable option for grid level electricity storage.

2.2.1 Functional Theory
Lead Acid Batteries

This battery type is by far the most tested and proven on the market today due
to the fact that they are less expensive than most other chemistries, reliable and
perform well. This battery consists of a lead (Pb) anode (negative electrode)
and a lead-oxide (PbO-) cathode (positive electrode) which are submerged in a
hydrogen sulfide (HSO,) electrolyte. During the discharge process, an external
load is applied causing electrons to flow from the anode to the cathode. As it
is discharging, the charge and voltages of the electrodes is being reduced, and
the electrolyte is diluting and forming a lead acid (PbS0O,) solution that coats
both electrodes. Alternatively, during the charging phase, the electrons flow
from cathode to anode, the charge and voltage of the electrodes increases, the
PbSO, reconstitutes into Pb and Pb0O,, and the electrolyte concentrates once
more. The typical cell voltage for a lead acid battery is 2.05 V [28].

Lithium Ion Batteries

Lithium Ion (Li-ion) batteries have come a long way in the past several decades,
and researchers have been focusing their efforts to push the envelope even fur-
ther moving forward. The great interest in Li-ion batteries come from its un-
matchable combination of high energy density and high power density, which is
achievable because of the fact that lithium is the lightest (density of 0.534 g/cm?
at room temperature) and most reactive metals [29].

The batteries are usually a combination of a metal oxide cathode (e.g. Cobalt
oxide) and a carbon-based anode (e.g. graphite), with the electrolyte consisting
of lithium salt in an organic solution. During the charging and discharging state
the lithium ions flow back and forth between the structures of the metal oxide
and graphite. Charging the battery causes lithium ions to separate from the
metal oxide and to fill openings the carbon lattice, whereas discharging results
in the ions freeing themselves from the carbon and returning to intercalate in
the metal oxide layered structure [30]. The nominal voltage of a standard li-ion
battery cell is 3.7 V [29].

Liquid Metal Batteries

These batteries are still in their infancy from a commercialization perspective,
but one company called Ambri has made great strides and is close to manufac-
turing their liquid metal batteries which would be capable of grid level energy
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storage. Ambri’s plan to keep costs to a minimum was to manufacture a battery
out of earth abundant materials, using simple manufacturing techniques [31].
The CEO and man behind this new battery chemistry, Donald Sadoway, was
so confident that his idea will succeed in the future that he spoke about it dur-
ing a TED Talk in 2012 in which he revealed several details about the battery’s
characteristics. The batteries consist of a liquid magnesium negative electrode
and liquid antimony positive electrode, and separating the two is the electrolyte
layer which is composed of molten salt. In order to produce current, the mag-
nesium expels two electrons and then passes through the electrolyte, becoming
MgoI (magnesium ion) and finally moving into the positive electrode where it
accepts two electrons and forms an alloy Sb-Mg. It is the current passing back
and forth through the electrodes that generates enough heat to maintain the
metals in their liquid state (operating temperature is roughly 700°C) [32].

Zinc-Air Hybrid Batteries

Typically, a metal-air battery is non-rechargeable but when a third electrode
is added, it allows the batteries chemical processes to be reversed and charged
[33]. In this vein, Eos Energy Storage has developed a battery consisting of a
zinc anode, an air-breathing cathode, a salt water aqueous electrolyte, and a
second cathode made out of a zinc hybrid. The zinc hybrid enables the battery
to be replenished with liquid as needed during the recharge phase [34].

Vanadium Redox Flow Batteries

There are many types of flow batteries, however the vanadium redox flow battery
(VRFB) is the most studied of the genre having been investigated since 1986
[35]. As is the case with many other battery types, a VRFB consists of two
chambers (a positive and a negative electrode), which are seperated by an ion-
exhange membrane. Each chamber is filled with electrolytes composed of vana-
dium in some form; the cathode circulates a VO3 /V O** mixture and the anode
holds a V2 /V3+mixture. When the battery is discharging, the VO3 reduces
to VO?*allowing the positive electrode to give off an oxygen, which passes to
the negative electrode causing the oxidation and conversion of V?*tinto V3.
The typical cell voltage for a vanadium redox flow battery is 1.25 V [36]. There
have been investigations into other chemistries and into the replacement of one
of the electrolytes, for example substituting in iron or a hydrochloric-sulfuric
acid mix, which have shown promising test results but are not yet commercially
available [35].

2.2.2 Key Performance Metrics

The key categories that are analyzed when assessing battery value are energy
density, number of cycles in the battery’s lifetime, length of lifetime, efficiency,
and perhaps most importantly, price.
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Table 2.2: Performance characteristics for several types of electrochemical bat-

tery
’ Battery ‘ Specific Energy [Wh/kg]| ‘ # of cycles ‘ Lifetime [yrs] ‘ Efficiency [%] ‘ Price [$/kWh] ‘
Lead Acid 25-40[28] 2000-4500[39] 5-15[39] 70-90[39] 150[28]
Li-Ion 150-350[29, 39] 1500-7000[38, 39] 5-15[39] 85-95[39] 250[37]
Liq. Metal 20[31] 10000[31] 15[31] 75]31] -
Zinc-Air 28(34] 5000[37] 15[37] 75[37] 160[37]
VRFB 25-35 [40] 10000[37] 30[37] 70-75[37] 500 [37]
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Figure 2.5: Degradation of battery capacity over lifetime [41]

It can be seen by examining table 2.2, that although new technologies such
as the Liquid Metal and AHI batteries are starting to enter the market, it is
hard to compete with the Li-ion batteries, especially as their price continues to
fall.

2.2.3 Battery Degradation and End of Life

One important element of modeling battery performance is the need to consider
how a battery degrades over the course of its lifetime, as well as defining how
exactly to classify the lifetime of the battery. There is some debate concerning
the point at which a battery no longer becomes operationally functional, with
some saying that it occurs at as low as 656% or even 50% of initial capacity,
however a majority of researchers agree that the End of Life (EOL) for a battery
occurs when a battery reaches 80% of its initial capacity [41].

Surveying the data in figure 2.5 leads to the conclusion that although a
battery still operates after the 80% capacity threshold, its capacity begins to
rapidly reduce and makes the battery much less useful and reliable [41].

For the purposes of this simulation, the assumption was made that batteries
would need to be replaced once they degraded to the point of possessing 80% of
their initial capacity. Now that the EOL has been chosen, the other simulation
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related consideration is determining how to model the continual degradation of
the battery.

Wankmiiller et al. attempt to quantify the amount of degeneration that
a battery experiences during a lifetime of continual charging and discharging;
in this particular case, they examined batteries used for energy arbitrage (the
concept of buying energy when the price is low, storing it, and then selling it
back when the price is high). Below is a formula (equation 2.11) that they
developed to quantify the remaining charge (Q,em) in a battery after a given
period t has passed [42].

_ fBa-TE(?)
n

fBa, the battery fade factor, is estimated to be 2.71x10-5. They also tested
a model that utilized a different fade factor (3.37x10-5), which was obtained via
a linear curve-fitting process. As a result of implementing the degradation into
the analysis, a drastic reduction of the battery’s Net Present Value (NPV) after
10 years can be seen. After the 10-year mark, a battery with zero degradation
is expected to have an NPV of 358 §/kWh, whereas the degraded battery will
see its value fall to somewhere within a range of 194-314 $/kWh depending on
the degradation model used and assumptions about when end of life will occur
[42].

Qrem(t) =1 (2.11)

2.2.4 Battery Operational Strategy

There have been many studies performed in recent years attempting to deter-
mine how to best dispatch batteries so that both their lifetime and revenue
potential can be maximized. In the first study, carried out at Sandia Labs, the
researchers sought to determine the maximum potential revenue for a grid con-
nected electricity storage system and did so by comparing two different strategies
for revenue generation. The first strategy was simply to use the storage to facili-
tate electricity arbitrage, and the second strategy being a combination of energy
arbitrage and grid frequency regulation services. The study concluded that not
only was providing grid frequency regulation far more profitable (approximately
4 times better), but that it was also extremely difficult to implement an accu-
rate algorithm for system electricity prices that would make arbitrage more
competitive. It was determined that using energy storage to provide frequency
regulation services ultimately could yield 95% of the theoretical maximum rev-
enue of an energy storage technology.

Yet operating a battery storage system in this manner is harmful to the
battery’s performance in the long run. One potential method to combatting
this battery degradation, proposed and tested by van Haaren et al., was to keep
the battery’s state of charge (SOC) within a range of 40-60% of full charge. This
helped to reduce the number of times that a battery would either be discharged
too low or get overcharged, and in the long run, enhanced the battery lifetime
[43].
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Table 2.3: Table showing how the raising the minimum allowable SOC for a
battery can affect lifetime and system revenue [45]

’ SOC giscon ‘ SOC,ccon ‘ Met/Unmet load [%] ‘ Exp. Life [yrs] ‘ Total NPC [§] ‘ LCOE [$/kWh] ‘

0.2 0.3 99.99/0.01 5.2 (-10.3%) 24938 0.81
0.3 05 99.96/0.04 5.8 (base case) 24291 0.80
0.4 0.5 99.93/0.07 6.3 (18.6%) 22408 0.72
05 0.6 99.84/0.16 6.8 (+17.2%) 21413 0.69
0.6 0.65 99.75/0.25 7.5 (+29.3%) 20260 0.65

Using this as an operating parameter, Bullich-Massagué et al. have devel-
oped two separate operating strategies for responding to grid frequency events
based on the SOC level of their BESS. The first strategy seeks to always have
the system SOC be 50%, and to only vary due to a lack of PV production or
a curtailment period. The other strategy was to apply an equation that has
the SOC follow the measured power generated by the PV system, while staying
within its preset range [44].

0.6 -04

SOC*(t) =04+
( ) Pplant

Ppy—meas(t) (2.12)

The results of the study indicate that following the second strategy allows
the battery to stay less stressed on days with high variability in irradiance.
Strategy 2 also proved to be superior in its ability to reduce the amount of time
that the SOC ventured out of the preferred operating window (an 8% reduction
shown during a 43-day test period) [44].

The work of Dufo-Lopez et al. shows that as the minimum allowable SOC is
increased, so too is the expected battery lifetime. The table shows how raising
the SOC % at which the batteries are disconnected from the load (SOCly;scon)
and reconnected to the load (SOC,ccon) can affect the percentage of load that
is met or unmet, the expected lifetime of the batteries, the total net present
cost (NPC) of the system, and the LCOE of the system.

2.2.5 Issues

It must be stated, that none of these battery types are without their faults. They
all possess certain character flaws that hinder their performance and usage under
certain conditions.

Lead Acid

o Overcharge will result in the release of gas and corrosion of the positive
grid, leading to structural weakness and ultimately, failure [28]

e Sulfate accumulates on the negative electrode, leading to failure [28]

e Aged Pb plates result in short-circuit of the cells [28]
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e Electronically conductive materials can fall to the bottom of the cell and
electrical shorting can occur between electrodes[28§]
Li-Ion
e An increase in temperature can decrease the number of cycles [29]

e The formation of lithium dendrites can lead to short-circuit failures, fire,
or even explosion [29]

e Damage to the cell can cause thermal runaway [29]

o Structural changes yielding reduced integrity may occur in the electrode
material during cycling, stemming from continuous expansion and con-
traction [29]

Liquid Metal
e Need to operate at a very high temperature, around 700 °C [31]

e Not yet commercially available, still in the last stages of testing and thus
unproven in real-world applications [31]

Zinc-Air
¢ Susceptible to morphological changes of the zinc negative electrode [33]

e Air electrode can fail due to unwanted pollutants [33]

Vanadium Redox Flow
e Low volumetric energy storage capacity [36]

e Vandium is expensive and requires high temperature operations to guar-
entee its purity, which further drives up costs [35]

2.2.6 Choice of Battery

In order to pick the correct battery for this particular system, the requirements
of the application must be considered. The batteries need to provide a minimum
electricity generation capacity for up to 30 minutes at a time (see secondary
frequency response requirements in section 2.6.2.2). In certain situations, the
batteries will also be called upon to charge from the grid to provide regulation
in the other direction (meaning they will need to charge with electricity from
the grid in order to reduce the grid frequency). Since it was specified by Lark
that their planned power plant site has space limitations, it makes the most
sense to select a Li-Ion battery for this thesis. Lithium-Ion batteries have the
best energy and power density, are commercially proven and although they are
not the best in terms of cycle life or price, their performance in those categories
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Figure 2.6: Gas generator with component labels [46]

is not so far removed from the other choices. Data sheets for all the lithium-ion
battery system utilized by the simulation can be found in Appendix A.2.

2.3 Gas-fired Generators

A gas generator, commonly referred to as a genset, is a piece of electro-mechanical
equipment that burns natural gas and converts it into electricity.

2.3.1 Operational Theory

There are two major components to any genset, the engine and the alternator.
Of course, there are several ancillary components that help the engine to func-
tion properly (such as the charge air cooler, the turbo and air filters), but it is
the engine which converts natural gas into mechanical energy which drives the
alternator and in-turn generates AC electricity.

Most genset engines are also equipped with an electronic control system
(ECS), allowing for remote control and rapid adjustment of the generation level.
Additional features of the ECS typically include:

e Automatic digital frequency synchronization and voltage matching
e Isochronous load sharing

e Droop kW and kVar control

e AC bus metering and protection

e 24-VDC battery operation; to ensure that the ECS doesn’t rely on external
power to function

e Status monitoring of all critical engine and alternator functions [47]
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A genset’s performance can be judged on mechanical efficiency, electrical effi-
ciency, fuel consumption, or amount of harmful pollutants emitted. An average
value electrical efficiency for unit is around 40%, after losses to exhaust heat
and radiated heat are accounted for.

Another consideration that needs to be made is partial loading. While op-
erating under 100% load conditions a genset has a specific value for efficiency,
fuel consumption and emissions, but when the load is reduced to 75%, or even
worse 50%, these values worsen. The overall fuel consumption decreases, but
the amount of fuel burned to produce each kW of electricity increases. Similarly
for the emissions, the total exhaust being expelled by the engine decreases, but
the ppm count of certain harmful gases goes up [48].

2.3.2 Importance to System

In an application such as this where at any given moment the system may be
called upon to provide a certain level of electricity to help stabilize the grid,
gensets serve as fail-safe to be used if the other options are incapable. If there is
a day with low levels of irradiation, the PV panels will not be able to meet their
output capacity requirements or even sufficiently fill the batteries, leaving a void
that must be filled by the gas generators. The gensets can assist in charging the
batteries or directly feeding electricity into the grid, if need be.

2.3.3 Choice of Gas-fired Generator

Lark Energy requested that a Cummins gas-fired generator, either one of the
QSK60 or QSV91 models, be used since they had a previous working relationship
with the company. These 4-stroke cycle gensets all produce AC electricity at
50 Hz and come in power capacities ranging from 995 kW to 2 MW [48]. Data
sheets for all of the genset models considered in the simulation can be found in
Appendix A.3.

2.4 Hybrid PV Systems

The focus will now shift to different hybrid energy systems (HES) that have
been implemented in the past, including what technologies they utilized, what
advantages their hybridization offered and how their respective technological
capacities were established and optimized. The two works that were cho-
sen were: ‘“Feasibility study and sensitivity analysis of a stand-alone photo-
voltaic—diesel-battery hybrid energy system in the north of Algeria” by Rezzouk
et al. (section 2.4.1) and “Assessment of decentralized hybrid PV solar-diesel
power system for applications in Northern part of Nigeria. Energy for Sustain-
able Development” by Adaramola et al. (section 2.4.2).
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Table 2.4: Table showing how increasing the percentage of PV contribution
affects the system costs [49]
| PV contribute (%) | Capital ($) | Replacement (§) | O&M ($) | Fuel (8) [ NPC (8) | LCOE (3/kWh) |

25 271,111 185,551 64,761 122,694 617,489 0.260
50 672,497 147,141 63,197 75,469 885,813 0.374
75 5,597,393 1,750,556 528,468 41,362 6,944,177 2.924
100 13,177,640 4,085,969 1,278,336 0 16,251,960 6.904

2.4.1 Stand-alone PV /Diesel/Battery System

This study examines five different scenarios for generating electricity to cover
the demand of a facility in the north of Algeria. Each scenario assumes a
different level of PV penetration, ranging from 0% (only diesel generators) to
100% (PV-BESS combo, with no generator back-up). Due to the low cost of
diesel (Algeria is among the world’s top ten countries for lowest diesel price)
and the hefty investment required for PV and battery systems, the stand-alone
diesel system was found to be the most cost effective. The system generated
a net present cost (NPC) of over $330,000 and had a LCOE of 0.142 §/kWh.
Surveying the data in table 2.4, it can be seen that as the % of PV contribution
increases, so too does the LCOE and NPC [49].

The authors then provide further considerations, such as avoided emissions
and a sensitivity analysis concerning the price of diesel. After weighing the
additional information, it is their conclusion that the 25% PV-diesel-battery
HES is “economically optimal system.”

2.4.2 Decentralized Diesel/PV /Battery Hybrid System

In this paper, the researchers aim to find the optimum combination of four tech-
nologies (photovoltaic cells, diesel generators, batteries and power converters)
in order to suffice the electricity demands of a region in the north of Nigeria.
The area had an average daily irradiance of 6 kW h/m?/day and at the time of
the study the diesel price was taken to be $ 1.1/L. Their simulation compared
the results for four different configurations: a generator only system, a genera-
tor/battery system, a PV /generator system, and lastly, a PV /generator /battery
system. The optimal HES was found to be the fourth configuration, consisting
of 175 kW of PV, 260 kW of generators, 694 kWh of battery storage and a
150 kW converter [50]. The financial specifics of the 25-year system outlook are
presented table 2.5.

The LCOE for the proposed solution was estimated to be $0.364/kWh, which
compares favorably to all the alternatives (stand-alone generator = 0.42 §/kWh,
generator/battery = 0.425 $/kWh, PV /generator = 0.387 $/kWh) [50].
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Table 2.5: Table enumerating the investment costs for each component utilized
in the hybrid system [50]
| Component | Capital (10008) | Replacement (1000$) | O&M(1000$) | Fuel(1000$) | NPC(10008) |

PV 560.0 0.0 30.5 0.0 59.0
Generator 1 33.9 18.0 51.8 1033.7 1123.8
Generator 2 19.3 25.5 72.5 1229.8 1343.3

Converter 36.8 23.6 0.0 0.0 54.4
Other 75.0 0.0 26.1 0.0 101.1
System 725.0 67.1 180.8 2263.5 3213.2

2.5 Frequency Balancing

In this section, the issue of grid frequency balancing is addressed by provid-
ing an explanation of the fundamental principle behind this concept, analyzing
requirements of frequency response services, and also mentioning the financial
implications of this sector of the electricity generation market.

2.5.1 Fundamental Principle

To put it simply, the electrical frequency (also known as power frequency) refers
to the rotational speed of the turbines and generators that are generating elec-
tricity. As previously stated, too large of fluctuations in the frequency of elec-
tricity provided by the grid can be potentially damaging to equipment or result
in blackouts, both of which can be costly to a number of parties. The stems from
the fact that when rotating at a given speed a turbine (or generator) possesses
a given amount of kinetic energy. If the electricity demand increases above the
supply, the turbine tries to compensate this by giving away some of its kinetic
energy, which in turn reduces the rotational speed of the turbine, thus also
reducing its rotational frequency (see equations 2.13 and 2.14) [51].

1
KE = §Imow2 (2.13)

w
f=5- (2.14)

Since the moment of inertia (I,,,) of the turbine blades is a fixed value, the
only variable that can change is the rotational (angular) speed (w) [52].

Part of the design of both turbines and generators dictates that they main-
tain their rotational speed within a certain frequency range. The standard range
for such pieces of equipment is £0.5 Hz. Once the rotational speed reaches the
upper or lower boundary of this range the equipment automatically shuts off to
eliminate the risk of damage, and if they are forced to shut down then it put ex-
cess stress on the remaining pieces of grid-connected equipment. In many cases
the unplanned shutdown of a grid-connected turbine will result in an electrical
blackout (aka loss of power) in the system [51].
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Figure 2.7: Bath tub analogy to represent the contributing factors that affect
grid frequency level [2]

Figure 2.7 clearly depicts all of the forces that are at play in the electrical
transmission network at any given moment. With so many different electricity
production sources feeding into the grid and so many residential and commercial
consumers, maintaining a specific frequency is a difficult balance.

Examining the figure (2.7), it can be understood that if the rate of produc-
tion start to increase above the rate of consumption, the frequency level is going
to rise; whereas having more electricity consumption than production will result
in the frequency falling to sub-optimal levels. Most of the generation categores
displayed in the figure are pretty simple concepts; baseload plants are constantly
running at a fixed level to cover the base electricity demand, intermittent re-
newables are self explanatory, and load-following plants are those which are
constantly adjusting their output as the demand level changes. Then there are
regulation services, which applies to plants (like the one being considered in this
thesis) which are already online and producing but only are required to alter
their production, or maintain a certain level of production depending on the
circumstance, in the event of a major frequency deviation [53]. Finally there
are the spinning reserves, these are generation plants that are constantly on-line
but are not under a full load. When there is a transmission outage from other
generation resources the spinning reserves increase their load to compensate for
the deficit, and they are typically the first to be called upon during an outage
[54].
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2.5.2 Requirements

At a global level, there are two main frequency levels that are utilized, 50 Hz
and 60 Hz. For logistical issues, nearly all countries (save a few strange cases,
i.e. Japan and North Korea) and their neighbors elect to keep every operating
at the same frequency. This ensures both stability and enables easy impor-
tation /exportation of electricity between bordering countries. Essentially all
of the Americas (North, Central and the northern half of South), plus Saudi
Arabia operate at 60 Hz, and the rest of the world operates at 50 Hz [55].

The specific frequency response requirements for this particular case are
discussed in greater detail in section 2.6.

2.5.3 Financial Implications

In 2014, the UK’s commercial frequency response market was worth a reported
$168 million. This figure represented 23% of the ancillary services market and
the plants offering this service were paid roughly $69,200 per MW per year.
Since the National Grid requires a minimum of 10 MW of capacity to qualify
for a tender, each tender holder can expect to earn at least half a million in
revenue annually [56].

2.6 UK System

An overview of the potential end customer for the proposed hybrid plant (Na-
tional Grid) shall be made to provide some greater detail about the scope of
application.

2.6.1 System Overview

From the end of February of 2013 to end of February of 2016, the installed
off-grid PV capacity went from 1.6 GWp to 9.3 GWp, an increase of nearly
600%. Due to this increasing PV capacity, National Grid has seen a reduction
in their summer demand. In 2014 and 2015 the peak summer time demand
was 38.5 GW and 37.5 GW, respectively, and for 2016 they had projected it
to be 35.7 GW. Figure 2.9 shows the monthly energy demand for the UK over
a 10-year period. It can be seen that the blue line depicts a downward trend
in the demand, which is mainly being caused by the embedded PV generation
along with efficiency increases in both buildings and technologies [57].

2.6.2 U.K. Markets
2.6.2.1 Electricity Market

The electricity market in the United Kingdom consists of many players, from reg-
ulatory authorities (Office of Gas and Electricity Markets or OFGEM) to trans-
mission operators (NGET), suppliers, generators (Lark and their customers),
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Figure 2.9: Monthly energy demand in the UK over the past ten years [57]
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traders and finally, customers. OFGEM main function is to protect the current
and future interest of the end consumers and seek to do this by promoting secure
and sustainable options, as well as by fostering competition between suppliers
and generators [58].

The real-time and historical prices are made available to the customers
through the Nord Pool Market platform. Through this platform all interested
parties can gather data regarding market trends and tendencies so that they
may produce or consume in the most efficient or economical manner. Going be-
yond that, thanks to the Day-Ahead Price Market (UK N2EX) existing in the
UK, these same parties can plan their optimal operation strategy for the coming
day [59]. This allows electricity generators to best allocate their resources and
enables customers to avoid consuming during peak price hours.

For the analysis associated with this report, the evaluation of the ideal power
plant was made based on the Nord Pool electricity price data from 2016.

2.6.2.2 Frequency Response Market

National Grid, like the rest of Europe, transmits electricity at 50Hz. They main-
tain a tight tolerance on their frequency control; only +/- 0.2Hz is considered
within the acceptable operating range. Anything outside of this range must be
responded to within 10 seconds [60].

As part of their operating procedure, National Grid defines a few different
varieties of frequency response. Those being: Primary Response, Secondary
Response and High Frequency Response. Primary Response is defined as the
“provision of additional active power (or a decrease in demand) within 10 sec-
onds after an event and can be sustained for a further 20 seconds”. Secondary
Response does not have to react as quickly (30 seconds after an event) but must
be sustained for a much longer period (30 minutes). High Frequency Response
is a bit different, because it results from there being too much electricity genera-
tion flowing into the grid, and thus the requirement is a reduction of generation
within 10 seconds and this reduction must be maintained for an indefinite period
of time [60].

Demand Response is a service that National Grid has procured since the year
2007. They have contracted in the range of 200-700 MW per year of Primary
Response and in the range of 700-1400 MW per year of Secondary Response.
Returns for these response plants ranged from 22,500-30,000 $/MW for Primary
Response and as much as 45,000-60,000 $/MW for Secondary Response [61].

Data provided by National Grid for the year 2014 displays how many times
the grid frequency was outside of the operational limits (see table 2.6). The
data was only given for the first week of each month, and from it daily, weekly
and monthly averages were tabulated.

It can be seen that the summer months (June-September) experience less
frequency response events on average. Overall, the yearly average dictates that
there is just more than one event requiring frequency response every day, on
average. The next graph shows at what hours of the day these events typically
occur.
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Table 2.6: Table enumerating the high, low and total frequency events that
occured in the UK during 2014

|  Month | High | Low | Total |

Jan 8 5 13
Feb 10 6 16
Mar 8 1 9
Apr 11 9 20
May 7 4 11
Jun 2 1 3
Jul 0 4 4
Aug 0 0 0
Sep 2 1 3
Oct 7 2 9
Nov 2 1 3
Dec 6 3 9
Total 63 37 100
Avg. day | 0.75 | 0.44 | 1.19
Avg. week | 5.25 | 3.08 | 8.33
Avg. month | 22.75 | 13.36 | 36.11

Avg. Daily Grid Codes
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Figure 2.10: Graph illustrating the occurences of high and low frequency events
during different periods of the day
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With 1.19 events occurring every day and 0.49 events happening during the
peak hours, it can be shown that, on average, 41% of all frequency response
events take place between the hours of 17:00 and 22:00 (20.8% of the day).

2.6.2.3 Capacity Market

As of 2016, 26% of the EU’s power is produced from renewable sources, with
10% of the total electricity generated from intermittent sources (capacity mech-
anisms report, European Commission 2016). As renewable energies come to
represent a larger segment of a countries’ generating capacity, older fossil fuel
burning plants shut down and potentially leave a large gap in the baseload ca-
pacity. With conventional fossil fuel plants now or in the near future closing
their doors, many concerns were raised that a void would be created and leave
countries unable to provide a stable electricity supply. To prevent this from
occurring many countries are looking into implementing a Capacity Market in
the electricity generation sector, a tool aimed to ensure that countries have a
secured generation capacity for the future. In this regard, the UK is slightly
ahead of the curve since they put their Capacity Market into effect starting in
the fall of 2014 [4].

The UK capacity market functions by holding an auction once a year where
electricity producers provide bids representing the amount (in MW), the rate (in
$/MW) at which they can generate and the amount of time (in years) that they
plan to operate. One caveat is that they are not promising their production for
the following year, but rather a period that starts four years in the future. The
UK must accept bids until they have satisfied the required level of generation
that they have forecasted for the future. Once all the bids have been placed and
the generation needs have been met, contracts are established and each plant
receives a tendered amount equal to the highest bid price that was accepted [62].
To put it another way, a theoretical situation could exist in which a country
needs a total of 150 MW and they could potentially receive the following bids:

e A 50 MW solar PV plant offering its capacity at 50 $/MW

e A 50 MW wind farm offering its capacity at 30 §/ MW

e A 50 MW hydro power plant offering its capacity at 25 $/MW

e A 50 MW natural gas fired CCT plant offering its capacity at 35 $/MW

In this scenario, the country would choose to accept the bid offers from the wind
farm, hydro plant and natural gas plant, and it would have to pay each one of
them 35 §/MW. Thus, both the wind farm and hydro power plant would receive
an additional 5 and 10 §/MW, respectively, over their required operating costs.

Down the road, if one of the plants realizes that it will be unable to meet
its contracted obligation, due to maintenance or unforeseen issue, another Sup-
plementary Auction is held so that other plants can bid to cover this newly
available production requirement. The original plant is then obliged to pay
for the cost of the winning bid, however, if this new bid ends up being lower
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than their original contracted price, the plant will still make some money while
having provided no capacity [62].

2.7 Design Location
The chosen design location coincides with one where Lark Energy currently
maintains a solar farm in the UK. At the request of the company, the exact

location information is not published in this report, yet the atmospheric and
geographic conditions have all been taken account in the calculations.
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Chapter 3

Methodology

This chapter provides an explanation as to how the different hybrid plant mod-
els were developed and how their yearly performance was simulated. These
simulations were carried out with the help of a combination of different pieces
of dynamic modelling software, which allowed for the calculation of a myriad of
plant technical characteristics, energy production figures and economic perfor-
mance indicators.

3.1 Software: DYESOPT

The main tool utilized during the commission of this work was DYESOPT.
DYESOPT stands for Dynamic Energy System Optimizer and it is a MATLAB
based tool that was developed by researchers at the Royal Institute of Tech-
nology in Stockholm, Sweden. Figure 3.1 is a flow chart depicting the inputs,
outputs and processes that are central to DYESOPT’s functionality.

As depicted in figure 3.1, for it to properly complete its calculations DYE-
SOPT needs to be provided with the following:

/ Plant Design /
Parameters
Cost ]
Functions Power Plant

Steady-State Design

Economic
calculations

Meteorological Data
Dynamic Simulation Demand — Price Data
I Operating Strategy

Therme-economic ;
: Performance Indicators
calculations

Economics
of Location

Figure 3.1: Flowchart depicting the main inputs, operations and outputs of the
DYESOPT tool and the order in which the processes occur [63]
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e technologies to be used (i.e. Solar PV, CSP or gas generators)
e location (which determines meteorological data and price data)
e preferred operational strategy (baseload or peak-hour coverage)

e economic parameters (such as the countries sales tax rate or capital inter-
est rate)

e financing structure (e.g. single owner)

With all of this information DYESOPT can then run a simulation which will cal-
culate the production of the plant for every hour of the year (or less, if specified),
the losses incurred by the equipment or operating strategy, plus the capacity
factor of each piece of technology utilized. After tabulating the results for one
year’s worth of operation, DYESOPT then takes this data and extrapolates it
— accounting for degradation — to represent the entire production lifetime of the
plant. With this, the yearly revenue and operating costs can be established and
the determination can be made as to whether or not the plant will be financially
viable over the course of its projected lifetime. In this sense, viability is achieved
when a plant manages to, at the very least, earn enough income (revenue minus
operating costs) to pay back the initial investment plus any interest that had
been accrued. Further discussion about financial measurements will be made in
section 3.7.

DYESOPT is not fully MATLAB based, in furtherance of carrying out the
dynamic calculations required by time dependent dispatch strategies and techno-
logical availability it relies upon an additional piece of software called TRNSYS.

3.2 Software: TRNSYS

TRNSYS is described by its creators as “an extremely flexible graphically based
software environment used to simulate the behavior of transient systems,” more
specifically, electrical energy systems [64]. TRNSYS is comprised of two essential
parts, the engine/solver and the vast component library. When a simulation
is run the engine reads the input file, solves the system of components in an
iterative process which continues until a suitable value has been achieved, and
then plots out the results.

3.3 PV Model

The photovoltaic system design process in DYESOPT starts on the user end,
because before starting any simulation the user must choose from a pre-provided
list of PV modules and AC/DC inverters. They must also decide upon a loca-
tion (for instance, Quarzazate, Morocco or Sevilla, Spain) and establish their
desired total AC output of the system. Upon initiation of the simulation, DYE-
SOPT inherits all of the performance specifications from the PV module (i.e.
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rated output power, open circuit voltage, nominal operating cell temperature,
etc.) and inverter (max input power, max input voltage, etc.), as well as the
meteorological data from the specified location (i.e. daily ambient temperature
values, beam and diffuse irradiance levels, etc.). All of this data then generates
the boundary conditions for the sizing of the PV system.

As described in the previously referenced work by Larchet, the methodology
for sizing the system was based upon research performed by Sulaiman et al.,
2011 [65]. Firstly, the predicted max voltage of one module is calculated based
on changes to the cell temperature throughout the year, as detailed in the works
of Mattei et al., 2006 and Almaktar et al [66, 67]. These voltage values are then
used to determine the maximum number of modules that can be connected in
series (what is known as a “string”) and subsequently connected to an inverter
without the inverter’s voltage limit. The next step is to establish the maximum
number of strings that can be connected to each inverter. This is accomplished
by comparing the maximum current that an inverter can handle with the maxi-
mum current output of one module. Finally, all of the modules connected both
in series and in parallel to one inverter make up one array. The number of arrays
required depends upon desired AC output of the farm as a whole and the rated
output power of each one of the inverters.

Now that the system has been properly sized, DYESOPT evaluates how
much radiation the modules are being exposed to on an hourly basis, for the
entire year. To accomplish this a calculation of the sun’s precise position in
the sky is carried out based on solar geometry. Pairing this with the position
and tilt of the modules allows for the percentage of total radiation (beam and
diffuse) being absorbed to be approximated. The model is capable of estimating
the irradiance levels for fixed-tilt systems as well as for systems with single and
double axis tracking. In the case of this work, the data provided by Lark energy
was for a 20° fixed-tilt system which faced south. According to Lark, 20° was
the optimal for the system given the row spacing constraints of the location,
the yield and the mounting structures subcontractor and a fixed-tilt system was
chosen due to the fact that the increase in production yielded with a tracking
system would not justify the increase in investment cost.

The total irradiance levels on the module surface can be directly translated
into the amount of DC power being produced by the solar farm over the course
of the entire year. DYESOPT then provides the total AC power yielded, taking
into account the inverter conversion efficiency and keeping track of any energy
that was curtailed throughout the year due to it being in excess of the limits of
the inverter. It can be up to the user to recognize when the plant is suffering to
high of inverter losses and to elect a higher rated inverter.

Some additional energy losses that are tracked by DYESOPT include: losses

due to self-shading of adjacent solar module rows, losses in the solar farm cables
during transmission, losses.
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3.4 Battery Model

The sizing of the battery system is carried out by DYESOPT much in the same
way as the PV system. Initially, the user needs to select the desired capacity of
battery storage and is given the choice of several different battery chemistries
(i.e. lead acid and lithium ion). The desired type of connection between battery
and power source can also be made, whether it be single stage DC single inverter,
double stage DC single inverter or simply an AC connection.

Based on the planned power source, the simulation establishes the maximum
possible power, voltage and current that are going to be fed into the batteries
over the course of the year, thus giving a boundary condition for the system size.
Similar to the PV sizing, the battery system scheme is mostly dictated by the
constraints of the chosen inverter. The specific design procedure is carried out
by using a simplified mathematical model, which is described fully in the work
of Shepard [68]. Typically, the total system capacity is oversized, with regards
to the user specified capacity, to account for the fact that many batteries have
depth-of-discharge (DOD) limitations. If it is specified by the manufacturers
that a certain battery type shouldn’t be discharged below a 20% state of charge
level, then DYESOPT will oversize the total capacity by 25%. The previously
referenced paper by Larchet delves further into the model validation that was
performed.

As discussed earlier in section 2.2.3, battery degradation and end of life
characteristics need to be strongly considered when running the analysis. To
that end, the simulation tracks the number of battery cycles and indicates the
years in which the batteries require replacement. From the research that was
performed, no standard definition of a full battery discharge cycle could be
found, thus a definition was created for DYESOPT. Any time that a battery
discharges fully until it reaches its DOD limit, the simulation counts this as a
single cycle, and any other time that the battery discharges partially (either
the discharge is non-continuous or doesn’t fully reach the DOD threshold) it is
recorded as a half cycle [69]. One addition that was made in the course of this
thesis was to give the user the ability to control the minimum and maximum
SOC of the battery so that the causal influence of life prolongation strategies
mentioned in other research could be tracked.

One of the last calculations made by the model is the quantification of the
battery utilization factor (UF) and the formula used can be seen below.

[50C(i) > SOC(i —1)  SOCepry
SOCuisy - {SOC’(i) < SOC(>i—1) SOCq;, (8.1)
N
SOCehrg = Y _(SOC(i) — SOC(i — 1)) (3.2)
N
SOCquis =Y (SOC(i — 1) — SOC(i)) (3.3)
=1
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SOCy;s

UF = SOConrg (3.4)

The different in timestep between one timestep (7) and the next determines

if the battery is charging or discharging. Then the total percentage of SOC

gained and lost during charging and discharging, respectively, is summed for all

of the timesteps over the course of one day (V). Finally, the utilization factor

is determined by dividing the total energy discharged from the battery by the

total energy charged into the battery. The ideal utilization factor of 100% is

obtained when amount of energy charged and discharged is the equal for the
day.

3.5 Generator Model

The model to simulate the performance of the natural gas generator functions
in a similar way to the others, however it is a great deal simpler. Due to the
fact that generators are not reliant on external factors such as the environment
to function, nor do they require a AC/DC inverter in this model, the design
process is a lot less cumbersome. Once the user defines the generator model
that will be utilized and the total desired installed capacity, DYESOPT can
specify the number of generators required and the total amount of fuel they
will consume for every load percentage. The main time that load percentages
other than 100% are necessary for the simulation are during the generator’s
startup/ramp-up sequence.

The model also tracks the total number of operating hours for the generators
which will dictate when it is time for them to be replaced.

Standalone Generator Plant Model

Pursuant to offering as many simulation alternatives as possible to help contex-
tualize the results, a model was also developed in which the generators would
attempt to provide the FFR services as well. This variation simply couldn’t be
solved for during the optimization of the combined model due to the fact that
it required a different dispatch strategy in order to meet the FFR market re-
quirements. Since primary response (within 10 seconds) and secondary response
(within 30 seconds) have response times that are shorter than the length of time
necessary for the generators to turn on and come fully online, the conditions
suggested that they need to stay running continuously.

The operational strategy for the generators is mainly determined by the
frequency value and electricity price and can be seen in figure 3.2.

As depicted in figure 3.2, the generator output is varied between three levels.
30% load is the lowest possible value at which the generator can be run without
doing damage to the equipment. 50% load allows for the fuel savings compared
to 100% load but still ensure that the generator can be ramped up within 10
seconds in order to meet provide primary response [48]. In addition to running
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Figure 3.2: This chart displays the conditions which governed the operating
load levels of the gas generators

at 100% during times of low frequency, the generator is also run at this level
in times when the electricity price is higher than the operating cost of the
generator.

This generator only configuration has a few downsides that will be discussed
further in the results section.

3.6 Combined Models
3.6.1 BESS-Gen Model

This configuration (see Figure 3.3a) allows for the plant to provide both types of
dynamic frequency response while not requiring the generators to be constantly
running since the battery can provide energy during the generator startup phase.
The generators are present in this configuration solely for the purpose of pro-
viding secondary frequency response services, once they ramp up to full-power
they run continuously for 30 minutes and then shut off. However, they are not
connected to the batteries with the intent of using them to charge the batteries.
Instead, the batteries charge from the grid when the electricity price is at its
daily minimum or during high frequency events (where the electricity consumed
by the batteries is free because the plant is helping to provide a regulatory
service).

The dispatch strategy developed for this hybrid plant is one of the central
items that was created during the investigation and development of these thesis
results. Before the dispatch strategy can be enacted it relies upon some data
concerning the market conditions. Thus, after DYESOPT has performed the
sizing of the batteries and generators, it carries out an assessment of the elec-
tricity market prices for each day of the year and assigns priority charging and
discharging hour. The simulation then runs back through and ensure that no
priority hour is overlapping with an hour in which the plant is going to be pro-
viding a conflicting frequency response service (no discharging of the batteries
when the frequency is high or vice versa).
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Figure 3.3: Layout of each power plant configuration

(a) Depiction of the BESS-Gen plant config. (b) Depiction of the PV-BESS-Gen plant config.
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The dispatch strategy is then carried out in the TRNSYS portion of the
simulation, so that it can track the dynamic changes in the batteries’ SOC,
along with how many times the batteries were unable to provide frequency
response services. In figure 3.4, a flow chart overview of the dispatch strategy
can be seen. After some consideration, it was decided to have the plant offer
frequency response 24 hours a day but the flow chart in Appendix C.1 depicts
a strategy that accounts for periods before and after the tendered frequency
response window.

It can be seen that other than studying the grid frequency and the electricity
price, the other major consideration that is made by the dispatch strategy is
the SOC of the batteries. In some situations, the battery SOC is either at a
minimum or maximum and the market conditions do not encourage charging or
discharging, so when this occurs a “no action” command is given and the plant
simply stands idle until market conditions change. Based on related literature
regarding energy arbitrage through battery storage, it was decided to allow
the simulation to investigate the effects of raising the minimum SOC above
that of the battery’s DOD. If they are providing frequency response services
the batteries are allowed to reach their DOD level, otherwise they wouldn’t be
able to discharge below a pre-set percentage. Later on, the optimization would
determine what the best minimum SOC for the batteries would be, in terms of
economic performance and maximizing operational life.

Once the dynamic portion of the simulation has completed its iterative pro-
cess, the model then moves on to tabulate the totals for the first year’s op-
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erational production, usage and consumption. These values are fed into the
thermo-economic calculation script, specifics of which will be addressed in sec-
tion 3.7.

3.6.2 PV-BESS-Gen Model

The addition of photovoltaic modules to this configuration (see figure 3.3b)
adds an extra layer of complexity to the simulation and the dispatch strategy,
but the general structure stays the same. The batteries are still looking to
charge and discharge at the cheapest and most expensive hours, respectively.
The generators are still in place to provide the long-term reliability needed for
secondary frequency response.

Before DYESOPT can enter into the dynamic portion of the simulation it is
necessary for it to examine how the two chosen technologies (PV and batteries)
interlink. Depending upon the specified capacities of the two and the chosen
inverter type, it could be that there is going to be curtailment of the PV based
upon the maximum charging rate of the BESS relative to the maximum output
of the PV or based upon the maximum power rating of the inverter.

The main benefit that this configuration can provide is that the with the
PV in place the batteries can use the solar production to charge and avoid
paying for electricity coming from the grid. If the batteries are sitting idle at
full charge capacity, any PV production can be directly sold to the electricity
market. Figure 3.5 is a flowchart that provides a better visualization of how the
daily dispatch strategy is carried out.

Examining the flowchart (figure 3.5), it can be noticed that another benefit
of having the PV available is that it gives a second method to respond to low
frequency events, and acts a contingency in the event that the battery SOC
is too low to issue a frequency response. The strategy tries to ensure that as
little of the PV production will be curtailed as possible, however, during high
frequency events the PV must be curtailed in order to comply with requirements
of the FFR tender.

3.7 Financial Performance Metrics

Some concepts must be presented so that it can be understood what the model
is looking to achieve.

Net Present Value (NPV)

The Net Present Value (NPV) of a power plant is the representation of the
overall value of the project with respect to the current point in time, the year
and size of the initial investment, along with the inflation in the value of currency
[70]. When estimating the financial future of a project, it is commonplace to set
the NPV of the final year of operation equal to zero. In essence, this assumes
that the plant will make enough revenue (plus an acceptable level of profit) so
that it has paid off the initial investment just before it gets decommissioned.
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Figure 3.4: Flowchart which shows the decision making process implemented
by the BESS-Gen model pursuant to carrying out the dispatch strategy
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Figure 3.5: Flowchart illustrating the decision making process utilized by the
PV-BESS-Gen model to enact its dispatch strategy
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In equation 3.5, t is the number of years, T, is the final operating year of
the plant, C} is the net cash flow for a given year, r is the discount rate, and Cj
is the project’s initial investment (CAPEX) [70].

Internal Rate of Return (IRR)

To understand the Internal Rate of Return (IRR) a discussion of discount rates
must first be made. A discount rate is the interest rate of a particular investment
as it pertains to future cash flows which are “discounted” by expressing them in
present value [71]. This idea is fed by the fact that over time money loses its
value; money can lose its value due to inflation or value can be lost in a sense
that money not invested would be allowed to earn interest in a bank.

With that in mind, the IRR is simply a very specific discount rate value. It
is the value at which the NPV of a project would be equal to zero [72].

Weighted Average Cost of Capital (WACC)

The Weighted Average Cost of Capital (WACC) is a measure of mean interest
level for any project a company has on its financial books. This average accounts
for projects that were both financed using equity (a company uses its current
assets as collateral) and those financed via debt (a company takes out a loan to
borrows money).

From a profitability standpoint, comparing the WACC and IRR offers a
clear indicator of potential success. If the estimated IRR is higher than the
WACC then the project is going to be profitable, whereas having an IRR lower
the WACC means that the project shouldn’t be pursued. If the two values are
equal to one another, the plant is going to break even [73].

Levelized Cost of Electricity (LCOE)

In many techno-economic analyses the Levelized Cost of Electricity (LCOE) is
a very useful gauge of the competitiveness of a given plant because it allows for
other a comparison of the cost per unit of energy for said plant, irrespective of
technology used [74]. However, for this particular application the LCOE doesn’t
tell the whole story, since a percentage of the revenue of the plant is coming
from external sources (FFR and CM payments) which do not directly translate
to the electricity production. For this reason, The LCOE was not given any
weight in the decision-making process for the design of the plant.

3.7.1 Chosen Parameter Values

The financial parameters decided upon for the here under analysis are as follows:
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Table 3.1: Table displaying the different economic parameters that were used as
inputs for the simulation (* indicates values that were specified by Lark Energy)

’ Parameter \ Value ‘
Real Debt Interest Rate 5% *
WACC 12% [75]
Sales Tax Rate 5% [76]
Cost of Equity 10% *
Cost of Debt 8% *
Share of Debt 0% *
Rate of Inflation 3% [77]
Plant Lifetime 25yrs *

It was also decided to find the configuration that has a final NPV equal to
zero and to set the IRR equal to the WACC.

3.7.2 CAPEX and OPEX Formulas

PV
C’APE’AXPV = Odirect,PV + Oindirect,PV (36)
Cdirect,PV = C’PV + Clnv + CConv + C’BOS + Ctracking + Ccont (37)
Cindirect,pv = Ce&p + Crand + Crax (3.8)

For the PV capital investment, costs fall into two categories; direct and
indirect costs. The direct components are comprised of the PV modules (Cpy),
the inverters (Crn,), the DC-DC converters (Ccony), the equipment needed
to balance the system (Cpog), the cost of the tracking system (Crracking)-
and some additional contingency costs (Ceont). The indirect costs entail the
engineering and design costs (Cggp), the cost of land for the farm (Cranqg) and
tax (Crax). Equations 3.6, 3.7 and 3.8 represent the PV CAPEX equations.

OPEXPV = CLabor,PV + CInsurance,PV (39)

The OPEX costs consist of the wages of the employees who maintain the
plant (Crapor) and the insurance for said workers (Crpsurance)-

BESS
CAPEXpBEss = Cairect,BESS + Cindirect,BESS (3.10)

Cirect,BESS = Ctat + Cpcs + Cpop + Cinstal (3.11)

40



Cindirect,BESS = CEgc + Csoft + Crax (3.12)

The cost analysis for the BESS was derived from research performed by
EPRI, 2013 [83]. Just like with PV, the battery CAPEX costs are comprised
of both direct and indirect segments. Examining the direct CAPEX costs, they
are comprised of the battery packs (Cpqt), the power conditioning system (PCS)
(Cpcs), the balance of plant (Cpop) and cost of installing the system (Cipstar)-
As suggested by the EPRI research, balance of plant costs are assumed to be the
civil works costs only [83, 84]. Depending on whether or not the BESS is coupled
on the DC side the cost of the PCS can be assumed to be integrated with the
PV PCS [83]. The indirect costs encompass the engineering and construction
costs (Cpgc), the soft costs (Csope) which entail project contingency costs and
the tax costs (Crax)-

OPEXPV = CFixed + CVariable + CReplacement (313)

The OPEX costs for the BESS is made up of three categories: the fixed costs
(CFiged), the variable costs (Cy ariabic), and the replacement costs (Crepiacement) -
Crizeq represents the yearly cost of standard operations and the necessary main-
tenance the PCS. Whereas Cy griqapie Symbolizes the costs that come from the
discharge of the system, which are mostly made up of electrical efficiency losses
and power lost due to self-discharge [83]. The final term, Crepiacement, is the
cost incurred by replacing the batteries once that reached lifetime cycle limit.

Generators
CAPEXgen = Cdirect,gen + Cindirect,gen (314)
Cdi'r‘ect,gen = Ugenset + CBOP + Cinstall (315)
Cindirectgen = CE&C + Ccont + C(TAX (316)

As was the case with PV and BESS, the generator CAPEX costs contain
both direct and indirect portions. Examining the direct CAPEX costs, they
are comprised of the natural gas generators (Cyenset), the remote controller
and components used to balance the genset production (Cpop) and cost of
installing the system (Cjpstqn)- The indirect costs encompass the engineering
and construction costs (Cggc), the contingency costs (Ceont), and the tax costs
(Crax) [85].

OPEXPV = CFixed + CVariablc + CReplacement (317)

The OPEX costs for the generators system has the same rundown as for the
battery system. The components include the yearly fixed operating and main-
tenance costs (Criged,gen), the variable costs (Cyar,gen) consisting of the cost
of the natural gas consumed and efficiency losses due to operational strategy,
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Figure 3.6: Figure portraying the three areas in which the power plant stands
to earn revenue

and finally the costs of replacing the generators (Crepiace,gen) Once their lifetime
hours of operation limit has been surpassed.

3.7.3 Plant Revenue Streams

Reviewing the chart (figure 3.6) with the knowledge that the capacity market
has a pre-established price and that the model uses historical price data for the
electricity market, it can be seen that these two values are fixed and thus the
only ones that are malleable are the availability and nomination fees of the FFR
services.

The availability fee ($/hr) is one which is paid to the FFR provider for each
hour of their tendered contract. The nomination fee (§/hr) is awarded to the
plant when they actuallly provide services related to a frequency event, so in
theory it can be paid to the FFR provider for all or a fraction of the hours in their
tendered contract. However, it was stated by National Grid that “Historically,
for all tenders that have been accepted, all of the available windows have been
nominated” [3]. In a review of all the accepted tender offers for the year 2016
(all made available on the website of UKET, it was discovered that no plant
offering less than 50 MW of FFR capacity was given the nomination fee, only
the availability. Taking this small contradiction into account, it was decided
that in the simulation the nomination fee would be offered to the plant, and
that its value would be 50% of the value of the availability fee.

The review of accepted tenders also revealed some useful data concerning
the competition. In 2016, many tenders have been awarded to 20MW plants
and their nomination fees all fell within a range of 260-450 $/hr (see Appendix
B.3). This helped to provide a benchmark as well as a boundary condition for
the simulation. To prove that the proposed plant could compete with current
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market condition, it needed to be able to operate for a tender fee of equal to or
less than its competition.

3.7.4 Revenue Calculation
Rev = Eyot yicid Eprice+C Mprice - Cappiant + FF Rfee- (h+0.5-h—2-P) (3.18)

In which Eyot yieq is the total electricity yield (on an hourly basis) from the
plant for year one, E, ;e is the electricity price for each hour of the year, the
CMprice is the Capacity Market auction clearing price in (§/kW /yr), Cappiant
is the installed plant capacity in k€W, F'F R, is the tendered price for providing
frequency response services, h is the number of hours that the services are offered
(availability fee), the 0.5 - h term represents the nomination fee, and P is the
number of non-response penalties that were incurred throughout the year (which
is multiplied by a factor of two so that it nulifies the fee payment and assesses
a penalty).

With the aim of finding the NPV at year 25 equal to zero, the required yearly
revenue must be calculated. Once the revenue is known, equation (3.18) can be
rearranged as follows:

Rev — (Etot,yield ) Eprice + CMprice : Capplant)
(h+05-h—2-P)

FFRpo. = (3.19)

3.8 Multi-variable Optimization

One of the additional functions which DYESOPT possesses is the ability to
perform a multi-objective optimization. The optimization seeks to find the best
combination of input variables that yield a satisfactory compromise between
two variables which typically have conflicting design objectives. This trade-off
of the two objectives will produce a curve which is referred to a pareto curve
(see figure 3.7) [86].

The simulation uses an evolutionary algorithm which implements a popu-
lation based approach. In total, the optimization process has four main steps:
selection, cross-over, mutation and elite preservation. The entire optimization
simulation concludes once either the user-specified requirements have been sat-
isfied or the simulation reaches the maximum number of iterations that was
selected. In the early iterations, the optimization generates an initial popula-
tion, that is constructed based on the work of Leyland, from which some of the
more desired points are singled out and are labeled “parents” [87]. These parents
are used a reference points from which a new population of “children” can be
derived, this is the cross-over step. The children are created by slightly altering
some of the characteristics of the parent solutions from which they were formed,
also known as the mutation step [86, 87]. Once it is established that the children
offer a more ideal solution than the parents, the parents are removed from the
population. As it moves forward, the simulation enacts the elite preservation
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Figure 3.7: Tllustration of a typical pareto curve [87]

step so that the newly created population can be integrated with the old pop-
ulation while maintaining the preference for the more suitable, child, solutions
that have been generated [86].

3.8.1 Design Variables and Objectives
BESS/Gen Model

For both configurations, it was decided that in order to achieve a conflicting
trade-off the two optimization objectives should be: to minimize the amount of
carbon dioxide emitted by the power plant and to minimize the FFR tendered
price that the plant can receive and still meet its financial goals. These objec-
tives are conflicting for the fact that the natural gas generators are the cheaper
technology, so using them will enable the plant to receive less compensation and
still pay off the initial investment in the same amount of time. However, from
an environmental impact perspective the generators produce COs during their
operation whereas the batteries have no emissions during the use phase of their
life cycle.

The variables that were chosen to be altered were the installed capacity of
the batteries in MWh, the installed capacity of the generators in MW, and
the minimum acceptable SOC level for the batteries during daily operation
(excluding when providing FFR services).
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PV/BESS/Gen Model

The two design objectives stayed the same in this configuration for the reasons
detailed earlier; the addition of the photovoltaic modules doesn’t affect things
since PV is more expensive than the gensets yet produces no emissions. The
chosen variables also remained the same with one addition, which is that the
optimization alters the installed capacity of PV in MW.
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Chapter 4

Results and Discussion

4.1 Solutions

4.1.1 Generator Stand-alone (Gen-SA) Solution

One of the main issues with using the generators in a standalone capacity is the
requisite of keeping them running 100% of the time in order to meet the fast
response requirements of the FFR market. Keeping the generators running all
the time increases the fuel consumption nearly 100-fold over the BESS-Gen case
examined below, and because of this the required FFR tender price is driven
up so that it can cover the increased operating costs of the plant. Also, since
the fuel consumption was excessive the CO5 emissions were also elevated, which
meant the UK’s carbon tax (which is set at roughly 24 $/tonne until 2021) had
a much larger impact [89].

Another drawback of this option is that the increased operating hours for
the equipment mandates that they have to be replaced twice during the 25-
year plant lifespan, whereas the other configurations never needed generator
replacements.

Examining table 4.1, it can be seen that the genset stand-alone option offers
an initial investment that is the lowest among all options considered (see table
4.6), however the OPEX is nearly as large as the CAPEX (76%). A review of all

Table 4.1: Performance metrics for the gas generator stand alone simulation

] Indicator Value [ Unit |
Capacity 20 MW
CAPEX 7.96 | mil USD

OPEX 6.04 mil USD

FFR tender prices | 421.91 | USD/hr
Elec. Yield 52.56 GWh

COs 0.70 | kg/kWh
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Genset FFR vs. Gas Price
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Figure 4.1: Graph portraying the relationship between the price of natural gas
and the required FFR Fee of the stand alone generator plant

of the accepted tender offers (made available on the National Grid website) for
2016 established that the average FFR nomination fee for 20 MW plants was
approximately 340 $/hr [90]. So, although this option could still potentially
compete with current FFR service providers, it is very vulnerable to the sensi-
tivity of the natural gas market, which only stands to increase in the coming
years [88]. Figure 4.1offers a small visualization is given which depicts how the
FFR tender price is affected by changes in the natural gas price.

4.1.2 BESS-Gen Solution

For this configuration, a multi-variable optimization was performed to help iso-
late which combinations of battery and gas generator technology would prove
to be the most economical and environmentally friendly. Surveying graphs 4.2a
and 4.2b, each one of the points represents a different configuration of BESS-
Gen power plant. Taking into consideration that the IRR was held constant, at
a value equal to the WACC, it can then be understood that any one of these
data points is equally as profitable as the next. It can be noticed that there
are two points (indicated with the letter “D” and “X” sitting just to the right
of each one, respectively) which achieved very similar values of FFR tender fee
required for the plant, 62.26 and 63.21 $/hr, respectively. However, points D
and X have rather different design characteristics, which are detailed further in
table 4.2.

The graphs (4.2a and 4.2b) also confirm the notion that as the CAPEX of
each individual increases it needs to seek a higher FFR tender price so that it
earn sufficient revenue to cover the investment costs.

Even though a multi-objective optimization process was utilized in this sim-
ulation, the resulting graphs do not exhibit the typical pareto curve which might
be expected. There are a few factors that could explain why this was the case.
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Figure 4.2: Results from the multi-variable optimization of the BESS-Gen power
plant configuration which sought to minimize both FFR tender bid price and
CO4 emissions: Figure A shows data points representing the CAPEX values
of each different configuration attempted during the optimization process and
Figure B has data points depicting the generator capacity of each different
configuration. In each figure point “D” symbolizes the solution BESS-Gen #1
and point “X” symbolizes the alternative solution BESS-Gen #2.

For one thing, certain guidelines for participation in the FFR market stipulate
that if a service provider fails to provide regulation services more than three
times in one month, the contract can potentially be terminated. In order to
help the simulation isolate and eliminate plants which did not meet the FFR
requirements, if a plant had any month(s) with more than three failed frequency
responses, it would lose the FFR revenue for that month plus face an additional
three month penalty (this additional penalty is not based on any information
provided by National Grid, it is just a device that would help to eliminate bad
plants from the simulation). The second factor that has distorted the shape
of the data points on the graph is line of points at the top which all have 20
MW of installed gas generator capacity. Operationally these points are a bit
different than the others with the reason being that as a whole, each plant is
designed to offer 20 MW of electricity production and while also providing both
primary and secondary frequency response services. If a plant has 20 MW of
genset capacity, then it has no trouble to provide the full 20 MW for the entire
30 minutes required from secondary response providers, however, any plant with
less than 20 MW of gensets needs the batteries to provide the additional pro-
duction during this time, which sometimes is not possible if the battery system
lacks the requisite charge.

From first glance it may appear that configuration BESS-Gen #1 is better
suited for the needs of Lark Energy since it requires $3.75 million less in CAPEX
and has slightly lower (44,000 $/year) operating costs, yet this would assume
that things like the price of natural gas or batteries stays the same. Pursuant to
gaining a better understanding of how these plants could become more or less
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Table 4.2: Characteristics and financial metrics for the BESS-Gen plants (BESS-
Gen #1 and BESS-Gen #2)

’ Indicator \ BESS-Gen #1 \ BESS-Gen #2 \ Unit ‘

Battery Capacity 5 20 MWh
Gen Capacity 20 8 MW

CAPEX 11.04 14.79 mil USD

OPEX 0.286 0.328 mil USD

FFR tender prices 63.21 62.26 USD/hr
Elec. Yield 2.46 5.55 GWh

CO, 0.25 0.04 kg/KWh

Table 4.3: Table portraying the relationship between minimum allowable bat-
tery state-of-charge and electricity revenue
| Min. Bat SOC [%] | Lifetime Bat Cycles [#] | FFR Fee [$/hr] | Non-Resp. | Elec. Revenue [$] |

20 14375 264.05 34 646,430
30 14075 62.26 15 555,890
40 13775 69.24 4 475,920
50 13475 77.27 - 402,900

favorable moving forward they will be analyzed in greater detail in section 4.3.

One last variable that was modified during the course of the optimization
process was the minimum allowable SOC of the batteries during the course of
daily operation. The optimization proved that based on the current dispatch
strategy of only discharging the batteries during the low frequency events or
the max daily price hour, raising the minimum SOC didn’t help to reduce the
number of battery cycles in a significant way and it had a negative effect on the
revenue from wholesale electricity market. At the same time, these modifications
did reveal that the plant’s reliability in providing FFR services increased as the
minimum allowable SOC was raised.

Reflecting upon the findings in table 4.3, it can be seen that raising the mini-
mum SOC does not reduce the total battery life cycles enough to compensate for
the lost revenue from electricity sales. However, it is beneficial to increase the
minimum SOC to 30% so that the number of frequency response unavailabilities
gets reduced to an acceptable level.

4.1.3 PV-BESS-Gen Solution

The PV modules were added into the configuration with the hopes of reducing
the systems reliance on the natural gas-fired generators, to reduce the amount
of electricity purchased from the grid to charge the batteries, and to increase
the electricity that could be generated and sold. However, after the model was
constructed and the simulations were carried out it became evident that this
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Figure 4.3: Graph illustrating how altering the PV capacity or the BESS capac-
ity, while holding other capacities constant, can affect the required FFR tender
fee

Table 4.4: Plant characteristics of the optimal PV-BESS-Gen configuration

] Indicator | Value [ Unit |

PV Capacity 1.25 MW
Battery Capacity 2.5 MWh
Gen Capacity 19 MW

CAPEX 12.42 | mil USD

OPEX 0.253 | mil USD

FFR tender prices | 81.72 | USD/hr
Elec. Yield 4.01 GWh

COq 0.14 | kg/kWh

was not the case. In figure 4.3, the results of 16 different simulations are shown.
In 8 of the simulations the installed PV capacity was varied while the values
of BESS and gensets was held at 10 MWh and 15 MW, respectively, and then
in the other 8 simulations the BESS capacity was changed while the PV and
gensets were set at 15 MW each. The graph clearly indicates that a reduction
in the PV capacity has a much larger impact on the necessary FFR tender fee
than a reduction in battery capacity.

With regards to eliminating the need for gas generators, the PV doesn’t
pass the test, due to a lack of reliability in production. The best that could be
achieved was reducing the genset capacity to 2 MW, which required 20 MW of
installed PV and 20 MWh of BESS and the plant then needed a FFR tender
fee of 620.36 $/hr. Thus, through optimization the most economical system was
determined and its characteristics can be seen in table 4.4.

Regarding the PV capacity, 1.25 MW was chosen because it is size of one
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Table 4.5: Summary of the characteristics of the chosen BESS stand alone plant

’ Indicator \ Value \ Unit ‘
Battery Capacity | 32.5 MWh
CAPEX 18.9 | mil USD
OPEX 0.130 | mil USD
FFR tender prices | 76.50 | USD /hr
CO9 - tonnes

of the arrays utilized in the Lark Energy solar farm located in the UK, and the
production data provided by the company listed the DC output of each array
of the farm in 15 minute intervals.

One final operational theory that was proved to be false was the belief that
adding the PV modules to the configuration would save the plant money by
enabling it to charge the batteries for free. In the UK the average minimum
daily electricity price is 36.16 $/MWh, so with the batteries charging from the
PV once per day for the entire year the savings generated are approximately
$33,000. This number is not only too small of a percentage of the CAPEX
(only 1.1%) to lead to payback in the 25-year plant lifespan, it is only 19%
larger than the OPEX costs for the PV system (27,637 $/year). Raising the PV
and battery capacity does lead to additional savings, but the ratio of savings
to OPEX actually decreases (for a system with 20 MW of PV and 20 MWh of
batteries, $263,968 is saved compared with a PV OPEX of 474,580 $/year).

4.1.4 Battery Bank Stand-alone (BESS-SA) Solution

The last configuration that was attempted was one that which only implemented
batteries to perform energy arbitrage while also participating in the FFR and
capacity markets. There was no need to perform an multi-objective optimization
for this since there were not a vast amount of variables to alter. Considering
the fact that the batteries in this configuration did not have the reliability
of the generators to help shoulder the load of frequency response services, it
was necessary to oversize the installed capacity of the batteries so that their
participation in both markets would not be jeopardized. Figure 4.4 illustrates
how additional battery capacity reduces the number of non-responses (Non-
Resp) to low frequency events committed by the system.

As explained earlier, more than three non-responses in a month will result
in a penalty and drive up the FFR tender fee that the plant must seek; in the
graph the lowest three battery capacities (22.2, 25.2, and 27.8 MWh) all receive
penalties for two months, the 30.4 MWh plant is penalized in one month, and the
highest three battery capacities (32.9, 35.4, and 38 MWh) are reliable enough
to where they do not incur any penalty. From the graph, the plant with the
lowest required FFR tender fee was chosen as the best option, and additional
information about this plant can be seen in table 4.5.
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Figure 4.4: Graph portraying the relationship between installed battery capacity
and the number of times the plant fails to provide FFR services, as well as the
FFR tender fee the plant must charge

Table 4.6: Comparison of results for the different power plant configurations

’ Model \ CAPEX \ OPEX \ FFR price \ CO, ‘
Gen-SA 7.96 6.04 421.91 0.70
BESS-Gen (1) 11.05 0.286 63.22 0.25
BESS-Gen (2) 14.79 0.328 62.26 0.04
PV-BESS-Gen 12.42 0.253 80.59 0.14
BESS-SA 18.89 0.130 76.5 -

4.2 Comparison

Having reviewed the four potential configurations that can be used to effectively
participate in multiple markets in the UK, a comparison can now be made to see
how they stack up against one another. All of these plants have IRRs of 12% and
use the same initial economic parameters, so they are equally profitable, what
differentiates them most is how much initial investment they require and how
much they need to be compensated for providing FFR services. Analyzing table
4.6, it can be seen that the first option of using only generators does provide the
lowest CAPEX value, but is the worst in every other category. The two BESS-
Gen options offer the lowest FFR tender fees and have CAPEX values that
fall in the middle of the range. The BESS stand-alone option has the highest
CAPEX but with the recent plummet of lithium-ion battery prices signaling a
bright future for battery storage it would be good to analyze this configuration
in a sensitivity analysis.

From this table, three were selected to be analyzed under the conditions of
a sensitivity analysis (BESS-Gen #1, BESS-Gen #2, and BESS-SA).
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Figure 4.5: Sensitivity analysis to examine how changes in the natural gas price
affects the FFR tender that each plant must charge

4.3 Sensitivity

The three parameters that were decided upon for the purposes of a sensitivity
analysis are the price of natural gas (in $/kWh), the investment cost of lithium-
ion batteries (in $/kWh), and the wholesale electricity price (in $/MWh). The
gas price was chosen because natural gas make up a fair portion of the OPEX
for the two configurations of BESS-Gen hybrid plants and as history has shown,
the natural gas price is subject to change as market conditions have varied. The
price of batteries is interesting because in the past several years, thanks to the
help of companies like Tesla and others, batteries prices reduced to less than 50%
of their previous value [93]. Finally the electricity price is good to analyze since
it is predicted to vary over the coming years as generational resouces change.

4.3.1 Gas Price Sensitivity

The natural gas price used for the simulations was found to be 0.029 §/kWh
(converted from 0.025 EUR/kWh) [91]. It can be seen by examining figure 4.5
that as the gas price increases it clearly makes BESS-Gen #2 the more desirable
configuration. Analyzing the previous eight years of natural gas price data for
the European Union (see Appendix B.1), it can be seen that the variance in the
gas price ranges from 0.3 - 0.48 and has been on a downward trend in the past
three years, with the UK’s prices being assumed to be slightly lower than the
EU average based on the 2016 data [92, 91]. It does not seem like changes to the
gas price alone will make the stand alone BESS the cheapest option, because
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Figure 4.6: Sensitivity analysis to examine how changes in the market price of
batteries would allow for changes in the FFR tender fee of each plant

even if the natural gas price triples, which is very unlikely given historical trends
and current market standing, the BESS is still in last place among the three
options.

4.3.2 Battery Price Sensitivity

Examining figure 4.6, it can be seen that at the current price of 250 §/kWh
the two BESS-Gen configurations are nearly identical in price, but as the price
of batteries decreases configuration #2 becomes more attractive. Another ob-
servation is that the stand alone BESS configuration is the most sensitive to
the battery price. A 10% reduction in battery price makes the BESS-SA equal
to BESS-Gen #1, and with a 20% reduction in battery price it is able to pull
even with BESS-Gen #2. The CAPEX of the BESS only option also becomes
more competitive with the other two options as the battery costs are reduced;
for a battery price of 200 §/kWh the CAPEX falls to $16.1 million, whereas
the CAPEX of the BESS-Gen #2 reduced by a smaller margin to $13.1 million.
In a report made by Bloomberg technology, they summarized the surveys for
industry prices of Lithium-Ion batteries from 2013 to 2016 and showed that the
prices have fallen from around 600 $§/kWh to around 275 USD/kWh [93]. For
the industry prices to have dropped by over 50% in 4 years, it is reasonable to
project them falling to 200 $/kWh or lower in the coming few years, meaning
stand alone battery banks will become increasingly utilized.
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Figure 4.7: Sensitivity analysis to examine how percentage variations in the
electricity price (100% is present value) determine the FFR tender fee for each
plant

4.3.3 Electricity Price Sensitivity

The sensitivity analysis for the electricity price (figure 4.7) was performed by
adjusting the hourly electricity used in the simulation by a percentage multiplier.
That is to say, 100% represents the actual electricity prices used in the model,
any data points to the right represent an assumed overall increase in electricity
prices and the data points to the left of 100% represent a decrease in prices.
One trend that the analysis illustrates is the fact that the configurations which
contain higher installed battery capacities are more sensitive to changes in the
electricity prices. This trend is present because the more battery capacity a
plant has the more it is able to provide electricity arbitrage to the market.
Reviewing projections and future assumptions made by the UK government,
it can be seen that they expect the wholesale electricity prices to grow in the
coming years; estimating a 11% growth by 2020 and as much as a 39% growth
over current prices by 2024 (see Appendix B.2) [94].

4.4 Discussion
For a company to make a large multi-million dollar investment into a power plant
that they intend on using for the next 20 to 25 years, the decision makers need

to assess market conditions not only as they are in the present but as well how
they are going to shift and evolve in the years to come. If one were to be forced
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Table 4.7: Table depicting a potential implementation strategy for a hybrid
plant which would account for changing market conditions moving forward

’ Parameter \ 2017 \ 2023 ‘
Battery Price [$/kWh] 250 200
Electricity Price [%] 100 130

Battery CAPEX [milUSD] 11.6 6.2
Genset CAPEX [milUSD] 3.2 -
Required FFR Fee [§/hr] | 62.26 | 53.36
Tendered FFR Fee [$/hr] 150 53.36
Additional Revenue [$/yr] | 791440 -

to choose power plant configuration based solely upon present market prices and
conditions they would probably opt for the BESS-Gen #1 configuration since
it offers the best current combination CAPEX and FFR tender fee. However,
when taking into account the trends of battery prices and electricity price in the
coming years, it would be a wiser choice to opt for the BESS-Gen #2 option or
even the BESS-SA option.

One possibility for a company like Lark would be to construct and operate
the BESS-Gen #2 power plant for a few years, and if they were to bid into the
FFR market at a tender price higher than necessary they could make additional
revenue that would allow them to quickly pay off the investment in the gas gen-
erators. Then, having paid off the gas generators, they could remove them from
the configuration and transition to a BESS-SA plant at a point in time when
the battery price had dropped enough to make this system cost-competitive. To
give this plan more concrete data, table 4.7 was constructed to breakdown the
costs and implementation strategy.

The calculations for 2023 were made assuming that the battery price has
reduced to 200 $/kWh and the electricity price will have increased to 130% of its
current value, as predicted by market research [94, 93]. The simulation was run
for a plant lifetime of 20 years, instead of 25 years which was used for all other
cases. The new FFR tender price of 53.36 $/hr would be a slight improvement
over the 62.26 $/hr required by the BESS-Gen #2, and considering the economic
calculations were made assuming a constant FFR tender price (accounting for
inflation) over the plant’s lifespan, it is a competitive advantage for the plant
owners if they are able to reduce their required compensation midway through
the lifespan.
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Chapter 5

Conclusions

Now that the completed work has been detailed and elaborated above, it is
time to conclude with a brief summary of what took place during the course
of this thesis, what accomplishments were made, and how the research could
potentially be extended and enhanced moving forward. Before moving ahead
to the Achievements section, it is important to first reflect upon the objectives
that were specified at the beginning of the report. The main objective for the
work was to determine what type of hybrid plant (technology and capacity-
wise) should a developer seek to build that will be able to participate in three
electricity-centric markets (the wholesale electricity market, Firm Frequency
Response services market, and the capacity market) while being financially op-
timal. This goal was accomplished through a multitude of steps, which are
enumerated in the following section.

5.1 Achievements

The initial goal that was carried out was the performance of a thorough lit-
erature review which uncovered good deal of related research that helped to
provide support for this thesis while at the same time allowing it to differen-
tiate itself from the others. The literature review also examined the current
state of the art for technologies which were simulated and also studied some
additional hybridization schemes found in previous research. Secondly it was
essential for the existing software and simulation tools to be studied and thor-
oughly comprehended so that any discrepancies of functional capabilities could
be determined and alleviated. Next came one of the more important achieve-
ments, the creation of two new models in the DYESOPT tool. These models
allowed for the simulation of two separate power plant configurations (a com-
bined BESS-Gen hybrid plant and a PV-BESS-Gen hybrid plant) which were
not previously part of DYESOPT’s capabilities. Beyond the results themselves,
these two models were probably the most important achievement that was made
during the course of this thesis work. Their creation required countless of hours
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coding, debugging, several consultations of the online help database, postulating
and validating theories, until finally the models were functional.

With these new models in place, simulations were performed to so that
the valid combinations of the batteries, generators and PV modules could be
discovered. At this point an optimization routine was run which highlighted a
few superior configurations (two BESS-Gen plants and one BESS stand-alone
plant) of the power plant and also specified the FFR tender price that this plant
must obtain in order to meet its financial goals. The first potential solution
(BESS-Gen #1) was composed of 20 MW of gas generators and 5 MWh of Li-
Ton batteries, had a CAPEX of $11.05 million and required a FFR tender bid
of 63.22 §/hr. The second viable solution (BESS-Gen #2) consisted of 8 MW
of gas generators and 20 MWh of Li-Ton batteries, its CAPEX was 34% higher
than BESS-Gen #1 and it needed an FFR tender that was only 1.5% lower.
Lastly, the final solution considered was a battery bank stand-alone plant with
32.5 MWh of installed capacity, its CAPEX was 71% higher and its required
FFR tender was 21% higher. The reason that the latter two solutions were
not overlooked in favor of BESS-Gen #1 was for the fact that parameters,
such as electricity and gas price, stand to change in the coming years, thus
changing the economic outlook of each solution. Finally, in order to further
evaluate and quantify which potential plant type would offer the best selection
moving forward a sensitivity analysis was performed based on these research
predicted changes to market conditions. Research suggests that the in the years
to come, the price of natural gas will increase, the price of Li-Ion batteries will
decrease, and the price of electricity in the UK will increase. Under each one of
these projections, the BESS-Gen #2 configuration improves in comparison with
BESS-Gen #1. Also, in order for the BESS stand-alone system to outperform
BESS-Gen #1, with regards to FFR tender fee, it would only require a 21%
drop in the price of batteries or a 20% increase in the average hourly electricity
price.

5.2 Future Work

The following are some areas in which the work carried out in this thesis could
be expanded upon and possibly improved:

e It would be wise to investigate the implementation of batteries with dif-
ferent charge and discharge rates. It would be interesting to analyze how
a variation of these charge/discharge rates could potentially affect the
dispatch strategy and in the long term, the total revenue for the plant.

e This simulation only accounts for the current conditions existing in the
United Kingdom, it would be good practice to assess the viability of such
a system in different markets. For instance, currently in the U.K. there
are no subsidies for the installation of renewable energy based technology,
so studying a country that offered such subsidies would be interesting.
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o One last change that could be made would be to make alterations to the
battery bank stand-alone configuration. It would intriguing to see if a
system that consisted of two battery banks (each having the ability to
independently charge, discharge or remain idle as the controller dictated)
could provide more reliable and optimal grid regulation services. This
possibility will become increasingly interesting as the price and longevity
of grid-scale battery systems continues to improve.
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B Proposed Cell:

e e

SLPB The Superior Lithium Polymer Battery (SLPB) 75Ah cell
75:5 13 (90) 1341 75 05
) l
HIE.
2] @
&
&\’
26622 u
— 13.3m2
Front view Side view Elevation

Figure 5. Mechanical Drawing

L Deee e e

Rated Capacity 275Ah
Weight 1.81kg Tab weight included
Width 268.0mm Unfolded
Dimension Height 265.0mm Tab excluded
Thickness 13.5mm At OCV 2.2 0.1V
3.3 Module

The ingenious engineering and design of Kokam’s modules fully realizes the powerful
potential of Kokam’s Superior Lithium Polymer Batteries. The module consists of a number
of unit-cells connected in series. Kokam’s module design features unit-cell cartridge
construction that enables convenient maintenance. The unit-cells can be easily
disassembled for repair, and this compact design results in a smaller footprint for the
overall system. The modules are also designed with vent holes to allow efficient air
circulation for cooling, enabling operation of up to 4 C-rate discharge. Each module is also

equipped with a module BMS to monitor battery health and status at the cell level.
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Kokam’s High Power Module utilizes an active cooling method via highly efficient heat
dissipation technology (installation of air cooling fans and ventilation system) on every
module to maintain optimal operation conditions from excessive environmental heat or
heat generated from high power usage. Via active cooling, the system can continue its
operation while maximizing the life of the battery.

B Proposed Module:

Description
KBM255-H 2P20S Kokam High Power Battery Module (KBM) 255P

Figure 6. Module Images

I O N

Model Number KBM255P-2P20S-HP-75-111
Cell SLPB 75Ah UHP cell

2 cell connected in parallel
to form a unit cell and 20

Module Configuration 2P20S . .
unit cells connected in
series to form a module.

Total Embedded Capacity 11.1 kWh
Rated Capacity 10.4 kWh 0.5P-rate operation
Weight Approx. 95 kg
Certification UN 38.3
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3.4 Rack

5 Level of Safety Protection System
* Fuse

+ Breaker
« Contactor (Controlled by Rack BMS)
+ Emergency Stop Switch

e
=

+ Enclosure + Fire suppression

g

/i
L]

Figure 7. Kokam 133 kWh Rack' Figure 8. Safety Protection System'

The design of the Kokam racks enables operation even in extreme conditions.
They are well-suited for demanding applications such as frequency regulation and ramp
rate control. Kokam racks include 5 levels of safety protection system; fuse, breaker,
contactor, emergency stop switch, and enclosure with fire suppression system (shown in
Figure 10). Multiple emergency safety procedures are augmented to enhance safety from
almost all emergency situations.

B Proposed Rack:

I

KRI-H-133 Kokam Rack Indoor(KRI) with 133 kWh of embedded energy

1014 1
T T

Figure 9. Mechanical Layout '

1 This drawing is for reference only. Actual product may be different

72

Figure A.2: Datasheet for the Kokam Lithium Ion battery (3 of 5)



I O

Model Number KRI-H-133-H3V4-12M

Indoor rack
Total Embedded Capacity, 133 kWh
Rated Capacity 125 kWh 1.0P-rate discharge/charge
Maximum Power Output 523 kW 4P-rate
Product dimension (mm) W1,170 x D728 x H2,241.5
Weight Approx. 1,535 kg

The KRI-H-133 Rack includes:

= Kokam Standard Rack (1 ea)

=  KBM 255255P Module (12 ea)

= Rack BMS (1 ea)

= Module BMS (12 ea)

»  Battery Protection Unit (BPU)? (1 ea)
= SLPB_75Ah Cell (480 ea)

=  Fire Suppression System

= Cooling Fan

3.5 System
DC Panel

Door
Battery Rack :~ SYstem BMS

Fire Suppression
System

= Container
D Battery Module

Figure 14. System Configuration (15 minute)

1 This drawing is for reference only. Actual product may be different

2 The Battery Protection Unit refers to all the electrical components, including the Master BMS, Sub MCCB etc. which are equipped within each Rack.
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Kokam Rack Indoor System (KRIS) is utilized for various applications such as peak shaving, frequency

regulation, renewable energy integration, Micro-grids and UPS. Due to the high energy density of Kokam’s

SLPB, the KCE can store more energy in a given area than any of our competitors.

Kokam Containerized ESS(KCE) Features

Convenient access to control circuit / Easy maintenance

Smart Battery Management System prevents accidental failure due to misuse
Scalable and modular design

Interchangeable and robust standard battery modules

Factory programmable thresholds for application specific settings(BMS)
Remote Battery Monitoring System (Ethernet Communication)
State-of-the-art fire detection and suppression system

HVAC unit to maintain optimal operating conditions

B Proposed System:

System Configuration 12 racks / 4 DCP / 2 SBP 40 ft container

Total Embedded Capacity, 1,598 kWh

Rated Capacity 1,502 kWh 0.5P-rate discharge/charge
Maximum Power Output 4 MW 4P-rate

Nominal Voltage 888 Ve

Min. Voltage 768 Ve

Max. Voltage 998 Ve

Round Trip Efficiency (BOL) >95 %

The KCE-1600 System includes:

40 ft. Container (1 ea)

Kokam Standard Rack (12 ea)

KBM 255255P Module (144 ea)

DC Panel (4 ea)

System BMS Panel (2 ea)

Rack BMS (12 ea)

Module BMS (144 ea)

Battery Protection Unit (BPU)3 (12 ea)
SLPB_75Ah Cell (5,760 ea)

Fire Detection / Suppression System
HVAC System
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Generator set data sheet
2000 kW continuous

Our energy working for you.™

Model: C2000 N5C
Frequency: 50 Hz
Fuel Type: Natural Gas MI 73 +
Emissions Performance NOx: 500 mgINma (1.0 g/hp-h)
LT Water Inlet Temperature: 40°C (104°F)
HT Water Outlet Temp: 92°C (198°F)

Power

Generation

Measured Sound Performance Data Sheet: MSP-1039
Prototype Test Summary Data: PTS-269
Remote Radiator Cooling Outline: 0500-5095

Fuel Consumption (ISO3046/1) See Note | 100 /nLg; ;zated 90 Alzfazated 75 A:szalzated 50% Loofa%ated
Fuel Consumption (LHV) 1ISO3046/1, kW (MMBTU/hr) 2,4,6,7 (4892 (16.71) |4468 (15.26) |3793 (12.95) |2738 (9.35)
Mechanical Efficiency 1ISO3046/1, percent 2,4,7 42.1% 41.5% 40.8% 37.7%
Electrical Efficiency 1SO3046/1, percent 2,4,6,7 [40.9% 40.3% 39.5% 36.5%
Engine

Engine Manufacturer Cummins

Engine Model QSV91G

Configuration V18

Displacement, L (cu.in) 91.6 (5591)

Aspiration Turbocharged (1)

Gross Engine Power Output, KWm (hp) 2066 (2769)

BMEP, bar (psi) 18.3 (265)

Bore, mm (in) 180 (7.09)

Stroke, mm (in) 200 (7.87)

Rated Speed, rpm 1500

Piston Speed, m/s (ft/min) 10 (1968)

Compression Ratio 12.5:1

Lube Qil Capacity, L (qt) 550 (581)

Overspeed Limit, rpm 1800

Full Load Lubricating oil consumption, g/kWe-hr (g/hp-hr) 0.4 (0.3)

Fuel

Gas supply pressure to engine inlet, bar (psi)7 0.2 (2.9)

Minimum Methane Index 73

Starting System(s)

Electric starter voltage, volts 24

Minimum battery capacity @ 40 deg.C (104 deg.F), AH 780

Air Starter Pressure, barg (psig) 10.3 (150)

Air Starter Flow Nm%s (scfm) 0.37 (780)

Genset Dimensions (see note 1)

Genset Length, m (ft) 6.07 (19.9)

Genset Width, m (ft) 2.16 (7.1)

Genset Height, m (ft) 2.78 (9.1)

Genset Weight (wet), kg (Ibs)

20477 (45,144)

© 2015 Cummins Power Generation
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See [100% of Rated |90% of Rated 75% of Rated 50% of Rated

Notes |Load Load Load Load
Energy Data
Continuous Generator Electrical Output kWWe @ 1.0 pf 6,10 2000 1800 1500 1000
Heat Dissipated in Lube Oil Cooler, kW (MMBTU/h) 5 264 (0.90) 266 (0.91) 229 (0.78) 189 (0.64)
Heat Dissipated in Block, kW (MMBTU/h) 5 490 (1.67) 494 (1.69) 425 (1.45) 364 (1.24)
Total Heat Rejected in LT Circuit, KW (MMBTU/h) 5 231 (0.79) 205 (0.70) 178 (0.61) 133 (0.45)
Total Heat Rejected in HT Circuit, kW (MMBTU/h) 5 1066 (3.64) 1011 (3.45) 818 (2.79) 584 (1.99)
Unburnt, KW (MMBTU/h) 13 108 (0.37) 100 (0.34) 90 (0.31) 64 (0.22)
Heat Radiated to Ambient, kW (MMBTU/h) 13 316 (1.08) 288 (0.98) 243 (0.83) 173 (0.59)
Available Exhaust heat to 105C, kW (MMBTU/h) 5 1263 (4.31) 1171 (3.99) 1030 (3.51) 806 (2.75)
Intake Air Flow
Intake Air Flow Mass, kg/s (Ib/hr) 4 3.12 (24687) 2.78 (22039) 2.36 (18688) 1.68 (13287)
Intake Air Flow Volume, m3/s @ 0°C (scfm) 4 2.41 (5383) 2.15 (4806) 1.82 (4075) 1.30 (2897)
Maximum Air Cleaner Restriction, mmHG (in H,0) 22.07 (11.8) 22.07 (11.8) 22.07 (11.8) 22.07 (11.8)
Exhaust Air Flow
Exhaust Gas Flow Mass, kg/s (Ib/hr) 4 3.23 (25576) 2.88 (22847) 2.45 (19374) 1.74 (13793)
Exhaust Gas Flow Volume, m3/s (cfm) 4 6.72 (14223) 6.10 (12913) 5.27 (11154) 3.97 (8404)
Exhaust Temperature After Turbine, °C (°F) 2,6 462 (863) 474 (884) 487 (909) 532 (989)
Max Exhaust System Back Pressure, mmHG (in H,0) 6,14 37.3 (20.0)
Min Exhaust System Back Pressure, mmHG (in H,0) 6,14 18.7 (10.0)
HT Cooling Circuit
HT Circuit Engine Coolant Volume, | (gal) 424 (112) 424 (112) 424 (112) 424 (112)
HT Coolant Flow @ Max Ext Restriction, m°/h (gal/min) 70 (308) 70 (308) 70 (308) 70 (308)
Maximum HT Engine Coolant Inlet Temp, °C (°F) 8 75 (167) 75 (167) 75 (167) 75 (167)
HT Coolant Outlet Temp, °C (°F) 8 92 (198) 92 (198) 92 (198) 92 (198)
Max Pressure Drop in External HT Circuit, bar (psig) 1.5 (22) 1.5 (22) 1.5 (22) 1.5 (22)
HT Circuit Maximum Pressure, bar (psig) 6.0 (87) 6.0 (87) 6.0 (87) 6.0 (87)
Minimum Static Head, bar (psig) 0.5 (7) 0.5 (7) 0.5 (7) 0.5 (7)
LT Cooling Circuit
LT Circuit Engine Coolant Volume, | (gal) 295 (78) 295 (78) 295 (78) 295 (78)
LT Coolant Flow @ Max Ext Restriction, m*/h (gal/min) 50 (220) 50 (220) 50 (220) 50 (220)
Maximum LT Engine Coolant Inlet Temp, °C (°F) 9 40 (104) 40 (104) 40 (104) 40 (104)
LT Coolant Outlet Temp, oC (°F) Reference Only 9 43.8 (111) 43.4 (110) 42.9 (109) 42.2 (108)
Max Pressure Drop in External LT Circuit, bar (psig) 1.5 (22) 1.5 (22) 1.5 (22) 1.5 (22)
LT Circuit Maximum Pressure, bar (psig) 6.0 (87) 6.0 (87) 6.0 (87) 6.0 (87)
Minimum Static Head, bar (psig) 0.5 (7) 0.5 (7) 0.5 (7) 0.5 (7)
Emissions
NO, Emissions wet, ppm 15 167 164 174 179
NO, Emissions, mg/Nm*° @5% O, (g/hp-h) 15 493 (1.05) 480 (1.03) 504 (1.10) 509 (1.20)
THC Emissions wet, ppm 13 1360 1408 1498 1520
THC Emissions, mg/Nm> @5% O, (g/hp-h) 13 1447 1488 1577 1536
CH, Emissions wet, ppm 13 1133 1145 1221 1222
CH, Emissions, mg/Nm” @5% O, (g/hp-h) 13 1225 2.61 1230 2.63 1307 2.85 1255 2.97
NMHC Emissions wet, ppm 13 227 263 277 298
NMHC Emissions, mg/Nm’ @5% O, (g/hp-h) 13 242 278 291 301
CO Emissions (dry), ppm 13 578 575 571 584
CO Emissions, mg/Nm® @5% O, (g/hp-h) 13 965 (2.05) 953 (2.04) 943 (2.06) 922 (2.18)
02 Emissions (dry), percent 13 9.0 8.9 8.9 8.3
Particulates PM10, g/hp-h 13 <0.06 n/a n/a n/a
© 2015 Cummins Power Generation Specifications May Change Without Notice D-3322i (Nov 2015) Page 2 of 4
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Genset De-rating
Altitude and Temperature Derate Multiplication Factor

Barometer |Altitude Table A *

InHg |[mbar |Feet [Meters [Derate Multiplier with Grid Parallel Operation

20.7 [701 9843 13000 0.75 ]0.75

21.4 723 9022 2750 0.80 ]0.80

221 |747 8202 12500 0.85 10.85 [0.75

228 771 7382 12250 0.90 ]0.90 [0.80

23.5 |795 6562 (2000 0.95 10.95 [0.85 |0.75

24.3 820 5741 1750 1.00 [1.00 ]0.90 ]0.80

25.0 |846 4921 [1500 1.00 [1.00 ]0.95 ]0.85 [0.75

25.8 (872 4101 (1250 1.00 (1.00 |1.00 ]0.90 (0.80

26.6 899 3281 1000 1.00 (1.00 |1.00 ]0.95 [0.85 [0.75

274 926 2461 [750 1.00 [1.00 |1.00 |1.00 [0.90 [0.80

28.3 [954 1640 [500 1.00 [1.00 |1.00 |1.00 [0.95 [0.85

29.1  |983 820 250 1.00 (1.00 |1.00 |1.00 [1.00 (0.90

29.5 (995 492 [150 1.00 [1.00 [1.00 [1.00 [1.00 [0.95 ]0.75

30.0 [1012 o 0 1.00 [1.00 |1.00 |1.00 [1.00 [1.00 ]0.75
°C 20 25 30 35 40 45 50 55 60
°F 68 77 86 95 104 113 122 131 140
Air Filter Inlet Temperature

* Based on SAE standard ambient pressure vs. altitude. Assumes LT return temperature is 10C above air filter inlet.

Heat Rejection Factor

altitude and ambient) for HT and LT Circuits

Barometer |Altitude Table C
InHg [mbar |Feet |Meters |Multiplier for HT & LT Heat Rejection vs Alt & Temp.
20.7 [701  [9843 (3000 [1.11 [1.13 [1.14 [1.15 [1.17 [1.18 [1.19 [1.20 [1.22
214 [723 [9022 [2750 [1.10 [1.12 [1.13 [1.14 [115 [117 [1.18 [1.19 [1.21
221 [747  [8202 (2500 [1.09 [1.10 [1.12 [1.13 [1.14 [1.16 [1.17 [1.18 [1.20
22.8 [771  [7382 (2250 [1.08 [1.09 [1.11 [1.12 [1.13 [1.14 [1.16 [1.17 [1.18
23.5 [795 [6562 (2000 {1.07 {1.08 [1.09 [1.11 [1.12 [1.13 [1.15 [1.16 [1.17
243 [820 [5741 (1750 [1.06 [1.07 [1.08 [1.10 [1.11 [1.12 [1.14 [1.15 [1.16
25.0 [846 [4921 [1500 [1.05 [1.06 [1.07 [1.09 [1.10 [1.11 [1.12 [1.14 [1.15
258 [872 [4101 [1250 [1.04 [1.05 [1.06 [1.07 [1.09 [1.10 [1.11 [1.13 [1.14
26.6 [899 [3281 [1000 [1.02 [1.04 [1.05 [1.06 [1.08 [1.09 [1.10 [1.12 [1.13
27.4 1926 [2461 [750 1.01 [1.03 ]1.04 [1.05 ([1.07 [1.08 [1.09 [1.10 |1.12
28.3 [954 [1640 [500 1.00 [1.02 [1.03 [1.04 [1.05 [1.07 [1.08 [1.09 [1.11
291 [983 [820 [250 0.99 [1.00 [1.02 [1.03 [1.04 [1.06 [1.07 [1.08 [1.10
29.5 [995 [492 [150 0.99 [1.00 [1.01 [1.03 [1.04 [1.05 [1.06 [1.08 [1.09
30.0 [1012 |0 0 0.98 [0.99 [1.01 [1.02 [1.03 [1.05 [1.06 [1.07 [1.08
°C 20 25 30 35 40 45 50 55 60
°F 68 77 86 95 104|113 |122 131|140
Air Filter Inlet Temperature

Methane Number
Capability

Load (Percent of Rated)

100% [ 90% | 75% [ 50%

73
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n/a
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Temperature & Altitude Derate
1. Determine derate multiplier vs.
temperature and altitude in Table A
or B depending upon your operating
condition.

2. Assumes the LT return
temperature is 10 deg C above the
air filter inlet with a maximum LT
temperature of 40 deg C.

3. If the LT temperature exceeds 40
deg C, consult factory for
recommendations.

4. Altitude is based upon SAE
standard ambient pressure vs.
altitude. For low barometric
conditions add 150m (500 ft) to site
altitude.

LT & HT Circuit Heat Rejection
Calculation

1. Determine derate multiplier vs.

temperature derate per above.

2. Using the multiplier from #1

above as the percent load factor

determine the Heat rejection from

the previous page.

3. From Table C find the HT and LT

circuit multiplier.

4. Multiply the result of step 2 by the

result of step 3 to obtain the heat

rejection at your altitude and

temperature.
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Alternator Data

Connection | Temp Rise Duty"' | Single Phase| Alternator

Voltage Range | Configuration | Degrees C Cycle Factor Data Sheet
380-440 Wye, 3 Phase 105 C N/A Note 16
400-415 Wye, 3 Phase 105 C N/A Note 16
3300 Wye, 3 Phase 80/105 C N/A Note 16
6600 Wye, 3 Phase 80C/105 C N/A Note 16
6300-6600 Wye, 3 Phase 105 Cc N/A Note 16
10000 Wye, 3 Phase 80/105 C N/A Note 16
10.5-11.0 kV Wye, 3 Phase 105 Cc N/A Note 16
11000 Wye, 3 Phase 80/105 C N/A Note 16
13200 Wye, 3 Phase 105 C N/A Note 16

Continuous Rating

Definition

Notes

Applicable for supplying power continuously to a constant load
up to the full output rating for unlimited hours. No sustained
overload capability is available for this rating. Consult authorized
distributor for rating. (Equivalent to Continuous Power in
accordance with 1S08528, 1SO3046, AS2789, DIN6271, and
BS5514).

1) Weights and set dimesions represent a generator set with its standard features only. See outline drawing for other configurations.
2) At ISO3046 reference conditions, altitude 1013 mbar (30in Hg), air inlet temperature 25°C (77°F)

3) Nominal performance * 2 1/2%.
4) According to ISO 3046/ with fuel consumption tolerance of +5% -0%
5) Production variation/tolerance +5%.
6) At electrical output of 1.0 Power Factor, 97% alternator efficiency.

7) Tested using pipeline natural gas with LHV of 33.44mJ/Nm3 (905BTU/ft3)

8) Outlet temperature controlled by thermostat. Inlet temperature for reference only.
9) Inlet temperature controlled by thermostat, outlet temperature for reference only.
10) With engine driven coolant pump.

11) Standby (S), Prime (P), Continuous ( C)
12) Maximum rated starting kVVA that results in minimum of 90% of rated sustained voltage during starting.

13) Tolerance +/- 15%

14) Exhaust system back pressure is a rated load and will decrease at lower loads.

15) Tolerance +10%

16) Alternator model and data sheet information available on www.powersuite.cummins.com

Cummins Power Generation

1400 73 Avenue NE

Minneapolis, MN 55432 USA
Telephone: 763 574 5000

Fax: 763 574 5298

Web: www.cumminspower.com

Power

© 2015 Cummins Power Generation

Generation

Cummins Power Generation
Manston Park, Columbus Avenue
Manston, Ramsgate

Kent CT12 5BF, UK

Telephone: +44 (0) 1843-255000
Fax: +44 (0) 1843-255902

Email: cpg.uk@cummins.com
Web: www.cumminspower.com
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Appendix B: Raw Data

B.1 U.K. Gas Price History
B.2 U.K. Future Electricity Price Predictions

B.3 U.K. National Grid: 2016 Accepted Tender
Offers
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Figure B.1: Graph depicting the past eight years of natural gas prices in the
United Kingdom. Note: Units for the vertical axis are EUR/kWh
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Prices: wholesale prices
Various units (2016 prices)

units 2011 2012 2013 2014 2015
Electricity’  p/kWh 5.2 4.9 5.4 4.4 4.2
Natural gas p/therm 56.2 59.6 67.9 49.9 42.6
units 2016 2017 2018 2019 2020
Electricity’  p/kWh 4.2 4.6 47 4.8 5.1
Natural gas p/therm 37.0 44.0 46.0 48.0 50.0
units 2021 2022 2023 2024 2025
Electricity’  p/kWh 5.4 5.6 6.0 6.5 6.4
Natural gas p/therm 52.0 55.0 57.0 59.0 61.0
units 2026 2027 2028 2029 2030
Electricity’  p/kWh 5.9 6.2 5.9 55 6.0
Natural gas p/therm 63.0 65.0 68.0 70.0 72.0
Notes

Historical prices to 2009 for gas are from the BP Statistical Review of World Energy
(http://www.bp.com/en/global/corporate/about-bp/energy-economics/statistical-review-
of-world-energy.html).

They are converted to constant prices using the deflator series from the Office for
Budget Responsibility (OBR): economic and fiscal outlook November 2016; table 3.7
(2016 to 2021); with supplementary note on long-term economic determinants (2022
onwards).

Where currency exchange is required, historical exchange rates (to 2015) are from
the Bank of England annual average spot exchange rate (series XUAAUSS and
XUAAERS). The 2015 rates are projected forwards as constant, to 2035.

Historical prices from 2010-15 for gas are converted from Argus, Bloomberg and CIF
ARA Spot Price data respectively.

Projected prices for gas are from BEIS's fossil fuel price projections of 2016
(https://www.gov.uk/government/collections/fossil-fuel-price-projections). There are
three different scenarios (low, central/reference and high) which reflect a combination
of assumptions about global fossil fuel prices and assumptions about the operation of

2 the northern European wholesale market in which the UK buys its fossil fuels.

BEIS electricity demand projections. The demand is then re-calculated based on this
price and the process repeats. This is continued until the price and demand converge
to a pre-defined tolerance level.

3 Projected electricity prices are based on DDM modelling and are scenario dependent.
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Figure B.2: Chart displaying the predicted electricity and natural gas prices
for the United Kingdom from now until 2030



Tendered Frames per Service Day Tendered Prices
Working Days
(Mon-Fri)

Sundays/Bank Primary Secondary
Holidays Resp. Resp.
Availability Nomination (max) @ (max.)@
Start Duration Start Duration Start Duration Fee (E/h)  Fee (E/h) ) !
) . . 0.5Hz  0.5/0.5Hz
Time (h) Time (D] Time (©]
(Mw) (Mw)

Saturdays

1 2300 24 2300 24 2300 24 340 0 8 20
4 2000 20 2300 24 2300 24 340 0 8 20
8 2300 24 2300 24 2300 24 340 0 8 20
4 2000 20 2300 24 2300 24 340 0 8 20
7 2300 24 2300 24 2300 24 340 0 8 20
4 | 00h00 24 | 00h0O 24 00h00| 24 165 0 15 22
1 2300 24 2300 24 2300 24 2593 0 104 140
1 0000 24 0000 24 0000 24 946 131 58 60
3 2300 24 2300 24 2300 24 603 0 30 30
4 2000 20 2300 24 2300 24 603 0 30 30
8 2300 24 2300 24 2300 24 603 0 30 30
4 2000 20 2300 24 2300 24 603 0 30 30
5 |00h00 24 |1 00h00 24 00h0O| 24 231 0 25 33
4 2300 24 2300 24 2300 24 584 584 24 75
3 1900 21 1700 24 1700 24 201 0 10 10
8 1900 24 1700 24 1700 24 201 0 10 10
1 1900 21 1700 24 1700 24 201 0 10 10
6 2300 24 2300 24 2300 24 333 0 20 20
4 2000 20 2300 24 2300 24 333 0 20 20
8 2300 24 2300 24 2300 24 333 0 20 20
4 2000 20 2300 24 2300 24 333 0 20 20
2 2300 24 2300 24 2300 24 333 0 20 20
1 0700 16 00h00 24 00h0oO| 24 90 0 11 15
20 | 00h00 24 00h00 24 00h00| 24 368 0 35 46
23 6:30 16.5 7:00 16 8:00 15 1590 1590 170 170
1 0000 24 0000 24 0000 24 946 198 60 60
3 1900 21 1700 24 1700 24 190 0 6 10
8 1900 24 1700 24 1700 24 190 0 6 10
4 1900 21 1700 24 1700 24 190 0 6 10
8 1900 24 1700 24 1700 24 190 0 6 10
1 1900 21 1700 24 1700 24 190 0 6 10
1 0000 24 0000 24 0000 24 1021 198 60 60
1 0000 24 0000 24 0000 24 1199 198 60 60
1 0600 17 0700 16 0800 15 975 925 80 80
1 0600 17 0700 16 0800 15 1195 985 80 80
1 700 16 700 16 700 16 68.8 0 2 2
1 2300 8 2300 8 2300 8 167.06 0 2 2
1 700 16 700 16 700 16 91 0 2 2
6 1900 24 1700 24 1700 24 194 0 6 10
4 1900 21 1700 24 1700 24 194 0 6 10

Figure B.3: Table displaying all of the tender offers accepted by the U.K.’s
National ®#d in 2016.



Appendix C: Miscellaneous

C.1 Full Dispatch Strategy for BESS-Gen Config-
uration
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Priga = Escirficity Price
Prica_MG = Matural Gas Price
e S0C = &0, T of 80 [Baliery [Bs aatsrson slralegy)

mibn_S040 = 20,30 or &0

Taen = BS0C required o star gensels

Tmin_prica = Amount of Gma the Drice = minmum
Apceptanis = 43,01 < Freguancy < 5013
Fveirs = 30 miries of Datiary capachy at Null max Sscharga

(Continued on next page)
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Figure C.1: Dispatch strategy for a BESS-Gen power plant during a day in
which FFR services are only offered for a fraction of the hours of the day.
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