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Abstract—The research problem addressed by this thesis concerns the people monitoring while performing human sport activities at sea, such as surf and swimming. The proposed solution uses video cameras installed on land, which are capturing real-time images of the sea, a problem that is largely unexplored. To analyze the videos captured by these cameras, automatic algorithms are used: saliency maps and probabilistic methods. Saliency maps methods are inspired in the human brain alertness mechanisms and are general in such way that they do not depend on the application neither on the images environment. On the other hand, the probabilistic methods use models capable of learning the image statistics. The different methods considered in this thesis are applied to real video sequences which were captured in Ribeira d’Ilhas beach, in Ericeira. The results of the automatic detection of people at sea are compared to the ones manually annotated and a statistical evaluation of system performance is provided. The proposed system, Saliency Residual Approach, achieves a false positive rate of 1.77, false positives per frame, for a detection rate of 90%.

Index Terms—Maritime surveillance, Detection of People at Sea, Water Sports, Saliency Maps, Probabilistic methods

I. INTRODUCTION

PORTUGAL has large maritime and coastal areas requiring important surveillance needs. Portugal has 1853 kilometers of coastal area: 950 kilometers in Mainland, 691 kilometers in Azores and 212 kilometers in Madeira, corresponding to 569 beaches in 2015. For security reasons, this area requires real time surveillance.

Vessel monitoring is achieved through a system named Automatic Identification System (AIS) that identifies each vessel up to 50 kilometers from the coast [1]. The system works as follows: each vessel equipped with (AIS), continuously sends information about the position, course and speed to the Coast Guard, in order to increase Maritime Domain Awareness (MDA) [1]. People surveillance along the coast is available only in a subset of beaches called supervised beaches, and it is performed by lifeguards. This means that there are extensive non-supervised areas where maritime activities are practiced without supervision, e.g. swimming, windsurfing, surfing and paddling. Thus, the existing way of people monitoring is limited either in effectiveness or in its duration.

One way to minimize the mentioned problems in people surveillance is by using real-time surveillance systems along the coastline, equipped with video cameras that are able to constantly monitor large maritime areas, as illustrated in Figure 1. These surveillance systems should be able to detect people at sea and activate an alarm or call the attention of a human operator when dangerous situations occur, e.g. when someone is far away from the coast. The solution of this surveillance problem is feasible with current technology but has not been explored yet.

As an alternative, would be the use of Unmanned Aerial Vehicles (UAVs) or drones equipped with video cameras for surveillance of both coastal and high sea regions. This type of video surveillance allows the detection of emergency situations, external threats, illegal migration or drug landing [2]. However, UAV are not suitable for solving the problem addressed in this thesis because the aircrafts are unable to be constantly flying and therefore do not guarantee continuously monitoring a certain area.

A. Problem Statement

The surveillance of human activities at sea is a new problem that has not been studied yet. This thesis proposes algorithms to detect people performing maritime activities such as swimming or surfing using cameras installed on land [3]. The lighting changes throughout the day and the changes in the dynamics on the background image (sea) hinders the identification of persons in maritime activities. In order to detect people at sea, this thesis adopts two types of methods: saliency maps and probabilistic methods. Saliency methods are faster and try to select informative regions in the image, allowing the use of more sophisticated methods in such regions, as it happens in the Human Visual System (HVS). These methods are general and do not depend on the application or the nature of image, which justifies its speed but also its limitations [4]. The probabilistic methods depend on statistical characteristics. 

Fig. 1: Motivation scenario representing the goal of surveillance systems: identification of surfers or swimmers at sea (red circles).
of the image, they may be slower and may require a training phase to estimate the model parameters [5].

B. Thesis Contributions

This thesis addresses a novel problem: surveillance of human activities at sea. As main contributions this thesis applies different methods on real video sequences of people performing maritime activities and presents a statistical assessment of the algorithms’ performance. It is also provided a dataset with people who are performing human sport activities manually annotated, over 300 frames.

C. Thesis Outline

Chapter II, describes several people detection algorithms. Chapter IV presents an experimental evaluation of the proposed algorithms, as well as detection results obtained with real data. Lastly, Chapter V and Chapter VI draws the main conclusions about this thesis and directions for future work.

II. PEOPLE DETECTION ALGORITHMS

While pedestrians detection is a well know problem, people detection at sea is a challenging and unexplored problem. People detection becomes much more difficult when people are located in the sea, due to the sea dynamic behavior. However, Humans have the ability to easily detect salient objects in a moving background. This ability motivates the study of saliency methods inspired in the HVS [6]. Another alternative, consists of using probabilistic models taking into account the statistical properties of the sea image.

Next sections presents four different methods: saliency maps, background subtraction, mixture of Gaussians and patch based models.

A. Saliency Maps

Saliency methods are fast methods that try to select informative regions in the image. These methods achieve good results in the identification of different classes objects, as demonstrated in [7]. Several saliency methods have been developed, e.g., Saliency-Based Visual Attention [8], Graph-Based Visual Attention [9], the Spectral Residual Approach [10] and Adaptive Whitening Saliency [11], to name a few. Based on a recent comparative study [12] and based on a preliminary report we did [13], the chosen algorithm was the Spectral Residual Approach.

The Spectral Residual Approach method uses the fact that an image can be decomposed in two parts: prior knowledge, denoted as background, and innovation, corresponding to objects [10]. In order to determine the innovation part, objects, of an image $I$, the spectral residual approach is used: the difference between the natural logarithm of the amplitude spectrum of that image, $L(f)$, and a low-pass filtered version of it, $h(f) * L(f)$, where $f$ is the frequency,

$$R(f) = L(f) - h(f) * L(f).$$

This method proceed as follows: First, it is computed the Fourier Transform,

$$\mathcal{F}[I(x)] = I(f) = |I(f)|e^{j\phi(I(f))}.$$  \hspace{1cm} (2)

The residual spectrum is the difference between the logarithm of the amplitude spectrum, $L(f)$, and a low-pass filtered version of it, $A(f)$,

$$R(f) = L(f) - A(f)$$  \hspace{1cm} (3)

where,

$$L(f) = \ln|I(f)|,$$  \hspace{1cm} (4)

and

$$A(f) = h(f) * L(f).$$  \hspace{1cm} (5)

Lastly, the saliency map is constructed using the Inverse Fourier Transform:

$$S(x) = g(x) * \mathcal{F}^{-1}[e^{R(f)+j\phi(I(f))}]^2,$$  \hspace{1cm} (6)

where $g(x)$ is a gaussian filter.

B. Background Subtraction

Background Subtraction methods are popular techniques used for pedestrian detection in urban areas [14]. The basic principle of background subtraction is to compare a static background frame with the current frame of a video sequence in order to detect regions where a significant difference occurs. This method distinguishes moving objects, denoted as Foreground, from static or slowly moving objects, denoted as Background.

To determine the background model for each pixel, several approaches are possible. One approach consists of using a set of values taken in the past at the same location, in order to create a background pixel [14]. Instead of using the same pixel in the past, other approaches may consist of using small neighborhood pixels, in the same frame, in order to create a background pixel.

The first approach involves learning the characteristics and create a background image, or frame, using a set of observed samples. First, the background pixel is computed using the mean value, given by:

$$\hat{I}_x = \frac{1}{N} \sum_{t=t_1}^{t_2} I_x(t),$$  \hspace{1cm} (7)

where $I_x(t)$ is the intensity of pixel $x$ at time $t$ and $N$ is the number of past samples. The second approach involves learning the model for a pixel $x$ using pixels in its neighborhood, $N_x$. First, it is estimated the value of intensity for each pixel $x$, background pixel, using the mean value:

$$\hat{I}_x(t) = \frac{1}{k} \sum_{y(t) \in N_x} I_y(t),$$  \hspace{1cm} (8)

where $N_x$ is the considered neighborhood, $I_y$ is the intensity of each neighbor pixel, $y$, and $k$ is the number of neighbor pixels. In both approaches, the background pixel can also be computed using the median value:
\[
\hat{I}_x = \text{median}\{I_x\},
\]
where \(I_x\) is the list of intensities of pixel \(x\) over time, containing \(N\) past samples, or \(I_x(t)\) is the list of intensities in pixel \(x\) neighborhood, \(N_x\), at time \(t\).

In the test phase, the absolute difference between the background pixel, \(\hat{I}_x\), and the test pixel, \(I_x^*(t)\), is determined:
\[
\Delta_x(t) = |\hat{I}_x - I_x^*(t)|.
\]
The pixel \(x\) at time \(t\) is classified as Foreground if the absolute difference is greater than a specified threshold.

C. Mixture of Gaussians

Probabilistic methods consider the image as a realization of random signals characterized by a probability distribution. Some models try to represent the dependence between the image pixels in nearby locations while other methods assume that each pixel is an independent random variable. In both cases, the model is learned from the data, e.g., the mean and covariance, which is able to model the original data. In order to model the data different kind of distributions can be used, e.g., Gaussian or Normal.

Given a set of observed samples, we want to estimate a probabilistic model based on a mixture of Gaussians:
\[
p(I_x) = \sum_{k=1}^{K} w_k N(I_x; \hat{\mu}_k, \hat{\sigma}^2_k),
\]
where \(p(I_x)\) is the probability density function for random variable \(I_x\), \(K\) is the number of gaussians, \(w_k\) is the weight of \(k\)-Gaussian and \(N(I_x; \hat{\mu}_k, \hat{\sigma}^2_k)\) is a normal distribution with mean \(\hat{\mu}_k\), and variance \(\hat{\sigma}^2_k\). Using the expression of the normal density, we obtain:
\[
p(I_x) = \sum_{k=1}^{K} w_k \frac{1}{\sqrt{2\pi} \hat{\sigma}_k} e^{-\frac{(I_x - \hat{\mu}_k)^2}{2\hat{\sigma}^2_k}}.
\]

Consider a set of observations of a random variable, \(I_x\), for each pixel \(x\), and consider a set of parameters that have to be estimated \(\Theta = (\hat{\mu}_k, \hat{\sigma}^2_k, w_k)\) where \(k = 1, \ldots, K\). In principle these parameters could be estimated using the Maximum Likelihood (ML) method. However the optimization problem cannot be analytically solved and there are no closed form expressions for the estimation. Therefore, the Expectation-Maximization (EM) method is used instead ML method. This algorithm is divided in two steps: Expectation and Maximization. The first step computes the expected values of the hidden labels (probability of each data point \(I_x\) being generated by each \(k\)-gaussian, \(w_k(I_x)\)). The second step updates the values of the different parameters:
\[
\hat{\mu}_k = \frac{\sum_x w_k(I_x) I_x}{\sum_x w_k(I_x)},
\]
and
\[
\hat{\sigma}^2_k = \frac{\sum_x w_k(I_x)(I_x - \hat{\mu}_k)^2}{\sum_x w_k(I_x)}.
\]
The iterations stops when the model parameters converge.

D. Non-Local Means

Denoising methods, as the name suggests, aim to improve the image quality and reduce the amount of noise. However, these methods could be a good approach to solve the current problem since the objects, in particular surfers, can be considered as noise in the image, at sea.

Non-Local Means is a powerful image denoising method whose goal is to recover the original image from a noisy measurement [15]. This method is based on patches comparison, thus it is searched for patches similar to the current one and it is computed a weighted average of those patches. This methodology assumes that an observed value \(I_x\), in pixel \(x\), is the sum of the “true” value, \(T_x\), plus a noisy perturbation, \(NS_x\), given by
\[
I_x = T_x + NS_x
\]
This method aims to estimate the intensity value of pixel \(x\), \(\hat{I}_x\), as a weighted average of patches centered in a general pixel \(y\), \(N_y\), in a small region of the image, \(S_x\):
\[
\hat{I}_x = \frac{\sum_{y \in S_x} w(x,y) I_y}{\sum_{y \in S_x} w(x,y)},
\]
where \(\hat{I}_x\) is the estimated value for pixel \(x\), \(w(x,y)\) are the weights that depends on the similarity between the patch centered in pixel \(x\) and a patch centered in pixel \(y\). Each weight is proportional to a similarity metric between the patch centered in pixel \(x\), \(N_x\), and the patch centered in pixel \(y\), \(N_y\), that depends on the difference between those patches intensities:
\[
w(x, y) = e^{-\frac{(I(N_x) - I(N_y))^2}{K \sigma^2}},
\]
where \(I(N_x)\) and \(I(N_y)\) are two vectors containing the intensity of all pixels in patches \(N_x\) and \(N_y\), \(K\) is a normalizing constant and \(\sigma\) is the degree of filtering. Summarizing, patches similar to the current one receives large weights and different patches receives a small weight.

Since exploring the whole image is computationally demanding, we assume that \(y\) belongs to a search region (search window, \(S_x\)) centered at \(x\). This choice influences the result since there may be similar patches outside this area. In this thesis we have slightly modified Non-Local Means algorithm. It was implemented a protection window around the current patch in order to prevent a search for similar patches in the same area of current one.
mixtures models have a more complex way:

Lastly, this expression can be simplified leading to:

\[ (\hat{I}_x - I_x^*)^2 > -2\sigma^2 \ln(T_{MG(1G)}\sqrt{2\pi}\sigma). \] (20)

Lastly,

\[ |\hat{I}_x - I_x^*| > \left( -2\sigma^2 \ln(T_{MG(1G)}\sqrt{2\pi}\sigma) \right)^{1/2}, \] (21)

for

\[ T_{MG(1G)}\sqrt{2\pi}\sigma < 1. \] (22)

From (18) and (21) it is possible to explain the main difference between background subtraction (static background) and mixture of Gaussians. Instead of doing a subtraction between the test pixel and the background pixel as in background subtraction method (static background), mixture models consider also the variance of pixel intensity over time.

III. PROPOSED SYSTEM ARCHITECTURE

The proposed system it operates in two different modes: Training and Detection (see Figure 2 and Figure 3). Training mode aims to estimate the model parameters, using experimental data (training data). The detection mode tries to detect human activities in new video data, using the model learned in the previous mode.

Fig. 2: System Architecture: Training mode.

The training mode starts by acquiring a set of video sequences (training data) that need to be labeled by a human. The camera is kept at a fixed position and the field of view is adjusted to cover the area of interest. The training sequences are then labeled by a human operator who defined the bounding boxes of all the objects of interest in the images. To keep the effort within reasonable bounds, this operation is done once every 24 frames (1 sec). The images are then pre-processed to convert them from the RGB format to gray scale format. The image resolution is also converted from 1270x720 pixels to a half. The model is then learned in the Training step. This step depends on the kind of method being used for the detection of swimmers.

In the test mode, the system received new video sequences and tries to detect all humans performing sport activities at sea. The two first steps are the same except that the video data is not labeled by a human operator (except if it is used for the evaluation of the algorithm). Then, the video signal is processed by the detection algorithm, which takes into account the model learned during the training phase. The coordinates of the detected humans are then delivered to an alarm generator module which checks if there is any abnormal or dangerous situation.

IV. RESULTS AND DISCUSSION

This chapter presents an experimental evaluation of the proposed algorithms using video recording of human activities at sea. First, we will present the video data used in this study. Then, we will define the evaluation criteria and present a statistical assessment of the proposed algorithms.

A. Video Data

We have considered four video sequences, each of them with a duration of 2 minutes and 30 seconds, meaning 3600 frames per video sequence and a frame rate of 24. Each frame have a resolution of 1270x720 pixels. Those sequences were acquired in Ribeira d’Ilhas beach, Ericeira, with a Nikon D5000 camera that was kept in a fixed position during the acquisition. The camera zoom was adjusted to be the sea the field of view. Figure 4 shows a Ribeira d’Ilhas map where were done the acquisitions, the camera position and the optical axis. The acquisition process were done in a sunny day and without wind.

Figure 5 shows an example frame extracted from those sequences. The video sequences are converted to grayscale images and processed without using the color information. This simplification is done in order to minimize the amount of memory required to process a video sequence. The image obtained after this conversion is also showed in Figure 6.

The sequences were manually annotated to locate the position of the swimmers and surfers. This procedure was done every 24 frames meaning that each video have 150 frames manually annotated with surfers bounding boxes. These annotations are denoted in this thesis as ground truth bounding boxes (BB_{GT}). Figure 7 shows an example procedure.

B. Comparison with Ground-Truth

Given all ground truth bounding boxes (BB_{GT}), and the regions that were classified as "surfers" by the algorithm,
denoted as detected bounding boxes ($BB_{Dt}$), we need to find a methodology to match and compare both sets of bounding boxes. The matching between the two sets of bounding boxes is done according to the following rules [3]:

- Each $BB_{Gt}$ may be matched at most once
- Each $BB_{Dt}$ may be matched at most once
- $BB_{Gt}$ and $BB_{Dt}$ form a potential match if their overlap area is higher than zero

$$Overlap = \frac{area(BB_{Gt} \cap BB_{Dt})}{area(BB_{Gt} \cup BB_{Dt})}$$

(23)

- Detections with higher confidence, meaning higher overlap between $BB_{Gt}$ and $BB_{Dt}$, are matched first

- If $BB_{Dt}$ matches with several $BB_{Gt}$, we choose the match with highest overlap.

Figure 9 shows the result when applied the algorithm described above for the input image Figure 6. Figure 7 and Figure 8 show the $BB_{Gt}$ (green boxes) and the $BB_{Dt}$ (red boxes), respectively. Figure 9 illustrates the result of the matching between those two sets of bounding boxes, where yellow boxes is the matched $BB_{Dt}$ with $BB_{Gt}$, meaning true positive detections and red boxes represents the unmatched $BB_{Dt}$, or false positives. If a $BB_{Gt}$ unmatched with any $BB_{Dt}$, it is considered a false negative.
C. Performance Metrics

Several performance metrics can be used to evaluate the algorithms, e.g., Miss Rate curve, Recall-Precision curve, F-measure or ROC Curve [16], [17].

In this thesis, the chosen performance metrics are: Miss Rate curves [3], and Recall and Precision curves [18]. To plot it, the following statistical elements are used: true positive (TP), false positive (FP) and false negative (FN) or miss. In the context of monitoring maritime activities, TP is the number of correctly detected surfers, FP is the number of no surfers which were wrongly detected as surfers and FN is the number of surfers who were not detected. The variable TP is accepted as a surfer when there is an overlap greater than zero between the ground-truth and the area identified by the method. The following statistics are considered:

\[
\text{MissRate} = \frac{FN}{TP + FN} \tag{24}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{25}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{26}
\]

D. Test Methodology

Four different methods are considered in this thesis: i) Spectral Residual Approach, ii) Background Subtraction (static background and neighbor pixels), iii) Mixture of Gaussians, iv) Non-Local Means. All these methods are estimated and evaluated using real data. In general, the operation of a decision-making system considers three phases:

- **Training**: This phase aims to estimate the model parameters, using experimental data
- **Validation**: This phase aims to optimize hyper-parameters (e.g., number of Gaussians in the mixture) in order to improve the system performance
- **Test evaluation**: Performance the method with independent data

It should be stressed that only Mixture of Gaussians and Background Subtraction (Static background) require training phase.

Each phase should be performed using different videos. In this thesis the first two phases use the same video and the last phase uses a different video. Since the same video is used as training data and as validation data, these operations are done using K-fold cross validation [19]. In this methodology, the original video is partitioned into K subsets therefore requires K iterations. In each iteration, K-1 subsets are used as training data in order to create a model and the remainder subset is used to validate the model, validation phase. After K iterations, K results can be added to produce the final estimation. The advantage of K-fold cross validation is that each subset is used for validation exactly once and removes over-fitting problems. In this thesis, each validation video was divided into 10 subsets with 15 frames each.

E. Fine Tuning of Parameters

Each method depends on a set of hyper-parameters that should be chosen by the user. The validation phase aims to determine the value of each parameter in order to improve the algorithms’ performance. The optimum values obtained by validation are shown in Table I.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter</th>
<th>Optimum value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Residual Approach</td>
<td>Size of filter window</td>
<td>3</td>
</tr>
<tr>
<td>BS (Static background)</td>
<td>Mean or Median</td>
<td>Mean</td>
</tr>
<tr>
<td>BS (Neighbor pixels)</td>
<td>Size neighbor window</td>
<td>2</td>
</tr>
<tr>
<td>Mixture of Gaussians</td>
<td>Number of gaussians</td>
<td>1</td>
</tr>
<tr>
<td>Non-Local Mean</td>
<td>Half length of patch</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Half length of search window</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Half length of protection window</td>
<td>12</td>
</tr>
</tbody>
</table>

F. Test Curves

The four algorithms will be assessed using two curves: Miss rate vs false positives per frame and Recall-precision curves, showed in Figure 10 and Figure 11, respectively.

The algorithm that achieves the best result is the **Spectral Residual Approach**. It is the algorithm that has, at the same time, lower values of both FP per image and miss rate (see Figure 10) and has higher values of both Recall and Precision (see Figure 11). The algorithm Mixture of Gaussians, Non-Local Means and Background subtraction (static background) revealed similar and the worst results. The algorithm Background subtraction (neighbor pixels) have revealed reasonable results.

From Figure 10 and Figure 11 it is possible to conclude that methods without training phase give better results. However, since Mixture of Gaussians and Background Subtraction (static background) methods learns the background statistics, we expected better behavior.
false positive. Those results are not good enough and should be improved in the future before this kind of system can be considered as useful.

In general, we concluded that methods which require training phase had worse results. This behavior is explained by the dynamic on the sea that occurs between the training phase and the test phase, in particular tide. The difference between the experimental results of background subtraction methods, using static background instead of neighbor pixels, 19.85 instead of 3.74 false positive for a miss rate of 10%, shows the weakness of modeling the sea, using a training phase. Experimentally, we find that mixture models, which needs a training phase to create a model, have worse results than we expected when identifying surfers or swimmers in the sea, 9.7 false positive for miss rate of 10%. This behavior could be explained also by the difficulty of modeling the sea. Non-local means performed 10.22 false positives for miss rate of 10%.

VI. FUTURE WORK

A negative aspect of the used approach is the amount of memory and computational time required to process a video sequence. In order to minimize the memory required should be used a real-time system instead of using an "offline" methodology, meaning that all frames of video sequence are stored in memory. In order to minimize the computational time, an adaptive model should be used instead of a static model, in training phase. This model aims to minimize the training phase and include it in test phase, adapting the model when a change occurs, e.g., the area where are breaking waves. The adaptive model should also improve the algorithms performance that need a training phase.

In this thesis, the experimental sequences were used in gray scale. It would be interesting to see the changes in methods performance when using color information. However, using the three color channels instead of using gray scale images is more computationally demanding.
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