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Abstract. The problems associated to data quality is an increasingly growing concern. Throughout this document we focus on a specific data quality problem: the existence of approximate duplicate records. Data cleaning aims at correcting data quality problems that can be found in various situations. There are some data cleaning tools that address these data quality problems. One of the tasks of a data cleaning program consists in the approximate duplicate detection. The approximate duplicate detection must be efficient, because if we are dealing with a large amount of data, comparing all the records will result in a performance bottleneck. The goal of the optimizer in a data cleaning tool is to build several execution plans for the data cleaning program and, based on the cost of each execution plan, choose the most efficient. In order to have the optimizer, we need to build a software infrastructure to support it. In particular, this infrastructure must provide several alternatives that improve the efficiency of the approximate duplicate detection. In this thesis, we designed and implemented an infrastructure to support an optimizer for CLEENEX, a data cleaning tool. In this document we also describe the validation methodology regarding the implemented infrastructure.
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1 Introduction

Data cleaning is the process that aims at correcting data quality problems [15] occurring in a database. The existence of approximate duplicate records is a typical example of a data quality problem. A data cleaning process is, typically, modeled as a graph of data transformations. Data transformations are operations that we can apply to data. The detection of approximate duplicate records [2] [9] is one of the tasks of a data cleaning process. The purpose is to detect approximate duplicate records by determining whether two given records match or not in order to know if they refer to the same real-world entity. This process is also known as data matching [5].

There are some data cleaning tools that are specialized in correcting data quality problems. However, the main problem about most of the data cleaning tools is the fixed implementation for each logical operator. Due to this, it is not possible to choose the most appropriate approach to perform the approximate
duplicate detection. One solution to address this problem is to use an optimizer that can build several execution plans for the data cleaning program and, based on the cost of each execution plan, choose the most efficient. However, in order to have this optimizer, first we need to have an infrastructure in which the optimizer can be implemented.

We implemented an infrastructure to support an optimizer in CLEENEX [7], a data cleaning prototype. This infrastructure provides various algorithms that improve the efficiency of the data matching process, as an alternative to the Cartesian Product. Besides these algorithms to scale-up the data matching process, we also want to provide various string matching algorithms that allow the user to create rules that are better suited to each type of dataset. We performed the evaluation of the implemented algorithms to scale-up the data matching process in terms of efficiency and effectiveness. In these tests we obtained results with a gain in performance between 95% to 98% compared to the Cartesian Product. We also obtained results showing that in terms of effectiveness, these algorithms do not show significant differences comparing to the Cartesian Product.

The rest of this paper is organized in five sections. Section 2 explains record matching techniques to guarantee the effectiveness of the data matching process. In this section we also describe algorithms to improve the efficiency of data matching process. Section 3 presents CLEENEX, the data cleaning tool in which we implemented the infrastructure for the optimizer. Section 4 details the prototype implementing the infrastructure for the optimizer component in CLEENEX. Section 5 describes the validation methodology regarding the efficiency and effectiveness for each algorithm to improve the efficiency of the data matching process. Finally, Section 6 concludes and presents the future work of this thesis.

2 Related Work

The data matching process has two main challenges: effectiveness (i.e., accuracy) and efficiency. It is difficult to match a pair of records accurately because, typically, the records are not exact matches. This happens because records sometimes have typing errors, abbreviations, etc. Record matching techniques [8] address the problem of accurately determine whether a pair of records is a match.

One of the most basic approaches on record matching is the use of string matching algorithms. Each of these algorithms is commonly used as a similarity metric to determine whether two strings are similar. One way to use these string matching algorithms in record matching is, for example, concatenate each field of a given record, resulting in a string. This string is used by a string matching algorithm to compare with strings resulting from other records. In this approach, two records are matches if their resulting strings produce a value above a certain threshold when applying a string matching algorithm.

However, this approach is not commonly used, since the results are not the more accurate. Instead, these string matching algorithms are used in rule-based
matching [4]. This approach classifies records into matches or non-matches by applying a set of rules. These rules are built with a set of similarity measures (e.g., string matching algorithms), that compare certain attributes whose values can help us determine whether the correspondent record belongs to the same real-world entity.

Each comparison of two records has an associated cost. If the number of records to be compared is large, comparing each record with all the others (i.e., computing a Cartesian product) will result in a performance bottleneck. This situation brings us to the second challenge of data matching: efficiency.

In order to efficiently match a very large amount of records, we need to minimize the number of record pairs to be compared. Some algorithms were proposed to reduce the number of comparisons, by avoiding to compare record pairs that do not refer to the same real-world entity. The following algorithms are examples of proposed solutions to improve the efficiency of the approximate duplicate detection process:

- The Traditional Blocking [10] is a simple technique that blocks the records according to a key value. A key is defined by the user and is formed with one or more attributes of the records. The records that share the same key value are inserted into the same block. Only the records that are in the same block are compared among each other.

- The Sorted-Neighborhood Join (SNJ) algorithm [13] was introduced to match similar records by sorting the records according to a key. This key is also formed with the values of one or more attributes. After the records are sorted, the algorithm moves sequentially a window with a fixed size over the sorted records. The sliding window goes through all the records and generate all the candidate records pairs until it reaches the end of the table. There are some other variants of the SNJ algorithm that are proposed improvements that overcome certain limitations of the traditional version of the SNJ.

- The Q-gram Based Indexing [3] assigns all records that have the same variation of their key into the same cluster. These variations are q-grams of the key values of each record that are reorganized in order to form other keys. The same record is then inserted into several clusters that correspond to each key value of the record’s keys.

- The Suffix Array Based Indexing [1], which is very similar to the Q-gram Based Indexing. It also creates variations of the key, but it uses the key’s suffix instead of using q-grams.

- The Canopy Clustering [6] [14] uses a computationally cheap similarity measure to group the records into overlapping clusters, also called canopies. Inside each canopy, the records are compared among each other with the use of another similarity measure. This similarity measure, normally, is more expensive than the one used to group the records.
3 Background

The CLEENEX [7] framework is a prototype for relational data cleaning that extends AJAX [11] [12]. AJAX is a data cleaning framework that enables the specification of data cleaning programs using a language that extends SQL.

CLEENEX provides a clear separation of the logical and physical level. At the logical level, the user specifies the sequence of data transformations. At the physical level specific algorithms can be selected to implement the data transformations.

At the logical level, CLEENEX supports five types of data transformations: **View**, an SQL query; **Map**, a one-to-many mapping between an input record and the corresponding output records; **Cluster**, that groups the records from an input relation according to a given clustering algorithm; **Merge**, that groups the records of an input relation, by a given criteria, and chooses a representative for each group; and **Match**, that applies an approximate join to two input relations. CLEENEX also supports the use of external functions (implemented in Java) to be invoked within transformations. All the functions are defined by the user and are stored in an external functions library. The external functions can be, for example, string matching algorithms that can be used by the match transformation.

At the physical level, certain decisions can be made in order to optimize the execution of a data cleaning program. More specifically, an efficient approach can be chosen to implement a given transformation. In particular, for the **Match** transformation, its naive implementation consists in the computation of a Cartesian product between the two input tables. For each candidate record pair it applies a similarity function in order to determine whether they can be considered as matches. The **Match** transformation is one of the most expensive transformation, specially if the two input tables contain a large amount of records.

The core operation of CLEENEX consists in the compilation phase and in the execution phase. In the compilation phase, the data cleaning program written by the user is analyzed by the parser component of CLEENEX. This analysis is important in order to guarantee that the program does not have any syntactical and semantical errors. After the correct parsing of the data cleaning program, the optimizer component of CLEENEX can choose the best physical implementation for each transformation. The **Optimizer** analyzes each data transformation and chooses if the execution of that transformation is either in Java or in SQL. After the **Optimizer** chooses the implementation for each transformation, a new Java class is created. CLEENEX writes in this class the correspondent code, based on existing templates for each type of transformation. After the code for each transformation is generated, all the created classes are then compiled in order to be executed. In the execution phase, the sequence of data transformations defined in the data cleaning program is executed in the same order as defined by the user. The corresponding Directed Acyclic Graph (DAG) that models the data cleaning program is displayed to the user through a Graphical User Interface (GUI).
In this section we present the realization of the infrastructure for the optimizer component of CLEENEX. In the current version of CLEENEX, the optimizer has a minor impact in the efficiency of the data cleaning program. The user starts by writing the data cleaning program into a file using a specification language that extends SQL. This file is given to the Parser in order for the program to be syntactically analyzed and parsed.

One of the goals of this thesis is to allow the user to insert its decisions on how to optimize the matching transformation. To do so, we must add support for the user to provide hints to the optimizer in the specification of the data cleaning program. We must modify the Parser component of CLEENEX in order to allow support for the inclusion of hints in the data cleaning program. We also need to modify the internal representation of the transformations in order to store all the hints given by the user.

Currently, the optimizer always chooses the same predefined implementation for each type of transformation. In particular, the naive implementation of the matching transformation is by performing a Cartesian Product. After the definition of the physical implementations, CLEENEX generates and compiles a Java class for each transformation that corresponds to its implementation.

In order for the optimizer to have available alternatives to the Cartesian Product we implemented several algorithms that scale-up rule-based matching. We stored these algorithms in the optimizer component. Since the Optimizer does not decide on its own which algorithm to choose, for each matching transformation, the decision is made based on the hints given by the user during the specification of the data cleaning program. Having into account the decision made by the user, the matching transformation is implemented with the correspondent physical algorithm. Besides the algorithm, the user can also suggest the parameter values that each algorithm requires. We need to modify the current Optimizer component in order to interpret the user’s hints. We also need to modify the code generation component, because the generated code differs for each chosen scale-up matching algorithm.

Each transformation can be executed in Java or SQL. CLEENEX enables the execution of SQL queries through the Java Database Connectivity (JDBC). The JDBC, is an Application Programming Interface (API) that allows connectivity between the Java programming language and a given database. In other words, it is possible to execute SQL queries directly to the Relational Database Management System (RDBMS) from the Java classes.

The match operator is currently implemented with a Cartesian Product and executed in Java. Since we can execute queries directly to the RDBMS through the JDBC, it is also possible to perform the Cartesian Product in SQL. However, since we use external functions to compute the similarity value for each pair of records we also need to call them inside the SQL query. The Oracle Database can store Java functions inside the RDBMS, so we need to add support for this RDBMS as well. This said, we added support for the Oracle Database and modify any conflicting queries that are not supported by this RDBMS.
In each transformation it is possible for the user to invoke external functions. For the matching transformation, these functions can be string matching algorithms. However, in the current version of CLEENEX, there is only one string matching algorithm available. In order for the user to have more options and build more complex rules (i.e., that combines several string matching algorithms) we added more string matching algorithms to the external functions library. This said, we modified the external functions library in order to enrich it with more string matching algorithms to be used by the matching transformations.

Figure 1: New architecture of CLEENEX

In Figure 1 we have the new architecture of CLEENEX, in which we highlight the current CLEENEX components that need modifications, namely the Parser, the Optimizer, the program internal representation, the code generator and the external functions library. We also added the new components that are were be inserted in the architecture, namely the algorithms to scale-up rule-based matching and the support to communicate with the Oracle Database.

5 Validation

We performed several experiments to validate the algorithm to scale-up data matching in terms of effectiveness (i.e., accurate results) and efficiency. We defined the datasets we used, the matching criteria (i.e., rules) we used to find approximate duplicates and the metric we evaluated. After defining several rules
for each dataset, we applied the *Cartesian Product* to know how many record pairs complied each rule. After we identified the rule that covered more record pairs for each dataset, we applied each algorithm to scale-up *data matching* with that same rule.

For each scale-up algorithm we defined different configurations (i.e., keys, window size, thresholds, etc) in order to verify how it would affect the results. In the end we gathered all the results and analyzed them in order to verify the behavior (in terms of effectiveness and efficiency) of each algorithm. We also took into account in how the chosen parameters of each algorithm caused a significant impact. For the effectiveness experiments we collected the number of matches and the number of false matches. With these values, along with the number of true duplicates (which we collected when we used the *Cartesian Product*), we computed the *precision*, the *recall* and the *f-measure* of each algorithm. For the efficiency experiments we executed 5 times each algorithm with the same configuration and collected the run-times and the number of comparisons (i.e., the number of candidate record pairs). With these values we calculated the minimum time, the maximum time and the average time.

In Figure 2 we have the overall effectiveness of the algorithms to scale-up *data matching*. For each dataset and for each algorithm we chose the algorithm with the best relation between the *f-measure* and the average run-time. We built this graph in order to compare all the scale-up matching algorithms for each dataset with the *Cartesian Product*. As we can see, in general, the effectiveness of the algorithms to scale-up data matching does not vary comparing to the *Cartesian Product*.

![Figure 2: Overall results of the experimentations regarding effectiveness](image)

In Figure 3 we have the overall efficiency of the algorithms to scale-up *data matching*. We used the average time of the same algorithms (and corresponding configurations) from the previous graph. We also collected the average time of the *Cartesian Product* and built a graph in order to compare the average times
(in milliseconds) of all approaches. As we can see, there is a noticeable difference in the average time values according to the algorithms to scale-up data matching.

**Figure 3:** Overall results of the experimentations regarding efficiency

In general, more complex approaches (i.e., Multi-pass and Canopy) produce more accurate results, however they take more time to execute. For big datasets it may be more wise to choose more simpler approaches, since the gain in performance overcomes the slight loss in accuracy. Another conclusion that we can take from this analysis is that the Multi-pass approach is a good algorithm to use only if the independent runs of the Traditional SNJ produce few record pairs. The reason why we conclude this is because the Transitive Closure performs a Cartesian Product in the resulting record pairs found in the independent runs of the Traditional SNJ for each key. For example, in the dataset CDDB, the Multi-pass algorithm before applying the Transitive Closure encountered around 227 record pairs. Applying a Cartesian Product to this number of records is relatively quick. In the DatasetA dataset, the Multi-pass approach, before applying the Transitive Closure encountered around 4432 record pairs. Performing a Cartesian Product to this set is more computationally expensive and, given the effectiveness of this algorithm to this dataset, is not advantageous to use it.

### 6 Conclusion

In this document we have proposed an infrastructure to support the implementation of the CLEENEX optimizer. This infrastructure provides several algorithms to scale-up data matching in order to make the matching transformation more efficient. In order for the user to choose which algorithm should implement a given matching transformation we added hints to the specification of the data cleaning program. With hints, the user can specify, during the creation of the transformation, which algorithm (and correspondent parameters) should be
used to improve the efficiency of the data cleaning process. We also described the experimentations we made regarding the efficiency and effectiveness of each algorithm. We analyzed each result and concluded that there is a gain in terms of efficiency when using these algorithms to scale-up data matching instead of the Cartesian Product.

In this paper we also explained several approaches that are used to address the challenge of effectiveness and efficiency in data matching. In particular, we explained record matching techniques and algorithms to scale-up data matching. Record matching techniques are used to find approximate duplicate records accurately. Algorithms to scale-up data matching are approaches used in order to find approximate duplicate records efficiently, specially when analyzing a large dataset.

The current infrastructure does not have the knowledge to make decisions on how to optimize the matching transformation. This means that the user must be the one who makes the decision on how a given matching transformation should be optimized. However, a optimizer should be able to do this automatically. One task is to implement this mechanism that allows the optimizer to choose automatically which algorithm to scale-up data matching should be used. Besides choosing the algorithm the optimizer should also be able to choose the most suited parameters for the chosen algorithm having into account the type of dataset. One idea is to collect a sample of the dataset that is being analyzed. With this sample, the Optimizer tries different predefined approaches in order to measure the efficiency and effectiveness of each approach. In the end, the Optimizer chooses the approach that had better results regarding both measures.

The current hint that allows to user to choose the key for the scale-up matching algorithm supports the definition of simple keys (i.e., keys that are formed with one attribute value) and composed keys (i.e., keys that are formed with parts of one or more attributes values). However, the syntax to define composed keys only supports the use of the first or last $n$ characters of a given attribute value. The syntax of the composed keys could support more types of character extraction to form composed keys. For example, allow the use of functions that extracts all the numbers in a given attribute value to form the composed keys.
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