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Abstract

Cell cycle denotes a set of biological processes and stages that occur sequentially along the

dynamic evolution (life) of typical eukaryotic cells.

In eukaryotes, the cell cycle is divided in two major parts: growing(interphase) phase and division

(mitosis) phase. The interphase can be divided in three sub-phases: gap 1 (G1 phase), in which a

cell starts to increase in size; synthesis (S phase), in which the Deoxyribonucleic acid (DNA) repli-

cation and protein synthesis initiates; and gap 2 (G2 phase), during which cell growth continues and

preparation for cell division occurs [1].

Getting cell cycle information is of great interest for biological and pharmacological research in

order to understand the underlying biochemical processes associated with some pathological condi-

tions and its therapeutical assessment. However, studies of the cell cycle have traditionally relied on

the analysis of populations of cells, and they often require specific markers or the use of genetically

modified systems, making it difficult to determine the cell cycle stage of individual, unsynchronized

cells [2]. The most common method to determine cell phases is based on flow cytometry, which

destroys the natural organization of cellular due to its fluidic requirements. So, for rare and unique

biological samples, flow cytometry is not an option.

In this project, was developed a new approach for determination of cell cycle phases based on

fluorescence microscopy and 4′,6′-diamidino-2-phenylinodole (DAPI) nuclear dye. DAPI dye is fluo-

rescent stain that binds strongly to DNA and can be excited with ultraviolet light (maximum emission

is 461 nm). Such new approach was chosen because DAPI binds stoichiometrically to DNA, allowing,

in an unsupervised manner, the correlation and the quantification of features as the area and total

intensity of the DAPI-stained nuclei of acquired fluorescent images, which are intrisically related to

changes that occur in the nucleus throughout cell cycle progression. Moreover, developed method

allows the preservation of the natural architecture of the samples analyzed.
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1.1 Motivation

Progression through the cell cycle is one of the most fundamental features of cells. The coor-

dination between genome duplication and faithful chromosome segregation to daughter cells is an

integral part of growth and reproduction, and it essential to ensure genome stability and maintenance

[8]. Deregulation of cell cycle control promotes genome instability and has been implicated in devel-

opmental abnormalities and numerous diseases, particularly cancer [9, 10].

Cell cycle status and progression has traditionally measured using population-based methods

such as flow cytometry, which is generally not compatible with high-resolution cell biological tech-

niques and does not allow tracking of individual cells over time [2]. Recent approaches have resulted

in the development of methods to accurately determine and track the cell cycle phase of individual

cells and to combine this information with other cellular features assessed by imaging, such as local-

ization of a protein or morphological changes of organelles and cells. Most of these methodologies

involve selective labeling of replicating cells [11, 12] staining with specific cell cycle markers [13] or

expression of cell cycle phase-specific reporters [14]. Although these methods have proven useful for

the study of key aspects of cell cycle regulation and coordination with other cellular functions such as

Deoxyribonucleic acid (DNA) repair, senescence or apoptosis [15], they can only probe specific cell

cycle stages, and thus combinatorial use of multiple methods is required to probe a given process

comprehensively throughout the entire cell cycle.

1.2 Objective and Original Contributions

This project aims to evaluate the cell cycle progression through 4′,6′-diamidino-2-phenylinodole

(DAPI) staining with fluorescence microscopy images, considering the analysis of inter-cellular and

intracellular features. The approach is based on the accurate, quantification of the total intensity of

nuclei and area of cells stained with the DAPI [16], through image processing.

The herein developed pipeline is based on nuclei segmentation, which is a relatively low through-

put process. To overcome this drawback, an automatic algorithm was developed, that enables the

correct segmentation of all nuclei present in each DAPI stained image. The segmentation pipeline

consists of several steps, which are: denoising, which allows to convert heterogeneous objects to

homogeneous; then color and contrast adjustment; and last step is Otsu thresholding.

1.3 Thesis Outline

In the first part of master thesis, theoretical background of the eukaryotic cell and it function is

given. In the first Section, the cell cycle phases and mechanisms of transition between phases for

eukaryotic cell are described. The second part of the Section is dedicated to the basics of fluores-

cence microscopy and a brief explain on the general methods used, to obtain fluorescence images is

presented. Additionally, fluorescence dye DAPI is represented, as a substance, which is used for ob-

servation of the fluorescence phenomenon in biology. Section two is dedicated to image processing
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toolkit, especially, cell segmentation and feature extraction from images.

The second part of the master thesis is devoted to data mining basics for analysis of fluorescence

images. Additionally, the main algorithms for the cluster analysis problem are listed.

The third part of the master thesis is presented proposed method for determination of the cell cycle

phase, which based on two features: area and total intensity of the nuclei. Additionally, the results of

developed fully automatic segmentation algorithm is shown. Furthermore, the competitive analysis of

designed algorithm is presented.
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2.1 The cell

Cell is the fundamental structural and functional unit of living organisms. Every eukaryotic cell has

a plasma membrane, a cytoplasm and well defined nucleus.

Figure 2.1: Structure of the eukaryotic cell. (Image source [3])

The plasma membrane, which surrounds the cell and keeps it intact, regulates what enters and

exits from cell. The plasma membrane is a semipermeable phospholipid bilayer because it is active

to certain molecules. Proteins present in the plasma membrane play important roles in allowing

substances to enter the cell. The nucleus is a large structure that can often be seen with a light

microscope. The nucleus contains the genetic material in chromosomes and is the control center of

the cell: it controls the metabolic functioning and structural characteristics of the cell. The nucleolus

is a region inside the nucleus. The cytoplasm is the portion of the cell between the nucleus and the

plasma membrane. Cytoplasm is a gelatinous, semifluid medium that contains water and various

types of molecules suspended or dissolved in the medium. The presence of proteins accounts for the

semifluid nature of cytoplasm. Cells also have a cytoskeleton, a network of interconnected filaments

and microtubules in the cytoplasm. The elements of the cytoskeleton maintain cell shape and allow

the cell and its contents to move.

The Plasma Membrane. The plasma membrane separates the interior of the cell, termed the cyto-

plasm, from the outside. Plasma membrane integrity is necessary to the life of the cell. The phospho-

lipid molecules, in plasma membrane, has a polar head and nonpolar tails. Because the polar heads

are charged, they are hydrophilic (water-loving) and face outward, where they are likely to encounter a
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watery environment. The nonpolar tails are hydrophobic (water-fearing) and face inward, where there

is no water. Plasma membranes also contain a substantial number of cholesterol molecules. These

molecules stabilize the phospholipid bilayer.

The Nucleus. The nucleus is a prominent structure in human cells. The nucleus is of primary

importance because it stores the genetic information that determines the characteristics of the body‘s

cells and their metabolic functioning. The unique chemical composition of each person‘s DNA forms

the basis for DNA fingerprinting. Every cell contains a copy of genetic information, but each cell

type has certain genes turned on and others turned off depending on the cell’s function. The protein

content of a cell determine its structure and the function it can perform. The nucleus is separated

from the cytoplasm by a double membrane known as the nuclear envelope, which is continuous with

the endoplasmic reticulum. The nuclear envelope has nuclear pores of sufficient size to permit the

passage of proteins into the nucleus and ribosomal subunits out of the nucleus. Additionally, the

double membrane of the nuclear envelope surrounds and contains cellular DNA, protecting the vital

genetic information.

The Cytoskeleton. Several types of filamentous protein structures form a cytoskeleton that helps

maintain the cell‘s shape and either anchors the organelles or assists their movement as appropriate.

The cytoskeleton includes microtubules, intermediate, filaments, and actin filaments. Microtubules

can assemble and disassemble in a centrosome-dependent manner. The centrosome, lies near the

nucleus, and is the cell region that contains the centrioles. Microtubules radiate from the centrosome,

helping to maintain the shape of the cell and acting as tracks along which organelles move. It is

well known that during cell division, microtubules form spindle fibers, which assist the movement

of chromosomes. Intermediate filaments differ in structure and function. Because they are tough

and resist stress, intermediate filaments often form cell-to-cell junctions. For example, intermediate

filaments join skin cells in the outermost skin layer, the epidermis. Actin filaments are long, extremely

thin fibers that usually occur in bundles or other groupings.

2.2 The Cell Cycle

The cell cycle is a complex biological process in which a set of cellular stages occurs in a sequen-

tial manner progressing to the cell division. The cell cycle is a period of time in which a cell is formed

from its dividing parent cells until its own division into two cells occurs. [17]

In eukaryotes (cells with nucleus), the cell cycle is divided in two major phases: a growing(inter)

phase and mitotic phase (M phase) as shown in Figure 2.2. The interphase consists of three discrete

sub phases: gap 1 (G1 phase), in which a cell is increases size; synthesis (S phase), in which the DNA

replication and protein synthesis takes place; and gap 2 (G2 phase), during which growth continues

and preparation for cell division occurs. The last phase of the cell cycle is mitosis (M ), during which

the division of the nucleus happens. Cells not progressing through the cell cycle are called quiescent

cells and remain in the so-called gap 0 (G0 phase). [17–19]
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Figure 2.2: Phases of the eukaryotic cell cycle. (Image source [4])

The evolution along the cell cycle is mainly regulated by the Cyclin−dependent kinases (Cdks)

and their respective activating cyclins. To avoid uncontrolled cell growth, the so-called checkpoints

— a complex network of additional regulatory mechanisms, which are substantial to ensuring the

correct order of the cell cycle events and the complementation of the one cell cycle before starting the

next one — have to be passed. While the concentration of the Cdks remains approximately constant

throughout the cell cycle, the cyclins are expressed and degraded periodically.

G0 phase. Cells in G0 phase do not have growth factors and mitogens in their immediate envi-

ronment, do not express cyclins, and show high concentrations of cell cycle inhibitors, such as p27.

These cells are named quiescent or post-mitotic cells and do not undergo cell division. [18–21]

G1 phase. The G1 phase directly follows cell division and is frequently also called post-mitotic pre-

synthesis phase. The cell starts to grow, the content of the cell (cytoplasm) with the functional ma-

chinery (organelles) is formed [22]. During transition from G1 to S, cyclins D and E, and Cdk 2,4,6

are predominate. The D-type cyclins, the first cyclins expressed in the cell cycle, form complexes

with Cdk4 and Cdk6 in the cytoplasm. These complexes after phosphorytlation of the Cdk subunit

mediated by CAK are transported into the nucleus[19], where they initially phosplorylate Rb and some

of its related pocket proteins, resulting in the release of HDAC from the RB/E2F complexes[23–25],

and thus, in expression of the cyclin E [25–28]. Cyclin E forms complexes with Cdk2 in the cytoplasm.

In the nucleus the cyclin E-Cdk2 complexes pass their bound p27 to activate cyclin D-Cdk4/6 com-

plexes, leading to the activation of the cyclin E-Cdk2 complexes by additional phosphorylation by the

cyclin D, to the destruction of the cyclin D-Cdk4/6 complexes [19]. Cdk4/6 and the phosphorylated

cyclin D (pCyclin D) are transported back to the cytoplasm, where pCyclin D is degraded via ubiquitin-

proteasome pathway, mediated by SCF [17, 29]. Additionally, it is involved in inhibition of p27 gene
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expression via phosphorylation of transcription growth factor β (TGF-β). it also phosphorylates p27

[30, 31] to initiate its degradation by the ubiquitin-proteasome pathway mediated by SCF and, thus,

enables the cell to pass the G1− S transition [18–21].

S phase. During S phase of the eukaryotic cell cycle, chromosomal DNA is replicated precisely

once as a prelude to its segregation to the daughter cells at mitosis. After translocation of p27 from

the nucleus the cell cycle irreversibly passes the G1− S checkpoint, also known restriction point (see

Figure 2.3).

Figure 2.3: Model for activation of S-phase promoters by E2F. (Image source[5])

E2f is involved in the transcriptional activation of a variety of cell cycle-regulated genes [25, 27, 28,

32–34]. The transcription of cyclin A and — by passing some regulatory steps, i.e. with a lag — also

of the B-type cyclins is activated by the trimeric NF-Y and for the B-type cyclins [35]. E2F also seems

to be involved in regulating the transcription of cyclins A and B, because the cyclin A promotor as well

as cyclin B promotor are containing both positively- and negatively-acting E2F binding sites [34–36].

Degradation of the cyclin E-Cdk2 complex releases Cdk2, which is bound immediately by cyclin A

to initiate DNA replication, to phosphorylate and, thus, inactivate the DP-E2F heterodimer, and to

secure S phase progression [37, 38]. If both subunits of the E2F heterodimer become phosphory-

lated E2F is degraded via the ubiquitin-proteasome pathway [39–41], but it seems that an additional

phosphorylation of E2F through cyclin A-pCdk1 complexes is important to indicate this degradation

[40]. Phosphorylated cyclin E (pCyclin E) is transported to the cytoplasm where it is degraded by the

ubiquitin-proteasome pathway mediated by SCF [18–21].

G2 phase. The G2 phase begins when DNA replication has completed and in the cytoplasm cyclin

B and Cdk1 form complexes, in which the Cdk subunits is promptly phosphorylated twice [19, 37,
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42, 43]. The resulting inactive complexes accumulate in the cytoplasm until their activation via de-

sphosphorylation of the inhibitory phosphorylation site and their transport to the nucleus where they

regulate G2/M transition [44, 45]. In case of DNA damage the cyclin B-Cdk1 complexes remain in

or are transported back to the cytoplasm caused by inhibitory phosphorylation of Cdk1 mediated by

Weel (G2/M checkpoint)[37, 42, 43]. In the meantime, cyclin A-Cdk2 complexes decompose and cy-

clin A binds to Cdk1 to form an inactive, on the Cdk subunit twofold phosphorylated complex [46]. This

complex is activated via dephosphorylation of the inhibitory phosphorylation site of Cdk1 mediated by

Weel [42]. The active cyclin A-pCdk1 complexes activate phosphorylation of a variety of cytoskeletal

proteins and together with cyclin B-Cdk1 complexes they secure the G2/M phase transition [18–20].

Mitosis

The cyclin B-Cdk1 complexes, also known as MPF, are transported to the nucleus and activated,

thus ensuring the progression through M phase and the correct completion of one cell cycle before

starting the next one. Mitosis is a continuous process, and it conventionally divided into five stages:

prophase, prometaphase,metaphase,anaphase and telophase.

Figure 2.4: Mitotic phases. (Image source [6])

Prophase. Prophase occupies more than half of mitosis time. The nuclear membrane breaks down

to form a number of small vesicles and the nucleolus disintegrates. A structure known as the centro-

some duplicates itself to form two daughter centrosomes that migrate to opposite polars of the cell.

The centrosomes organize the production of microtubules that form the spindle fibers that constitute

the mitotic spindle. The chromosomes condense into compact structures. The replicated chromo-

some consists of two identical chromatids (or sister chromatids) held together by centromere. [38]
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Prometaphase. The chromosomes, led by their centromeres, migrate to the equatorial plane in the

midline of cell - at right-angles to the axis formed by the centrosomes. This region of the mitotic

spindle is known as the metaphase plate. The spindle fibers bind to a structure associated with the

centromere of each chromosome called a kinetochore. Individual spindle fibers bind to a kinetochore

structure on each side of the centromere. The chromosomes continue to condense [47].

Metaphase. The chromosomes align themselves along the metaphase plate of the spindle apparatus[48].

Anaphase. The shortest stage of mitosis. The centromeres divide, and the sister chromatids of

each chromosome are pulled apart and move to the opposite ends of the cell, pulled by spindle fibers

attached to the kinetochore regions. The separated sister chromatids are now referred to as daughter

chromosomes. (It is the alignment and separation in metaphase and anaphase that is important in

ensuring that each daughter cell receives a copy of every chromosome.)

Telophase. The nuclear membrane reforms around the chromosomes grouped at either pole of the

cell,the chromosomes uncoil and become diffuse, and the spindle fibers disappear.

Cytokinesis. The final cellular division form two new cells by the constriction of the cytoplasm and

these new cells enter interphase.

2.3 Overview of techniques for determination the cell cycle phases

The study of DNA replication machinery is currently leading to the detection of novel biomarkers

for cancer detection, outbursting into cell cycle directed therapies. The analysis of cell cycle behavior

is a promising challenge to biologists and several standard methods, described below, have been

used to determine the cell cycle phases.[49]

2.3.1 Fluorescence phenomenon

When energy levels of atoms bound in molecules are excited the result is optical radiation, this

process is known as luminescence. Photoluminescence is a luminescence which is caused by ultra-

violet, visible or infrared radiation. Fluorescence is photoluminescence which occurs when a material

absorbs photons at some certain wavelength or group of wavelength from ultraviolet and visible spec-

trum and then emits photons of different band of wavelength.

Fluorescence phenomenon is illustrated in Figure 2.5 by the Jablonski diagram which describes

photo physical processes in molecular system [50]. If the incident photon has sufficient energy match-

ing the electronic band gap between the ground state (S0) and the first excited state (S1) of the flu-

orophore the photon can be absorbed, see Figure 2.5. If the photon has slightly more energy than

between the electronic states it can still be absorbed and the excess energy brings the fluorophore

in an even higher state of vibrational and/or rotational energy within S1. Thus, a fluorophore can be

excited by a range of wavelengths as long as the minimum energy is higher or equal to the S0 → S1

11



Figure 2.5: Jablonski diagram: A - Absorption, F - Fluorescence, IC - Intersystem crossing, P - Phosphores-
cence, S0 - Ground state, S1 - Higher energy states, T1 - Triplet state

transition. The fluorophore is then relaxed very quickly to the lowest state of S1 by internal conversion,

phonons or some other process. From the ground state of S1 the fluorophore then relaxes to one of

the many states of the electronic ground state S0, and transmits a range of wavelengths typically

redshifted from the excitation wavelength. This is fluorescence [51].

2.3.1.A Fluorescence microscopy

Nowadays, magnification and estimation size and structure of biological objects plays key role in

understanding of working mechanisms. Fluorescence Microscopy (FM) gives a big contrast advan-

tage as it allows labeling of specific structures in the sample The interesting parts of the sample are

the only ones giving a signal and the background is essentially black. The possibility of several colors

also exists as fluorophores of different transmission wavelengths can be used. The fluorophores are

attached to molecules that attach to different parts of the sample, so called markers [51].

2.3.2 Flow Cytometry

Flow cytometry is a widely used powerful tool for studying many aspects of cell biology.It specif-

ically allows for multi-parametric analysis of the physical and chemical characteristics of cells at a

high rate(over a thousand cell/second). The idea of the method is to create a flow of the cells, but

converting regular cell culture leads to destroying the natural architecture of the nuclei. Since, the flow

has been created, the cells are passing through, they are excited by a laser, allowing measurements

of cell size and internal complexity, as well as detection of fluorescent antibodies or stains on the

cell (see Fig. 2.6)[7]. Furthermore, this technique rapidly quantifies small differences between cell

populations using statistically-significant number of events. [52, 53]

Flow cytometry is one of the most commonly used methods to evaluate DNA content and has

been used for the past four decades as the gold standard tool for cell cycle analysis. This method

relies on the labeling of cells with DNA fluorophores such as DAPI, in order to accurately assess the

DNA content of a cell.[2]
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Figure 2.6: Flow cytometry overview. (Image source [7])

Despite being a commonly used technique, it presents some limitations, such as requiring specific

instrumentation, not allowing tracking of individual cells over time and limited ability to pair the cell

cycle status of individual cells with subcellular morphological features, which require detection by

high-resolution analysis. Unlike fluorescence microscopy, flow cytometry uses cellular suspension

cultures. [2, 54].

2.3.3 Labelling cells

The color of the dye is related with the wavelength of the specific radiated energy after excitation.

Dyes injected for these purposes should have the following properties: a) they should be visible,

either immediately during or after chemical reaction; b) they should remain in the injected cell, either

because they are too large to move across the cell membrane and through gap junctions or because

they are strongly bound by the cytoplasm; c) they should not be toxic, although this requirement can

be relaxed if the tissue is to be processed immediately after the cell has been injected; d) they should

be stable and not break down to give products with different properties; e) they should withstand

histological processing. Three classes of compound are used for this purpose:

1. Inherently fluorescent molecules and those tagged with a fluorescent probe. Lucifer Yellow (MW

457) and carboxyfluorescein (MW 376) are the most popular fluorescent compounds for deter-

mining overall cellular architecture. Both pass through gap junctions and carboxyfluorescein

cannot be fixed. Lucifer Yellow withstands fixation well but as with all other dyes some fluores-

cence intensity is lost. Passage through gap junctions can be prevented by conjugation of the

fluorophore to dextrans. Dextrans (MWs 3000-70000) can be coupled to fluorescein, rhodamine

isothiocyanate or Texas Red[55].
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Advantages Disadvantages
1. Can be pressure injected or ion-
tophoresed.

1.Limit of detection determined by threshold of fluo-
rescence. Detection levels can be improved by elec-
tronic image intensification.

2. Can be seen in living cells with appro-
priate fluorescent illumination.

2. Fluorescence fades under continuous illumina-
tion. This can be reduced by using anti-fade mount-
ing agents.

3. Are not toxic provided the amount in-
jected is kept fairly low.

3. Fluorescein fades particularly fast, but is more
fluorescent than rhodamine or Texas Red.

4. Do not break down. 4. Sometimes become incorporated into cellular or-
ganelles with time, making fluorescence particulate.

5. Will withstand routine fixation and
embedding techniques, provided the fix-
ative or mounting agents do not gener-
ate auto-fluorescence.

5. Margin between visible not toxic, and visible but
toxic is narrow.

Table 2.1: The advantages and disadvantages of two fluorescent dyes: Lucifer Yellow and Carboxyfluorescein

2. The carbocyanine dyes. Octadecyl (C18)-indocarbocyanine (DiL) and oxycarbocyanine (DiO)

are highly fluorescent lipophilic compounds. They dissolve in, and diffuse throughout, the lipids

of the plasma membrane. They are not toxic and they have been reported to remain in the cell

membrane for up to one year [56]. The diffusion rate for these compounds is slow, however,

carbocyanines with unsaturated alkyl chain segments (FAST-DiI and FAST-DiO) exhibit acceler-

ated diffusion rates. The polyunsaturated ”DiASP” compounds (N-4(4-dilinoleylaminostyryl)-N-

methylpyridinium iodide and related molecules) are also reported to diffuse more rapidly. Be-

cause the carbocyanines are insoluble in water they must either be pressure injected into cells

in solution in DMSO or alcohol or applied to the cell membrane in which they rapidly dissolve.

DiI and DiO can be visualized by fluorescence microscopy. DiI has similar excitation properties

to rhodamine, excited by green it fluoresces red. DiO is similar to fluorescein in that it is excited

by blue light and produces green fluorescence. DiAsp has a broad excitation spectrum and

fluoresces orange.

Advantages Disadvantages
1. They are not toxic and can remain
in the cell membrane without harm
over several years.

1. Not water soluble.
2. They tend to fade quickly particularly in laser
scanning confocal microscopy.
3. Long diffusion times.

Table 2.2: The advantages and disadvantages of two fluorescent dyes: Octadecyl-indocarbocyanine and oxy-
carbocyanine

3. Biocytin. Intracellular marker [57] comprising a highly soluble conjugate of biotin and lysine that

has a high binding affinity for avidin. The injected biocytin is visualised by attaching a label to

avidin, e.g. a fluorescent label such as FITC or rhodamine, or a chromogenic enzyme such as

HRP.
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Advantages Disadvantages
1. Highly soluble in aqueous solutions. 1. Can only be seen after avidin reaction.
2. Can be pressure injected or ion-
tophoresed.

2. Reaction penetration limited to about 100 µm
even with detergents or surfactants so tissue may
have to be sectioned.

3. Low toxicity. 3. Some ultrastructural degradation from penetra-
tion agents.

4. Does not break down. 4. Can pass between coupled cells.
5. Good fluorescent, visible light,
or electron microscopic visibility after
avidin reaction.

5. Occurs naturally in trace amounts.

Table 2.3: The advantages and disadvantages of intercellular marker Biocetin

2.3.4 DAPI stain

DAPI or 4′,6′-diamidino-2-phenylinodole is a commonly used fluorescent stain that binds strongly

to A-T rich regions of the DNA and weakly binds to the RNA. The chemical formula is shown in Fig.

2.7.

Figure 2.7: DAPI- 4′,6′-diamidino-2- phenylindole — chemical formula

Figure 2.8: Fluorescence microscopy image with DAPI stain

The injection of the dye is making manually by creating several pores in the cell membrane. The

dye can be excited with ultraviolet light and stained cells can be captured with fluorescent microscopy.

Absorption maximum of the DAPI is at 356 nm and its emission maximum is at 462 nm. Due due
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wave length — 462 nm, DAPI-stain fluoresces mainly in the blue light range. The image of the cell

culture stained with DAPI is shown in Fig.2.8

2.3.5 Fluorescent ubiquitination-based cell-cycle indicator (FUCCI)

This method is based on fluorescent ubiquitination-based cell cycle indicator and exploits cell-

cycle-dependent proteolysis of the ubiquitinated oscillators, Cdt1 and Geminin, to specifically mark

the G1/S transition in living cells. By fusing the red- and green-emitting fluorescent proteins mKO2

and Azami Green (mAG) to portions of Cdt1 and Geminin, respectively [58]. Specifically, the nuclei of

cells in G1 phase (and G0) appear red, while those of cells in S/G2/M appear green (see Figure 2.9).

During the transition from G1 to S phase, cell nuclei turn yellow, clearly marking cells that have started

the DNA replication. This system, thus allows the easy visual readout of the cell cycle progression.

(a) (b)

Figure 2.9: FUCCI labeling process. During G1 phase, the nuclei of FUCCI-expressing cells appear red; during
S/G2/M appear green.

The color changes exhibited by FUCCI are based upon the reciprocal activities of the ubiquitin E3

ligase complexes APCCdh1 and SCFSkp2 [59]. While APCCdh1 functions primarily during G1 phase,

SCFSkp2 is most active during S, G2, and M phases. Consequently, the APCCdh1 and SCFSkp2

substrates Germinin and Cdt1 are specifically degraded during G1 and S/G2/M , respectively [60].

The fluorescence chimeras utilized by FUCCI are distributed exclusively in the nucleus, this method

is amenable to imaging studies using fluorescent biosensors designed to track signaling dynamics in

live cells [61]. FUCCI, is a powerful tool to visualize cell-cycle progression in living cells, lays a foun-

dation for studying the cell cycle in a variety of cellular contexts. In particular, its ability to mark the

G1/S transition with high contrast.

The core idea of current work is to use DAPI-stained and FM images to develop a bioimaging

tool that enable the cell cycle assesment of single or populations of cells, because treatment the

cell culture with FUCCI! (FUCCI!) is expansive. Also DAPI has some unique properties, specifically

binds stoichiometrically to DNA (see chapter 2.3.4) the intensity of a blue color in fluorescent images

correspond to the amount of DNA in the nuclei. Visually it is complicated to estimate how many cells
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are in G1 or S or G2/M (image processing algorithms will be described in next chapters). Biologically

it can be done with the well-established FUCCI system.

2.4 Biological material

2.4.1 Cell culture

Fluorescence microscopy (FM) images obtained from cells in culture were the basis of this work,

though only DAPI (blue) information was used in the course of this work to extract the quantitive fea-

tures that intrinsically mirrors the changes that occur in the nucleus throughout cell cycle progression.

A total of 47 fluorescent images, comprising 998 DAPI-stained nuclei were acuired from NMuMG-

Fucci2 in vitro cultures. Fucci2-expressing cells were obtained from Riken Institute, Japan. Cells were

grown in complete Dulbecco’s modified eagle medium (DMEM) supplemented with 10% FBS(fetal

bovine serum), 1% penicillin/streptomycin and 10µg/mL insulin and seeded onto glass cover slips in

6-well plates until they were 70-80% confluence [62]. Cells were then washed with 1 mL of Phosphate

buffered saline (PBS) (NaCl 137 mM, KCl 2.7 mM, Na2HPO4 10 mM, KH2PO4 7.4 mM) and then fixed

with 1 mL of 4% formaldehyde in PBS (freshly made) for 15 min at room temperature in the dark.Cells

were then quenched for 10 min at room temperature with 1 mL 10 mM of NH4Cl and subsequently

permeabilized for 10 min with 0.2% Triton X-100. Nuclei of fixed cells were stained with DAPI 1

mg/mL for 2 min, in the dark at room temperature and the coverslips were mounted on slides using

Vectashield plain mounting medium. Prepared slides were kept at 4 ◦C and protected from light prior

to imaging.

2.4.2 Fluorescence imaging

Images were captured Zeiss Apotome Axiovert 200M ImagerZ1 fluorescence microscope and with

the 40X/1.3 oil DICI(UV)VIS-IR objective(carl Zeiss, Thornwood, NY). Aiming at extracting complete

information on DAPI-stained nuclei, multiple images in different planes along the z-axis (60 stacks)

were acquired and then merged together by projecting into a single image. The acquisition parameters

were maintained constant in all experiments. Captured images were processed with Zeiss Axion

Vision and ImageJ software.[63]
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3.1 Images preprocessing pipeline

In this work, automatic bioinformatic application was designed and implemented in MatLab R©, to

manage the images sets and process them with the algorithms described throughout this chapter.

The pipeline for the preprocessing stage of a single FM image is depicted in Fig. 3.1. The blue

channel was only used, corresponding to the DAPI plane of the FM images. The first and second

steps of this pipeline are the common ground of the several analyses pursued. Firstly, a denoising

algorithm followed by a contrast and intensity adjustment were applied to the DAPI plane of the FM

images. Then, the nuclei segmentation strategy pursued consisted on the consecutive implementa-

tion of Otsu’s method, morphological operators. Ultimately, each nucleus becomes uniquely labeled,

which it turn enables the acquisition of morphological features of each one.

Figure 3.1: FM images preprocessing pipeline

A detailed description of each stage of the preprocessing pipeline is displayed in the following

sections of this chapter.

3.1.1 Nuclei plane image denoising

Denoising it is first step in image processing procedure, because all instrumentation systems

always originate some amount of noise. Mathematically developed methods can partly overcome this

hindrances, emphasizing to a greater extent the underlying relevant data [64].

Fluorescence microscopy related data are corrupted by noise that follows the Poisson distribution,

given the discrete nature of the acquisition [65] . The probability function can be defined as:

Pr(X = k) =
λk exp−k

k!
,

where λ > 0 is distribution parameter.

The denoising strategy is following a Bayesian algorithm which was developed to remove Poisson

intensity noise, where the optimization task follows a maximum-a-posterior (MAP) criterion [65]:

Ẑ = argminzE(Z, Y ),
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where the energy function is given by E(Z, Y ) = Ey(Z, Y ) + Ez(Z).

Ey(Z, Y ) is the data fidelity term, where the Poisson distribution models the observation noise and

Ez(Z)is the prior term regularizing the solution. The regularizer term is necessary to introduce some

apriori information about the solution, since the estimation problem is ill-posed [64].

Assuming that observations are independent and noise compliance with a Poisson distribution, the

data can be described by the anti-logarithm of the product of all observation probabilities as follows:

Ey(Z, Y ) = − log

N−1,M−1∏
i,j=0

p(yi,j |zi,j)

 =

N−1,M−1∑
i,j=0

|zi,j − yi,j log(zi,j) + C|,

where C is a constant.

The prior distribution function used is denominated a log total variation (TV) potential function

since it uses logarithms of ratios of neighboring pixel intensities, allowing interpretation of differences

between neighbors according to orders of magnitude.

TV log ∞

√
log2

z

ς
,

where z and ς are neighboring pixels.

The TV-log had faults in homogeneous regions, leading to efficient high frequency noise removal

in these regions, whilst it has a smaller penalization in sharp transitions, which is useful when consid-

ering biological images with intrinsically abrupt transitions that should be preserved, such as:

Ez(Z) = α

N−1,M−1∑
i,j=0

√
log2 zi,j

zi−1,j
+ log2 zi,j

zi,j−1
,

where α is a positive prior parameter.

Since the resulting energy function is nonconvex and complex, a change of variable is performed

such that w = g(z) = log(z) [65]

3.1.2 Segmentation

Segmentation is a process that allows the division of images into regions that distinguish objects

of interest. This process is characterized for having a typically low accuracy and consistency output

when applied to most images. It is often referred to as the first, most important and most difficult

step in image processing, determining the success of the final analysis. Several segmentation tech-

niques, namely watershed and thresholding techniques, clustering and edge detection methods and

hybrid techniques, among others, have been used in order to partition images with the best outcome

possible.[66]

In this work, the segmentation strategy was applied to the denoised and contrast and intensity

adjusted DAPI plane of the FM images. This strategy consisted on the consecutive implementation of

Otsu thresholding, morphological operators to each image. An overall illustration of the segmentation

strategy is shown in Fig.
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Figure 3.2: Overview of the cell nuclei segmentation and labeling procedure. (a) — input DAPI plane image; (b)
— unique mask for each cell based on Gaussian filtering and Otsu’s thresholding; (c) — obtained boundaries in
the original image.

3.1.2.A Otsu thresholding

Otsu’s method is a common technique applied for image thresholding segmentation. This method

assumes that a gray level image contains two classes of pixels (foreground and background pixels)

following a bi-modal histogram. The threshold value corresponds to a value within the deep and sharp

valley between the two classes, represented as peaks in the histogram. Gray level images are then

converted into binary, where black pixels correspond to the background and white pixels correspond

to foreground objects. Moreover, a uniform background is required, in order to avoid diffuse object-

background transitions and consequent difficulty to make an optimal threshold level. [67–69]

Formulation. Let a given picture be represented by a discrete number of gray levels [1,2,...,L],

and the number of pixels at each level be denoted by ni. The total number of pixels in the image is

N =
L∑
i=1

ni. By normalizing the histogram data and describing it as a probability distribution, we can

write pi = ni

N , such that pi ≥ 0 and
L∑
i=1

pi = 1.

Let us assume a random intensity threshold level k dichotomizing pixels into 2 classes C0 and

C1. C0 encompasses levels [k + 1, ..., L]. The probabilities of the class occurrence are respectively

w0 = Prob(C0) =
k∑
i=1

pi = w(k) and w1 = Prob(C1) =
L∑

i=k+1

pi = 1− w(k).

The class mean levels are respectively µ0 =
k∑
i=1

iProb(i|C0)) =
k∑
i=1

pi
w0

= µ(k)
w(k) and µ1 =

k∑
i=1

iProb(i|C1)) =

k∑
i=1

pi
w1

= µT−µ(k)
1−w(k) with µ(k) =

k∑
i=1

pi; µT = µ(L). Finally, the class variances are given by σ2
0 =

k∑
i=1

(i− µ0)2Prob(i|C0) =
k∑
i=1

(1− µ0)2 pi
w0

and σ2
1 =

L∑
i=k+1

(i− µ1)2Prob(i|C1) =
L∑

i=k+1

(1− µ1)2 pi
w1

.

The discriminating criterion measure used, evaluating the ”goodness”/separability of the threshold

level k is η =
σ2
B

σ2
T

, where σ2
B = w0(µ0−µT )2 +w1(µ0−µT )2 = w0w1(µ1−µ0)2 represents the between

class variance and sigma2
T =

L∑
i=1

(i− µT )2pi represents the total variance.

The optimization problem is defined by finding the threshold k∗ that maximizes the object function

η.

η(k∗) = max
1≤L≤η(k)

, 0 ≤ w(k) ≤ 1

Or, since sigma2
T is constant with respect to k,

σ2
B = max

1≤L≤σ2
B(k)

, 0 ≤ w(k) ≤ 1,
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where σ2
B(k) can be written as:

σ2
B(k) =

[µTw(k)− µ(k)]
2

w(k) [1− w(k)]
.

3.1.2.B Morphological operators

Thresholding techniques, such as Otsu’s method, enable the definition of the border between

objects and background by a threshold, however these methods present difficulties in the separation

close adjacent objects. For that reason, morphological operators were employed. [70]

Firstly, the structures that were lighter than their surroundings and connected to the image border

were suppressed. Afterwards, the filling of holes present in each object and the morphological open-

ing of the images were performed. These both steps allowed the filling of background pixels that were

present within objects and the open up of spaces between just-touching objects, by removing pixel

noise from the binary image, respectively. [67]

3.1.3 Feature Extraction

In order to determine the cell cycle phase of each cell present in the acquired FM images, the

area and total in tensity of DAPI in each nucleus were used. Both features are intrinsically related to

changes that occur in the nucleus during cell cycle progression, namely, the growth of the nucleus in

G1 and G2 phases, and the DNA replication during the S phase.

The area of each nucleus is defined as the actual number of pixels in the region (NPR), such as

Area = ΣnPR

The measurement of the total intensity of nuclear DAPI staining yields the relative amount of DNA in

each nucleus and was defined as

Totalintensity =

∫
A

Intensity · dA =

N∑
i=1

Intensityi,

where N is the total number of pixels within nucleus.

Theoretically, by the area versus total intensity features plane, shown in Fig.3.3, one should expect

a first region corresponding to cells in G1 phase, in which a significant rise of areas and total intensity

value would be detected, characteristic of the cell growth with 2N DNA content during this phase.

Then, a region of almost constant areas and increased total intensities (from 2N to 4N) should be

indicate the S phase, in which DNA replication takes place. Finally, a region with approximately the

doubled total intensity of the first region and spread areas should appear, indicating the cell growth in

G2 with fixed DNA content, 4N.

3.1.4 Data Standardization

Data standardization is common pre-processing technique applied in data mining. A direct ap-

plication of geometric measures to attributes, such as distance in case of the k-means clustering
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Figure 3.3: Area vs. Total intensity obtained from set of biological material.Each point corresponds to a different
nucleus.

algorithm, highly depend on their range. Attributes with large range will give rise to bigger contribu-

tions to the metrics, in comparison with attributes with small ranges. Additionally, the attributes should

be dimensionless because the numerical values of the ranges of dimensional attributes depend on

the units of measurement and, therefore, the choice of the units of measurements may greatly affect

on the results of clustering.[71]

In this work two distinct types of normalization were separately applied to the data, namely, z-

score normalization and Weighted uncorrected standard deviation (USTD) standardization defined

respectively as:

x∗ij =
xij − µj
σj

x∗ij =
xij
σj

in which x∗ij represents the normalized attribute value, xij represents the raw data and µj and σj

represent the mean and Standard deviation (STD) for the values of the jth attribute, area and total

intensity in this work.

The z-score normalization returns data with mean 0 and standard deviation 1 and contrary, the

USTD standardization gives rise to data with standard deviation 1 and transformed mean equal to
µj

σ .[72, 73]

For numerical data sets with attributes following a Gaussian distribution, the most commonly em-

ployed standardization is the z-score normalization. However, both techniques have been reported as

the best ones available, together with the min-max normalization, besides being very identical.[72, 73]

In this work, the use of min-max normalization was not pursued, since this type of normalization

does not give rise to equal contributions of variables to the similarity measures and therefore does

not achieve equalization of the means of the attributes. Therefore, the comparison between non-
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normalized, z-score normalized and USTD standardized data was performed, in order to determine

the highest throughput approach.[71]

3.2 Learning the cell phase

Machine learning is a scientific discipline that explores the construction and study the algorithms

that can be learn from data [74]. Such algorithms operate by building a model from example inputs

and using that to make predictions or decisions [75].

Supervised learning is a widely used framework in Machine Learning (ML). It is the task of

deriving a function from training data. This includes the problem of classification of inputs. A typical

example in is deciding, whether diagnosed tumor is considered ”benign” or ”malignant”, based on

previous observation, which have been marked as such by the doctor.

The learning algorithm is confronted with a training set (e.g. the tumors marked by the doctor),

which consists of input/output pairs. This set serves as a sampling of the whole problem space, which

the algorithm covers (e.g. all the tumors). The first step is to use pairs of the training set to teach the

algorithm some correct mappings of the problem space. This is where the ”supervision” comes from,

the learner is told what the right outcome for the function is for an example and is therefore supervised.

Afterwards the algorithm can be confronted with unseen inputs/samples for which it determines the

outputs/target, solely based on its experience with the training set. The algorithm is said to generalize

over the problem space.

Besides the classification of inputs, another typical ML task is regression. Regression comes very

close to interpolation, which is the task of finding a function that is exactly correct in the points given

by the training set. Regression adds the assumption that the samples of the training set are affected

by noise. Thus, the task is to find an approximation for the function, from which the training set was

sampled. It turns out that the tasks of classification and regression basically solve the same problem

and the solution of one can also be used for the other using an appropriate transformation.

Most of the widely known ML techniques belong to this category, such as Artificial Neural Networks

(ANNs), Support Vector Machines (SVMs), Bayesian Statistics, Kernel Estimators and Decision Trees.

Unsupervised Learning. Unlike in supervised learning this category of algorithms is not confronted

with input/output pairs, but only with input pairs. The algorithm then finds similarities among the input

samples and/or gives them a structure.

A typical example application would be the recommendation system of an online shop. It analyzes

which products should be advertised to a customer based on information about products he bought

before and products bought by other customers purchasing the same articles beforehand.

It is closely related to density estimation in the field of statistics. Typical approaches are clus-

tering such as with the k-Nearest Neighbor Algorithm, Hidden Markov Models (HMMs) or the self-

organization of ANNs.
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Reinforcement Learning (RL) is located between supervised and unsupervised learning Like in

unsupervised learning, there are no correct outputs, which known apriori would belong to some inputs.

The algorithm receives from an environment a numeric value about how well the generated output

meets the desired outcome. Through many iterations the algorithm tries many possibilities until it

makes a correct prediction about which outputs or decisions will lead to a good overall feedback.

Algorithms following this framework are also said to learn with a critic.

A common subproblem is to make correct predictions of the feedback in yet unseen situations.

This can be done by generalizing over situations. This subproblem of generalizing over situations is a

supervised learning problem. A typical application would be to teach a computer how to play a game.

The feedback it receives can be its score or even just the information, whether it won or lost. By

repeated playing the actor learns which (sequence) of situations and actions leads to a better score.

An actor can learn playing while doing so (online), or be trained beforehand, e.g. by playing against

itself.

Solution techniques in this category consist of Dynamic Programming, Monte Carlo methods and

Temporal Difference algorithms.

Evolutionary Learning. This category covers methods, which simulate processes in nature that

are perceived as ”learning” from experience. Evolution is one such process, that does improve the

chance of survival of a species.

This kind of learning is simulated by Genetic Algorithms (GAs). The basic idea is to have a string

or array representation for the solution of a problem which serves as the DNA of a solution. Each

solution has a certain fitness, which is a real valued number. Its evaluation is similar to the objective

function in mathematical optimization problems. In the first step GAs randomly generate a population

of solutions of which the fittest are selected for the second step of reproduction, i.e. a new generation

of solutions. This second step takes place using the definition of two operators, namely crossover

and mutation. Crossover is the generation of new solutions by combining the DNA of two old ones.

Mutation is the alteration of the new solutions. In a third step, the fittest new solutions replace the

least fit solutions of the old population. This is then considered the next generation. By repeating

steps two and three for a number of iterations, the solution space is effectively sampled in many more

or less random points. The fittest one is then used. Through the mutation operator, local solutions are

sought to be improved, while the crossover operator is based on the assumption that combinations of

existing solutions again result in good solutions.

Ant Colony Optimization (ACO) is a second learning approach inspired by biology. ACO models

the behavior of ants searching for food. While first wandering around randomly, an ant which has found

food leaves a pheromone trail on its way back to the colony. Other ants are likely to follow a path once

they found such a trail. While the pheromones on a path evaporate over time, the pheromones on a

shorter path will be reinforced more, because the ants return earlier. The path is more often used as

a consequence.

Evolutionary and biologically inspired methods in the field of ML are sometimes used as search
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heuristics and stochastic optimization techniques. Other techniques, which serve exactly this pur-

pose, but which are not so strongly correlated with machine learning are Tabu Search and Simulated

Annealing.

As we can see from the differing categories and applications of ML, the border of what is not

clear. Genetic Algorithms as learning methods it could also be seen as a heuristic for mathematical

optimization [76, 77]. On the other hand, even the framework of RL, which fits very well an intuitive

notion of the term ”Machine Learning” can be used as a heuristic for mathematical optimization [78,

79].

Viewing at the four basic categories of ML, supervised, unsupervised, reinforcement, and evolu-

tionary learning, only unsupervised learning is worthwhile for a further investigation on how to employ

it on the problem of the cell cycle phase determination directly.

3.3 Cluster Analysis

The main idea of clustering is [80]:

”Given a number of objects or individuals, each of which is described by a set of numerical mea-

sures, devise a classification scheme for grouping the objects into a number of classes such that

objects within classes are similar in some respect and unlike those from other classes. The number

of classes and the characteristics of each class are to be determined.”

This definition emphasizes the most important properties of clustering:

• Objects within the formed clusters should be homogeneous, while the clusters should be heterogeneous.

It is necessary, as clusters should help us distinguish between object.

• Number and attributes of clusters should be found out by the algorithm, not given as the input

data. So it should not only assign objects to groups, but also determine their structure.

Figure 3.4: Clustering example

Example of clustering of numerical data, consisting of a set of objects described by two variables (so

they may be interpreted as points in two-dimensional space) is given on Figure 3.4.

Mathematical Formulation Given a set of n objects S = {O1, O2, ..., On}, let C = {C1, C2..., Ck}

be a partition or S, i.e., a set of subsets of S such that ∪ki=1Ci = S and Ci ∩ Cj = ∅ for ≤ i 6= j ≤ k.
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Each subset Ci (where 1 ≤ i ≤ k) is called a cluster, and C is called a clustering result.

A dataset containing objects to be clustered is usually represented in one of two formats: the

data matrix and the similarity (or dissimilarity ) matrix. In a data matrix, the rows usually represent

objects, and the columns usually represent features or attributes of the objects. Suppose, there are

n objects and p attributes. We assume the rows represent total intensity of nuclei and the columns

represent area of the nuclei, such that entry (i,e) in the data matrix D represents the total intensity of

the nuclei i under area e, where 1 ≤ i ≤ n and 1 ≤ e ≤ p. The ith row in the data matrix D (where

1 ≤ i ≤ n), Di, represents the expression vector of total intensity of the nuclei i across all p areas. The

similarity (or dissimilarity) matrix contains the pairwise similarity (or dissimilarity) of the area and total

intensity of the nuclei. Specifically, entry (i, j) in the similarity (or dissimilarity) matrix Sim represents

the similarity (or dissimilarity) of total intensity of the nuclei i and area of the nuclei j.

Similarity metrics The measure used to compute similarity (or dissimilarity) between a pair of ob-

jects is called a similarity metric. Many different similarity metrics have been used in clustering. The

two most popular similarity metrics are correlation coefficient and Euclidean distance. Correlation co-

efficient is a similarity measure (a high correlation coefficient implies high similarity) while Euclidean

distance is a dissimilarity measure (a high Euclidean distance implies low similarity).

3.3.1 Clustering Algorithms

Clustering algorithms could be divided into two groups that follow two fundamentally different

strategies [81].

1. Hierarchical or agglomerative algorithms start with each point in its own cluster. Clusters are

combined based on their ”closeness”, using one of many possible definitions of ”close”. Combi-

nation stops when further combination leads to clusters that are undesirable for one of several

reasons.

2. The second group of algorithms involve point assignment. Points are considered in some order,

and each one is assigned that cluster in which it best fits. This process is normally preceded by

a short stage in which initial clusters are estimated. Variations allows occasional combining or

splitting of clusters, or may allow points to be unassigned if they outlayers (points which are too

far from any of the current cluster).

3.3.2 Hierarchical clustering

This algorithm can only be used for relatively small datasets, but even so, there are some effi-

ciencies by careful implementation. For this clustering algorithm Euclidean space it is desirable and

allows to represent a cluster by its centroid or average of the point in the cluster.

WHILE it is not time to stop, pick the best two clusters to merge;

Combine those two clusters into one cluster

END
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Figure 3.5: Tree showing the example of complete grouping of the points

3.3.3 Point-assignment algorithms

In contrast to hierarchical clustering this group of algorithms have not restrictions for input data

set. In case of DAPI images it is very useful, because dataset could be different depending on image

and it size could vary. Also this algorithms commonly used for Gaussian distribution separation.

K-means is one of classical methods in the cluster analysis [82, 83]. Suppose that given dataset

{x1, x2, ..., xn} consisting of N observations of a random D-dimensional Euclidean variable x. Clus-

ters could be a group of data point whose inter-point distance are small compared with the distances

to points outside of the cluster. In this case we can use D-dimensional vectors µk, where k = 1..N ,

in which µk is a prototype associated with the kth cluster. The centers of the clusters are represented

by µk. The main idea is to partition the data points into some number K (given value) of clusters.

For each data point xn there is corresponding set of binary indicator variables rnk, where k = 1...K

describing which of the K clusters the data point xn. An objective function, sometimes call a distortion

measure, given by:

J =

N∑
n=1

K∑
k=1

rnk||xn − µk||2 (3.1)

Which represents the sum of the squares of the distances of each data point its assigned vector µk.

The goal of K-means algorithm is to find values for the {rnk} and the {µk} so as minimize J . That

could be improved by iteration process:

1. Initial values for the µk are chosen;

2. Minimize J with respect to the rnk, keeping µk fixed;

3. Minimize J with respect to the µk, keeping the rnk fixed.

Because J in 3.1 is a linear function of rnk, this iteration process optimization can be performed easily

to give a closed form solution. The terms involving different n are independent that is why we can

optimize n separately by choosing rnk to be one for whichever value of k gives the minimum value of

||xn − µk||, this can be expressed as:{
1, if k = argminj ||xn − µk||
0, otherwise
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In third step optimization of the µk with the rnk held fixed is produced. The objective function J is a

quadratic function of µk and can easily be solved:

µk =

∑
n
rnkxn∑
n
rnk

The denominator in this expression is equal to the number of points assigned to cluster k, and so this

result has a simple interpretation, namely µk equal to the mean of all of the data points xn assigned to

the cluster k. The two steps (re-assigning data points to clusters and re-computing the cluster mean)

are repeated in turn until there is no further change in the assignment[75].

3.4 Model-Based Clustering Approach

Clustering algorithms based on probability models offer a principled alternative to heuristic-based

algorithms. In particular, the model-based approach assumes that the data is generated by a finite

mixture of underlying probability distributions such as multivariate normal distributions. The Gaus-

sian mixture models has been shown to be a powerful tool for many applications [84–86]. With the

underlying probability model, the problems of determining the number of clusters and of choosing an

appropriate clustering method become statistical model choice problem [87, 88].

3.4.1 The model-based framework

The mixture model assumes that each component (group) of the data is generated by under-

lying probability distribution. Suppose the data y consists of independent multivariate observation

y1, y2, ...yn. Let G be the number of components in the data. The likelihood for the mixture model is

LMIX(θ1, ..., θG|y) =

n∏
i=1

G∑
k=1

τkfk(yi|θk), (3.2)

where fk and θk are the density and parameters of the k -th component in the mixture, and τk is the

probability that an observation belongs to the k th component (τk ≥ 0 and
∑G
k=1 τk = 1).

In the Gassuian mixture model, each component k is modeled by the multivariate normal distribu-

tion with parameters µk (mean vector) and Σk (covariance matrix):

fk(yi|µk,Σk) =
exp{− 1

2 (yi − µk)TΣ−1
k (yi − µk)}√

det(2πΣk)
. (3.3)

Geometric features (shape, volume, orientation) of each component k are determined by the co-

variance matrix Σk. In [84] proposed a general framework for exploiting the representation of the

covariance matrix in terms of its eigenvalue decomposition

Σk = λkDkAkD
T
k , (3.4)

where Dk is the orthogonal matrix of eigenvectors, Ak is a diagonal matrix whose elements are

proportional to the eigenvalue of Σk, and λk is a scalar. The matrix Dk determines the orientation of

the component, Ak determines its shape, and λk determines its volume.
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Allowing some but not all of the parameters in equation 3.4 to vary results in a set of models

within this general framework that is sufficiently flexible to accommodate data with widely varying

characteristics. Several common models are outlined below. Constraining DkAkD
T
k to be the identity

matrix I corresponds to Gaussian mixtures in which each component is spherically symmetric. The

equal volume spherical model (denoted EI), which is parameterized by Σk = λI, represents the

most constrained model under this framework, with the smallest number of parameters. The unequal

volume spherical model (VI), Σk = λkI, allows the spherical components to have different volumes,

determined by a different λk for each component k. The unconstrained model(VVV ) allows all Dk, Ak

and λk to vary between components. The unconstrained model has the advantage that it is the

most general mode, but has the disadvantage that the maximum number of parameters need to be

estimated, requiring relatively more data points in each component. There are a range of elliptical

models with other constraints and fewer parameters. For example, with the parameterization Σk =

λDADT , each component is elliptical, but all have equal volume, shape and orientation (denoted

IEEE) [85, 88]. Also considered the model in which Σk = λkBk, where Bk is a diagonal matrix with

|Bk| = 1. Geometrically, the diagonal model corresponds to axis-aligned elliptical components.

Σk Distribution Volume Shape Orientation Reference
λI Spherical equal equal NA [84, 89–91]
λkI Spherical variable equal NA [84, 91]

λDADT Ellipsoidal equal equal equal [84, 91–93]
λkDkAkD

T
k Ellipsoidal variable variable variable [84, 91, 93]

λDkAD
T
k Ellipsoidal equal equal variable [84, 90, 91]

λkDkAD
T
k Ellipsoidal equal equal variable [84, 91]

Table 3.1: Parameterizations of the covariance matrix Σk in the Gaussian model and their geometric interpreta-
tion.

The diagonal model implementation, the desired number of clusters G is specified, and then the

model parameters (τk, µk and Σk appropriately constrained, for 1 ≤ k ≤ G) are estimated by the

Expectation Maximization algorithm (EM) algorithm (see Section 3.4.2). In the EM algorithm, the

Expectation steps and Maximization steps alternate. In the E-step, the probability of each observation

belonging to each cluster is estimated conditionally on the current parameter estimates. In the M-

step, the model parameters are estimated given the current group membership probabilities. When

the EM algorithm converges, each observation is assigned to the group with the maximum conditional

probability. In the clustering context, the EM algorithm for mixture models is usually initialized with a

model-based hierarchical clustering or with k-means (see Section 3.3.3).

3.4.2 Expectation Maximization Algorithm

Iterative relocation methods for clustering via mixture models are possible through EM and related

techniques [86]. The EM algorithm [94, 95] is a general approach to maximum likelihood in the

presence of incomplete data. In EM for clustering, the ”complete” data are considered to be yi =
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(xi, zi), where zi = (zi1, ..., ziG) with

zik =

{
1 if xi belongs to group k
0 otherwise

(3.5)

constitutes the ”missing” data. The relevant assumptions are that the density of an observation xi

given zi is given by
∏G
k=1 fk(xi|θk)zik and that each xi is independent and identically distributed

according to a multinomial distribution of one draw on G categories with probabilities τ1, ..., τG. The

resulting complete-data loglikelihood is

l(θk, τk, zik|x) =

n∑
i=1

G∑
k=1

zik[logτkfk(xi|θk)]. (3.6)

The quality ẑik = E[zik|xi, θ1, ..., θG] for the model (3.6) is the conditional expectation of zik given

the observation xi and parameter value. The value z∗ik of ẑik at a maximum of 3.2 is the conditional

probability that observation i belongs to group k ; the classification of an observation xi is taken to be

{j|z∗ij = maxkz
∗
ik}.

The EM algorithm iterates between an E-step in which values of ẑik are computed from the data

with the current parameter estimates, and an M-step in which the complete-data loglikelihood (3.6),

with each zik replaced by its current conditional expectation ẑik, is maximized with respect to the

parameters (see Figure 3.6). Under certain conditions [95–97], the method can be shown to converge

to a local maximum of the mixture likelihood (3.2). Although the conditions under which convergence

has been proven do not always hold in practice, the method is widely used in the mixture modeling

context with good results. Moreover, for each observation i, (1−maxkz∗ik) is a measure of uncertainty

in the associated classification [98].

Initialize ẑik (this can be from a discrete classification 3.5)
repeat

M-step: maximize 3.6 given ẑik (fk as in 3.3)
nk ←

∑n
i=1 ẑik

τ̂k ← nk
k

µ̂k ←
∑n
i=1 ẑikxi
nk

Σ̂k : depends on the model (see [85])
E-step: compute ẑik given the parameter estimates from the M-step

ẑik ←
r̂kfk(xi|µ̂k,Σk)∑G
j=1 r̂jfj(xi|µ̂j ,Σj)

, where fk has the form 3.3

until convergence criteria are satisfied

Figure 3.6: EM algorithm for clustering via Gaussian mixture models.

EM algorithm is sensitive to input data, because in each step the inverse matrix should be cal-

culated, for that reason singular value decomposition should be used. Moreover, the parameters

correspond to cluster shape, volume and orientation are dependent from obtained covariance ma-

trix. To determine adequate values, eigenvectors should be obtained, which could be done through

powerful tool singular value decomposition.

32



3.4.3 Singular Value Decomposition

The Singular Value Decomposition (SVD) is a widely used technique to decompose a matrix into

several component matrices, exposing many of the useful and interesting properties of the original

matrix. The decomposition of a matrix is often called a factorization. Ideally, the matrix is decomposed

into a set of factors (often orthogonal or independent) that are optimal based on some criterion. The

decomposition of a matrix is also useful when the matrix is not of full rank. That is, the rows or

columns of the matrix are linearly dependent. Theoretically, one can use Gaussian elimination to

reduce the matrix to row echelon form and then count the number of nonzero rows to determine the

rank. However, this approach is not practical when working in finite precision arithmetic. A similar

case presents itself when using LU decomposition where L is in lower triangular form with 1’s on the

diagonal and U is in upper triangular form. Ideally, a rank-deficient matrix may be decomposed into a

smaller number of factors than the original matrix and still preserve all of the information in the matrix.

The SVD, in general, represents an expansion of the original data in a coordinate system where the

covariance matrix is diagonal.

The most general case is to provide a decomposition for a rectangular matrix. It is possible to de-

compose a matrix that is not square nor symmetric by first considering a matrix A that is of dimension

m × n where m ≥ n. This assumption is made for convenience only; all the results will also hold if

m ≤ n. As it turns out, the vectors in the expansion of A are eigenvectors of the square matrices AAT

and ATA. The former is a outer product and results in a matrix that is spanned by the row space A.

The latter is a inner product in a matrix that is spanned by the column space of A.

The singular values are the nonzero square roots of the eigenvalues from AAT and ATA. The

eigenvectors of AAT are called the ”left” singular vectors (U) while the eigenvectors of ATA are

the ”right” singular vectors (V). By retaining the nonzero eigenvalues k = min(m,n) a SVD can be

constructed. That is

A = UΛV T , (3.7)

where U is an m × n orthogonal matrix (UTU = I), V is an n × n orthogonal matrix (V TV = I), and

Λ is an m× n matrix whose off-diagonal entries are all 0′s and whose diagonal elements satisfy

σ1 ≥ σ2 ≥ ... ≥ σn ≥ 0.

It can be shown that the rank of A equals the number of nonzero singular values and that the magni-

tudes of the nonzero singular values provide a measure of how close A is to a matrix of lower rank.

That is, if A is nearly rank deficient (singular), then the singular values will be small. In general, the

SVD represents an expansion of the original data A in a coordinate system where the covariance

matrix ΣA is diagonal. This is called SVD because the factorization finds values or eigenvalues or

characteristic roots (all the same) that make the the following characteristic equation true or singular.

That is

|A− λI| = 0.

Using the determinant this way helps solve the linear system of equations thus generating an n-th
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degree polynomial in the variable λ This polynomial, that yields n-roots, is called the characteristic

polynomial.

A set of linear algebraic equations can be written as

Ax = B, (3.8)

where A is a matrix of coefficients (m×n), and B (m×1) is some form of a system output vector. The

vector x is what we usually solve for. Considering (3.7) and from property of orthogonal matrices, that

inverse to it is a Hermitian conjugate:

ΛY = C, (3.9)

where Y = V Tx and C = UTB. From equation (3.9) all components of Y can be found according:

yi =
ci
λi
, i = 1, .., n,

where n is System of Linear Algebraic Equations (SLAE) dimension. Then, equation (3.8) has only

one solution if λi 6= 0; has infinite number of solutions if ci 6= 0; and can not be solved if λ = 0. For

any case can be put conditions, that residual rate ‖R = Ax−B‖ should be minimal. That conditions

can be described as:

yi =

{
yi = ci

λi
λi > ε

0 λi ≤ ε
, (3.10)

where ε is accuracy. In other words the solution of the (3.8) according (3.10) can be found as:

x = V Y
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In this Section all obtained results are shown. First, some of acquired and treated fluorescence

images are shown. Then, the clustering analysis is performed upon the extracted features of the

analyzed FM is presented. Validation of the bioimaging analysis was performed with FUCCI system.

4.1 Image Processing

Grayscale images acquired with FM are in high resolution and can be well treated with thresholded

methods (see Section 3.1). In current work two kind of images were used: with 40 and 60 stacks,

which after were computed in the a single DAPI-plane image. Experimentally, was determined that the

greater number of stacks allows to consider all structure of the cell, it means that it is possible more

larger describe processes inside the cells. In Figure 4.1 is showed fluorescence images in which cells

were stained with DAPI.

(a) (b)

(c)

Figure 4.1: Set of FM images. (a) - original DAPI-plane image obtained from 40 stacks; (b) - original DAPI-plane
image obtained from 60 stacks; (c) - DAPI-plane image obtained from 60 stacks, considering prior knowledge
about DAPI dye.

The output of FM is digital, it means it contains a certain level of noise. Removing noise in image

is necessary, because such pre-processing converts all objects from heterogeneous to homogeneous

ones. In Figure 4.2 is shown denoising results. Based on denoised images main features are esti-

mated according to the segmentation algorithms, which are described in Section 3.1. Each cell has a
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(a) (b)

Figure 4.2: Illustration of the denoising procedure for the DAPI plane image. (a) - Original image zoomed;(b) -
Denoised DAPI plane image zoomed.

certain mask by its unique structure. In Figure 4.3 is shown the masks of each cell and boundaries of

its structure.

(a) (b)

(c)

Figure 4.3: Illustration of the segmentation procedure for the DAPI plane image. (a) - Original image;(b) - Mask
of each cell from original image;(c) - Obtained boundaries of each cell, based on mask.

It should be noticed, that cells on edges of the image were not taken account because of incom-
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plete information extractable from the DAPI-stained nuclei.

4.2 Cluster analysis

After acquiring all data from the fluorescent images, these were subjected to clustering algorithms

analysis. This work is based on the assumption that processes inside cells, occurring during the

cell cycle, can be described as stochastic processes. Consequentially, the Gaussian Mixture Mod-

els (GMM) strategy was chosen, specifically, EM algorithm which calculates the probability that a

given nuclei falls to a certain cluster. Additionally, based on the biological knowledge it was deter-

mined the number of clusters, and initial conditions for clustering algorithms. The number of clusters

established herein correspond to the number of active phases: G1,S and G2. Initial conditions are:

exist dependence between phase and intensity of the cell during the cell cycle ,and separation be-

tween clusters should be described by nonlinear function. All requirements were implemented in

k-means algorithm, which was first iteration of EM algorithm. Figure 4.4 shows the clustering results.

(a) (b)

(c) (d)

Figure 4.4: Illustration of the clustering procedure for some of the DAPI plane images from Fig.4.3. (a),(c) -
Input data, obtained from image; (b),(d) - Clustering results.

It should be noticed that the data was normalized (each data point was divided by the standard

deviation of all dataset) before clustering algorithms were applied. The normalization process is
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necessary as it helps to scale data, thus leading to better clustering results.

Since distribution between clusters were determined, the algorithm should be compared with al-

ready existing methods. For verification of the clustering results it was used the FUCCI system, which

is a powerful tool used in cell biology that allows the colored readout of the cell cycle progression. In

Figure 4.5 are shown representative images acquired with FUCCI and the corresponding DAPI-plane

images.

A total of 47 fluorescence images comprising 998 DAPI-stained nuclei were analyzed and com-

pared with both methods. The analysis of bioimaging tool performance revealed that the cell cycle

distributions using FUCCI (G1 - 53%, G1/S - 13% and S/G2 - 33%) and the new analysis tool (G1

- 62%, S - 29% and G2 - 9%) are similar. The difference observed might be due to the variability

inherent to the cell cultures used during analysis. The segmentation algorithm revealed a high effi-

ciency and throughput ability. The accuracy was calculated by using the sensetivity and specificity

parameters by using the mathematical formulas described below:

Sensitivity =
TP

TP + FN
Specificity =

TN

TN + FP
Accuracy =

TP + TN

TN + FP + TN + FN
,

where TN — the number of true negative; TP — the number of true positive; FN — number of false

negative; FP — number of false positive.

The achieved sensitivity, specificity and mean accuracy for the analazed datase was 96%, 93%

and 94.5%, respectively. Moreover, the average time of analysis for one FM image is approximately

ten seconds, with 97% rate of nuclei classification. This new bioimaging approach, based on the area

and total intensity retrieved from DAPI stained nuclei is a highly accurate tool for cell cycle analysis.

The developed methodology can be further explored and be used in future works.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.5: Several images which were used for verification process. (a),(c), (e) - Images obtained with FUCCI,
where red color correspond G1 phase, yellow to G1 - S transitioning cells, and green correspond S/G2/M phase;
(b), (d), (f) - Classified DAPI-plane image according to the clustering results.
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Discussion
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In this chapter all obtained results of cell cycle staging are discussed. Based on FM images

acquired in vivo cell cultures, was proved, that total intensity and area of the DAPI-stained nuclei,

strongly correlate with the cell cycle phase. To determine such dependence two-level approach was

designed. In the first level, an image-processing pipeline was applied to extract specific features

from each DAPI-stained nuclei — area and total intensity. In the second level data mining analysis

was implemented, specifically, a new clustering algorithm was developed, which comprises a mix of

unsupervised and supervised machine learning algorithms.

The average accuracy achieved for developed methodology is 94.5%. The obtained accuracy

is based on verification process between results of the designed algorithm and FUCCI. Currently,

other imaging-based methods for assessing the cell cycle status of individual cells include metabolic

labeling procedures that probe cells transversing S-phase [12], staining methods that use specific

cell cycle markers such as cyclics, proliferating cell nuclear antigen (PCNA) or Cdt1 [13]. Others are

very laborious as they involve the generation of cellular systems that stably express various cell cycle

phase specific reporters [14, 62], as FUCCI that was used as validator. Contrarily to the designed

algorithm, these methods are able to probe only specific stages of the cell cycle. For example, im-

munolabeling after incorporation of modified DNA precursors such as the nucleotide analog BrdU,

chlorodexyuridine (CldU), allows the precise detection of S-phase cells only. Similarly, S-phase cells

can also be identified by high expression of DNA polymerase of PCNA [99], whereas mitotic cells

can be detected by immunostaining with the mitotic marker phosphor-histone H3 [100]. Cell cycle

reporters can be integrated to generate stable cell lines or transgenic animals expressing cell cycle-

specific fluorescence markers. The widely used FUCCI system, based on the expression of the cell

cycle oscillators Cdt1 and germinin tagged with different fluorescence proteins, marks cells in G1

or S/G2/M phases, respectively [58], whereas visualization of cell division can be achieved by the

marked changes in cell morphology. However, these are not universal system as they are specific for

the cellular systems chosen, or need a combinatorial use of the available tools as none of these im-

munostaining or reporter-based methods is sufficient to determine the cell cycle stages of all individual

cells in a population. This approach is technically complex and requires the use of multiple spectral

imaging channels, reducing the capability for concomitant visualization of other cellular features, such

as GFP-labeled cellular structure.

Contrarily, the proposed strategy of this work uses a single and inexpensive compound, the com-

monly used DNA binding dye DAPI, to quantify the cellular DNA content by imaging. In order to obtain

relevant information from fluorescence images, an automatic segmentation procedure was designed.

Segmentation is a complex procedure, which consists of several steps, particularly, denoising and

thresholding. In this work, denoising procedure is based on Poisson statistics, which adequate de-

scribes image, corrupted by noise. Denoising step is crusial as it converts nuclei into homogeneous

objects. Additionally, having homogeneous objects significantly increases the thresholding through-

put. For this work, the thresholding was always performed by separating the background color from

others, particularly, all other colors except background, related to objects (see chapter 3.1.2.A). The

final step of image processing pipeline is feature extraction (see chapter 3.1). In this work, two fea-
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tures were used, specifically, area and total intensity of the nuclei stained by DAPI. Both features are

intrinsically related to changes that occur in the nucleus during cell cycle progression, namely, the

growth of the nucleus in G1 and G2 phases, and the DNA replication during the S phase. Additionally,

color versus total intensity, on the feature plane has three regions: the first corresponds to significant

rise of areas and total intensities; the second region, which correspond to DNA replication, shows

almost constant areas values, but increased total intensities values ranging from 2N to 4N; and the

third region, with approximately two-folded total intensity of the first region, and high values of areas.

After extracting the features derived from DAPI-stained nucleus, the clustering algorithm has been

developed. The main requirement for clustering algorithm was to implement a blind strategy, meaning

that the true distribution of cells in the cell cycle phases was unknown. Nowadays, is possible to

perform such analysis through unsupervised machine learning algorithms, specifically, cluster anal-

ysis. In the interest of data representation, the points assignment clustering approach was chosen

and each of nucleus corresponds to one point on the feature plane. To specify clustering approach,

the biological background of cell cycle was strongly used. Particularly, the events occurring during

the eukaryotic cell cycle are a stochastic processes, consequently, all changes could be described

with normal (Gaussian) distribution. Considering three active phases: G1, S and G2, the number of

Gaussians is equal to three, hence, the strategy of Gaussian mixture models was chosen. In terms

of cluster analysis, each Gaussian distribution correspond to one cluster in the feature plane. Such

approach could be implemented by modeling covariance matrix of each cluster. Since, a cluster is a

group of points it has a several parameters, namely volume, shape and orientation. On that basis,

several models for covariance matrix can be defined. In this work, the most general model (VVV) was

used; for an extensive description of the parameters used, specifically, the covariance matrix of each

cluster, refer to chapter 3.4.1. In the VVV model, the covariance matrix has full rank, hence obtained

shape is an ellipsoid. The volume of the cluster strongly depends of the points number and is deter-

mined by eigenvectors. For the implementation of the defined model, the EM was chosen. The central

idea of the latter, is the estimation of the probability of a belonging point to a certain cluster. In this

work, the EM algorithm was applied as an unsupervised classification method, but due to high depen-

dence of the input data, the initial conditions should be defined. To solve the sensitivity problem, an

extra classical unsupervised strategy was adopted. An example of this type of analytical strategy is

the k-means algorithm, where points are assigned to different clusters depending to their distance to

that given cluster. Several analytical assumptions were made considering the biological background.

Particularly, if the amount of DNA is increasing (doubled) during S-phase, the mean total intensity of

the third cluster, that corresponds to G2-phase, would be two-fold the total intensity first cluster, i.e.,

the G1-phase can be described as following: µG2 = 2µG1. Furthermore, there is no clear transition

between cell cycle phases, hence, decision boundary function should be non linear. Mathematically,

it is represented as the squared Euclidean distance, defined as: d =
K∑
i=1

N∑
j=1

||xj − ci||2 , where d —

distance between data point and the centroid.

Finally, a fully automatic, unsupervised classification algorithm was designed. This method has

been validated by observing the expected enrichment of cell populations in specific cell cycle stages
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and by direct comparison with the classification obtained with FUCCI system. The validation process

was made manually, and the developed method achieved an average accuracy of 94%, which denotes

the good ability of the new algorithm to correctly classify the cell cycle phases of cells, based on DAPI

staining.

However, algorithm relies fundamentally on the accurate segmentation of nuclei for DNA con-

tent quantification. Therefore, deficient nuclei segmentation hinders the classification method. The

discrepancies observed between the new bioimaging tool and FUCCI can be explained with the bio-

logical background. The majority of misclassified nuclei are in the transitioning phases between G1

and S phase. Here, cells are slightly bigger than ”pure” G1 cells, but the increase in size and the

DNA duplication are not striking enough that allows a clear S-phase classification; other misclassified

points correspond to abnormal cells that randomly appear in vivo cultures. Moreover, the classifi-

cation of early stages of mitosis (G2/M population) needs improvement, as these cells are counter

intuitively classified as G1. So, if the assessment of the mitotic population is needed, the analysis

of DNA content based on DAPI-stained nuclei must be further combined with other morphological

features or mitosis-specific markers is needed.
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Conclusions
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Studying and analyzing the cell cycle is an urgent task, because of importance understand main

processes during the cell cycle, hence, there is possibility to control them. Flow cytometry is com-

monly used method to determine cell cycle phases of biological samples, but uit requires specific and

expensive equipment.

The aim of this master thesis was to develop a new approach for the determination of the cell

cycle phases, based only on fluorescence microscopy and on the nuclear stain, DAPI dye. Such

new approach was chosen because DAPI binds stoichiometrically to DNA, thus the intensity of a blue

color in fluorescent images correspond to amount of the DAPI in the nuclei. The fact that DAPI is an

inexpensive and a universally used nuclear stain turns this new bioimaging tool extensively accessible

for the cell cycle analysis

All fluorescence images were subjected to denoise and segmentation algorithms meaning that

means that a pattern was found for each cell analyzed, as well as the estimation of the area and

total intensity for each object. Since true distribution cells under phases was unknown, the machine

learning approach was chosen, specifically - cluster analysis. Moreover, the initial conditions were

obtained from the known biological background of the cell cycle, and expectation-maximization al-

gorithm was applied. All the results obtained were compared with FUCCI system. Additionally, the

defined algorithm, under initial conditions was compared with the common clustering analysis algo-

rithm — k-means. The chosen clustering-based strategy showed the best results, with an accuracy

of 94.5%. There are still some classification discrepancies that need to be tackle, either by improving

algorithm itself or by using combined methods of validation(e.g., FUCCI system along with specific

markers for the appropriate cell cycle phase).

Finally, developed tool is based solely on the quantitative analysis of DAPI-stained fluorescent

images and that allows the cell cycle staging of individual cells, as well as the generation of population-

based cell cycle profiles, while preserving cell’s natural architecture.
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