Automatic Generation of Exercises for Massive Open Online Courses (MOOCs)

Fernando César Silva Teixeira dos Santos
fernando.cesar@tecnico.ulisboa.pt

Instituto Superior Técnico, Lisboa, Portugal

October 2015

Abstract

There has been a lot of research made on random graph generation, however most existing generators only offer a probabilistic expectation that a certain property will exist in the final graph. Therefore, this graphs are not adequate to be used as exercises in introductory algorithms courses since their properties may not relate to the algorithms being studied. We propose new algorithms that generate graphs parameterized by specific properties, specially selected for classes’ exercises. Our algorithms generate unweighted, undirected, connected graphs and weighted, directed graphs. We evaluated our algorithms by implementing a set of tools which were used in an introductory algorithms’ course lectured at our University. Our tools were used to evaluate the current automatic grading process, to generate the graphs used to grade students’ solutions for curricular exercises and to find problems in those solutions with small inputs. The results were highly positive.
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1. Introduction

Never was the goal of wide spread knowledge so available to the common user as today, with massive open online courses (MOOC) taken by thousands of students worldwide. However, the world classroom also faces new dilemmas. Tutors must provide exercises for thousands of students, and students sometimes need additional practice.

Graphs are an important data structure in an introductory algorithm’s course. From this perspective, the generation of thousands of different graphs for students’ exercises is a daunting task, since existing tools are aimed at very large networks and not at classroom exercises.

We start this paper with a terminology section. Then, we review the state-of-the-art. In the following section we propose our new algorithms. Afterwards, we describe the evaluation or our work. The paper finishes with the conclusions and some topics for future work.

2. Preliminaries

In this section we explain the most important terminology used in this paper. The definitions mentioned here are generally accepted in the field of study of algorithms and can be found in any academic manual of reference (see, for instance, [12]).

A graph $G$ is a pair $(V,E)$, where $V$ denotes a finite set of vertices and $E$ a set of relations on $V$, each one referred to as an edge. In an undirected graph, the edge set $E$ holds unordered pairs, while in a directed graph each pair is ordered.

A path $p$ from vertex $u$ to vertex $x$ is a sequence of vertices $\langle v_0, v_1, \ldots, v_k \rangle$, such that $u = v_0$, $x = v_k$ and $(v_{i-1}, v_i) \in E$, for $i = 1, 2, \ldots, k$. If there exists a path $p$ from $u$ to $x$, we say that $x$ is reachable from $u$, via $p$. This is represented $u \rightsquigarrow x$. The length of a path is the number of edges in the path. The weight of an edge is a function that maps edges to real-values. The weight of a path $w(p)$ or $w(v_0,v_k)$ is the sum of the weights of its edges $\sum_{i=1}^{k} w(v_{i-1},v_i)$. In an unweighted graph we assume every edge has weight 1.

A path $\langle v_0, v_1, \ldots, v_k \rangle$ forms a cycle if $v_0 = v_k$ and $k \geq 2$ (for a directed graph), or $k \geq 3$ (for an undirected graph). A graph with no cycles is called acyclic. We call a cycle with a length of 1 a self-loop. A cycle $c$ with a negative weight $w(c) < 0$ is called a negative-weight cycle.

A shortest path from $u$ to $v$ is a path $p$ with minimum weight $w(p)$. Let $\delta(u,v)$ denote the weight of the shortest path from vertex $u$ to vertex $v$. When there is no path from $u$ to $v$, we have $\delta(u,v) = \infty$.

An undirected graph is connected if every vertex is reachable from all other vertices. A tree is a connected, acyclic, undirected graph. A rooted tree is a tree where one of the vertices is distinguished from
the others by calling it the root of the tree.

A bipartite graph is an undirected graph in which \( V \) can be partitioned into two sets \( V_1 \) and \( V_2 \) and each edge \((u,v) \in E\) connects a vertex in \( V_1 \) to a vertex in \( V_2 \).

3. State-of-the-art

In this section we review the state-of-the-art. Since the graphs our algorithms generate will be used as exercises in introductory algorithms courses, we first review the work done in automatic generation of exercises.

Although much research has been done in this area, the topic of algorithms has not yet been focused. McArthur et al. describe an Intelligent Algebra Tutor, which creates new problems based on a provided grammar [29]. In the field of Theory of Computation, Tschertter creates the Exorciser System, which automatically generates exercises and also comments for students, regarding the solving process [39]. Singh et al. describe a new approach for generating random algebra problems similar to a given one [36]. For generating problems for natural deduction, Ahmed et al. describe two alternatives: producing problems similar to a template and producing parameterized problems [1].

One recurring problem in automating the generation of exercises is how to adapt the level of difficulty of such problems to students expertise [29, 5]. Andersen et al. describe a trace-based framework for analyzing the complexity of problems, exemplifying their work with early mathematics education and level generation for an interactive puzzle game [5].

A second field of interest is the automatic assessment of programming exercises, since our goal is precisely the generation of graphs to be used in programming exercises. Automated systems for assessing programming exercises seem to be, at least, as old as exercise assessment itself. For a survey with an historical perspective between 1960 and 2005, see Douce et al. [13]. For a more feature focused perspective see Ala-Mutka [3], till 2005 and Ihantola et al. [21] from 2005 to 2010.

One of the first references on this subject is from Hollingsworth [20]. The 1960 Grader System produces a simple outcome: “wrong answer” or “program complete”. Later that same decade, Hext and Winings [18] address some new topics, such as students’ plagiarism, stored test data and summaries of execution results with their Bassar Automatic Grading Scheme. The TRY System appears in the late eighteenies [34], focusing on making tests also timely available to students and avoiding data corruption by (innocent or malicious) students’ programs. In 1997, Jackson and Usher present the A\$Sessment SYSTem, which allows weights to be assigned to particular aspects of tests, thus using a scaling approach in awarding marks. Finally, in 2013 Alur et al. also focus on assigning partial grades for incorrect answers [4], but their final aim is to provide meaningful feedback to students. From the same year, Pex4Fun is an automatic white-box test generation tool for .NET [38]. This system tries to create inputs to cross every execution path, effectively tackling the problem of scalability in grading and providing personalized feedback for programming assignments.

Besides the creation of assessment system, research also concentrate on the problems facing these systems. Glassman et al. investigate the predisposition of teaching staff and automatic assistants to direct students to one specific solution [16], instead of pursuing the solution intended by the student. Singh et al. propose a new method to provide detailed feedback to MOOC Students [37], based on a reference implementation provided by the instructor and on an error model, which describes potential corrections to errors that students might make. Finally, gamification (the use of game design elements in non-game contexts) has been used to teach programming [15] to under college students [9] and other broader audiences [19]. In this case, all the interaction with the student is automatic, from the presentation of the problem, to the solution assessment.

Lastly, we go over random graph generators. The research done on the random generation of graphs focuses primarily on very large networks, such as social networks or the World Wide Web. The study of this type of graphs is out of scope in this paper, since our goal is not to replicate real world scenarios. Additionally, these models usually focus on a set of properties [2] different from the one relevant to this work. Nevertheless, the generators for this kind of models should be mentioned, since they also have the goal of generating random graphs and might, therefore, present good leads to our work.

Erdős and Rényi are generally pointed as pioneers in this field [10]. Their seminal work dates back to 1959, when they created a model for generating graphs that takes their names [32]. This model is still considered the simplest way to generate a random graph: given \( n \) vertices, an edge \((u,v)\) is added to the graph with probability \( p \).

There has been a lot of research done on the transition phase of \( p \) [7, 8, 23, 26], i.e., the value of \( p \) for which the probability of certain property to exist, in every generated graph, approaches 1 as \( N \to \infty \) (with \( N \) referring to the number of edges). Some of the properties which have been studied are connectedness [35], the size of the largest component [6, 28, 25, 30], or the bounded average degree [14, 31].
One recent discovery in graph theory is that many networks with complex topology have a common property: the vertex connectivities follow a scale-free power-law distribution. Although several algorithms have been used to generate graphs associated with the power-law model, we can distinguish between two main approaches: the curve fitting family and the preferential attachment family [17]. In the first case, the algorithms receive as input a sequence of a scale-free degree distribution \( D = (d_1, d_2, \ldots, d_n) \). Each vertex is assigned a value from \( D \), representing its degree. Next, random edges are generated, but they are only added to the graph if their addition does not exceed the pre-established degree value [33].

In the second approach (the preferential attachment family), the algorithms start with a small, fully connected graph. Then, an incremental process follows, where at each time-step one vertex is added to the network, and connected to \( m \) random vertices \( R = \langle v_1, \ldots, v_k \rangle \), with probability proportional to its degree [11].

Besides the previously mentioned, some algorithms do exist to generate graphs not necessarily related to very large networks.

To generate a random bipartite graph, Kannan et al. [24] suggest applying alterations to an existing bipartite graph \( G \). The main idea is to select two random edges \((v, t)\) and \((v, x)\) and swap both vertices from one partition, so maintaining the bipartite graph property and two new edges: \((t, x)\) and \((v, u)\). This is called “switching”.

**Algorithm 1:** Obtain a random spanning tree \( T \) of \((V, E)\) with prescribed root \( r \)

<table>
<thead>
<tr>
<th>Input:</th>
<th>Output:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root vertex ( r ), number of vertices ( n )</td>
<td>Random spanning tree ((V, E)) with root ( r ) plus ( n - 1 ) vertices</td>
</tr>
</tbody>
</table>

1. \( V \leftarrow \{r\} \)
2. \( E \leftarrow \emptyset \)
3. foreach \( v_i \in \{v_1, \ldots, v_{n-1}\} \) do
   4. \( \text{savedV} \leftarrow v_i \)
   5. while \( v_i \notin V \) do
      6. \( \text{Next}[v_i] \leftarrow \text{randomVertex()} \)
      7. \( v_i \leftarrow \text{Next}[v_i] \)
      8. \( v_i \leftarrow \text{savedV} \)
6. while \( v_i \notin V \) do
   10. \( V \leftarrow V \cup \{v_i\} \)
   11. \( E \leftarrow E \cup \{ (v_i, \text{Next}[v_i]) \} \)
   12. \( v_i \leftarrow \text{Next}[v_i] \)
7. return \((V, E)\)

In this paper, we use a known algorithm to generate a random rooted tree. A random rooted tree \( T = (V, E) \), with \( n \) vertices, can be created with a random walk, as described by Wilson [40] and represented in pseudocode in algorithm 1. The tree \( T = (V, E) \) starts with only one vertex, called root, \( r \) (line 1). All the remaining vertices \( \{v_1, v_2, \ldots, v_{n-1}\} \) are then cycled through (lines 3–12), and for each \( v_i : i = 1, 2, \ldots, n - 1 \), two steps are taken: a random walk is performed (lines 5–7) and the resulting path is added to the tree (lines 9–12).

Both steps need to start at the same vertex and so, \( v_i \) is saved (line 4) for later use (line 8). The random walk is performed by, first, randomly selecting a vertex \( v_j \) with the randomVertex() function. Then, a pointer is added from the previous vertex to the latter: \( \text{Next}[v_i] \leftarrow v_j \) (line 6). This random step is carried out until a vertex in the tree is found \( v_j \in V \), as shown in lines 5 and 9.

Cycles are ingeniously avoided. Since each vertex only keeps one pointer, a second pass on the same vertex assigns the Next pointer to another random vertex, thus avoiding any cycles (including self-loops).

In the second step of the algorithm (lines 9–12), the random walk is again visited to assign the new path to the tree (in lines 10 and 11 vertices and edges are added).

4. Parameterized Graph Generation

We propose the random generation of graphs parameterized by specific properties, thus enabling their use for specific academic goals.

4.1. Unweighted Undirected Graphs

In order to generate an unweighted undirected connected graph, we start by using the algorithm described by Wilson [40] to generate a random rooted tree. Further edges are then added randomly without breaking the desired properties. As a result, every generated graph will be a connected graph.

4.1.1 Parameterizable Properties

Our algorithm generates a random graph \((V, E)\) with the following parameterizable properties:

1. Number of vertices, \( n \)
2. Number of edges, \( m \)
   This property allows the user to determine the number of edges of the graph. These two first properties allow the user to control the size and density of the graph, however, the number of vertices is interpreted as mandatory while the number of edges is not. The algorithm will return a graph with a different number of edges only if it is not able to comply with the user’s request, either because no such graph exists, or because one of the other properties would be violated.
3. Existence of a shortest path \( p \) with a minimum length, \( \text{minSp} \)
This property ensures that there exists a shortest path between a given vertex \( v_{\text{root}} \) and a vertex \( v \), of length \( \delta(v_{\text{root}}, v) \) at least \( \minSp \).

\[ \exists v \in V : \delta(v_{\text{root}}, v) \geq \minSp \quad (1) \]

4. Maximum length \( \maxSp \) of all the shortest paths from a single source \( v_{\text{root}} \)

In this case, we bound all the shortest paths from a single source (the root \( v_{\text{root}} \)) to a maximum length \( \maxSp \).

\[ \forall v \in V : \delta(v_{\text{root}}, v) \leq \maxSp \quad (2) \]

It should be stressed that not all combinations of properties and their values are able to generate a graph. A simple example is an undirected graph with 2 vertices and 2 edges.

4.1.2 Algorithm Description

From a high level perspective, this algorithm creates a graph \( G \) that respects the previously mentioned properties, and then adds additional edges, meanwhile checking at each iteration if every property is still correctly enforced.

The algorithm consists of three stages: first, it creates a path \( sp = (v_{\text{root}}, v_1, \ldots, v_{\minSp}) \) with \( \minSp \) size: \( \delta(v_{\text{root}}, v_{\minSp}) = \minSp \). Then, algorithm 2 includes \( sp \) in a tree \( G \) connecting all the vertices \( V \). Finally, algorithm 3 adds the remaining edges to \( G \).

**Safe-Path.** The algorithm first creates a path \( sp = \langle v_{\text{root}}, v_1, \ldots, v_{\minSp} \rangle \) with \( \minSp \) length: \( \delta(v_{\text{root}}, v_{\minSp}) = \minSp \). This path is safeguarded to maintain its length: in order to respect property 3, \( \delta(v_{\text{root}}, v_{\minSp}) \) can not become smaller. As the algorithm ensures this path maintains its properties, we call it the “safe-path”. To create a safe-path \( sp = \langle v_{\text{root}}, v_1, \ldots, v_{\minSp} \rangle \), the algorithm begins by adding vertex \( v_{\text{root}} \) to \( sp \). The remaining \( \minSp - 1 \) vertices are then randomly selected and also added to \( sp \), making sure that no duplicated vertices are added. This algorithm, establishes property 3, generating a \( \minSp \) length path.

**Tree.** After the safe-path \( sp \) has been created, algorithm 2 includes \( sp \) in a tree \( T \) containing all the vertices \( v_i \in V \) of \( G \). Algorithm 2 is adapted from algorithm 1, described in section 3. We choose this algorithm because it is a known way to generate a random spanning tree.

In algorithm 2 we use different data structures from the original algorithm description. \( T \) represents every vertex \( v_i \) that is already reachable from \( v_{\text{root}} \): \( \{v_i \in V : v_{\text{root}} \sim v_i \} \). On the contrary, \( T' \) groups every vertex which is not reachable from \( v_{\text{root}} \).

The algorithm has four cycles. The outer cycle (lines 3–19) simply iterates over every vertex \( v_i \in T' \). To do this, we random select \( v_i \in T' \) (line 4) while \( T' \) is not empty (line 3). The algorithm ends when every vertex \( v_i \in V \) is reachable from \( v_{\text{root}} \).

**Algorithm 2:** Create a tree with a safe-path (adapted from Wilson [40]).

**Input:** Graph \((V, E)\) where

\[ \exists sp = (v_{\text{root}}, v_1, \ldots, v_{\minSp}) : \delta(v_{\text{root}}, v_{\minSp}) \geq \minSp, \text{ root vertex } v_{\text{root}}, \text{ maximum length } \maxSp \]

**Output:** Tree \((V, E)\) where

\[ \exists sp = (v_{\text{root}}, v_1, \ldots, v_{\minSp}) : \delta(v_{\text{root}}, v_{\minSp}) \geq \minSp, \text{ and } \forall v_i \in V : \delta(v_{\text{root}}, v_i) \leq \maxSp \]

1. \( T \leftarrow \{v_i : v_i \in sp\} \)
2. \( T' \leftarrow V \setminus T \)
3. while \( T' \neq \emptyset \) do
4. \( v_i \leftarrow \text{randomSelect}(T') \)
5. \( \text{saved}V \leftarrow v_i \)
6. while \( v_i \notin T \) do
7. \[ \text{Next}[v_i] \leftarrow \text{randomVertex()} \]
8. \( v_i \leftarrow \text{Next}[v_i] \)
9. \( \text{newPath} \leftarrow \text{list()} \)
10. while \( v_i \notin T \) do
11. \[ \text{newPath}.\text{push-front}(v_i) \]
12. \( v_i \leftarrow \text{Next}[v_i] \)
13. \[ \text{newPath}.\text{push-front}(v_i) \]
14. \( \text{addableVertices} \leftarrow \min(\text{newPath}.\text{length}(), \maxSp - \delta(v_{\text{root}}, v_i)+1) \)
15. foreach \( j \) in range \([0, \text{addableVertices} - 1]\) do
16. \[ T \leftarrow T \cup \{\text{newPath}[j + 1]\} \]
17. \( T' \leftarrow T' \setminus \{\text{newPath}[j + 1]\} \)
18. \( E \leftarrow E \cup \{(\text{newPath}[j], \text{newPath}[j + 1])\} \)
19. return \((V, E)\)
the first vertex of this list \texttt{newPath[0]}. In the last cycle (lines 16–19), we again traverse the random walk path, but this time in the reverse order, since \texttt{newPath} was constructed this way. We start at \(v_i : v_i = \text{newPath}[j] \land j \leftarrow 0 \land v_i \in T\), and finish either when \texttt{newPath} ends, or when \(\delta(v_{\text{root}}, \text{newPath}[j]) > \text{maxSp}\). To determine which one happens first (variable \texttt{addableVertices}), we calculate the maximum number of vertices from \texttt{newPath} that can be added to \(T\), respecting property item 4. This can either be all the vertices from \texttt{newPath} (\texttt{newPath.length()}, line 15) or the difference between \texttt{maxSp} and \(\delta(v_{\text{root}}, v_i)\) \((v_i \in T\) is the vertex that connect the \texttt{newPath} to the tree; line 15). The +1 addition compensates for the fact that \(v_i\), which is already in \(T\), is also in \texttt{newPath}.

An advantage of using a tree is that determining the length of every shortest path from \(v_{\text{root}}\) is simpler, since there is only one path from \(v_{\text{root}}\) to any \(v_i \in T\). At each \texttt{newPath[j]}, we update \(\delta(v_{\text{root}}, \text{newPath}[j])\), add the vertex to \(T\) (line 17), remove it from \(T'\) (line 18) and the edge to \(E\) (line 17). The –1 in line 16 and +1 in line 17 and line 19 serve to ignore the first vertex \(v_i : v_i = \text{newPath[0]} \land v_i \in T\).

In order to include \(sp\) in the tree, \(sp\) is given to the algorithm as an existing path (line 1), similarly to any other random walk.

Ensuring property 3 is simpler, since adding vertices and edges to a tree does not change already existent shortest paths: every new path added to the tree will add new shortest paths from \(v_{\text{root}}\) to new vertices without changing the shortest paths to vertices already in \(T\). This way, property 3 is ensured by construction and does not need to be verified in this stage.

Remaining Edges. Following the previous described algorithms, we generate a graph that complies with most of the properties described before (subsubsection 4.1.1), with the possible exception of the number of edges. The generated graph is a connected tree and, as such, it has exactly \(|V| – 1\) edges. Since our algorithm always starts with a connected tree, if the user requested a lower number of edges, the graph is finished. In our implementation, the user is informed that the graph has a different number of edges from the one requested.

However, the user may have requested a higher number of edges. In that case, algorithm 3 is responsible for adding the remaining requested edges, while respecting all the other properties the user selected. This can be problematic, since some sets of properties are not possible to translate to a graph.

In order to ensure termination, and still comply as close as possible with the user’s parameters, we impose a limit \(t\) (for tries), on the number of failed attempts to add a new edge to the graph.

Since the maximum number of edges is also determined by previous decisions in the graph generation process, if the requested number of edges is not achieved, the algorithm is run from the beginning \(ta\) times, creating a completely new random generated graph. To summarize, in the worst case, \(ta \times t\) failed attempts to add a new edge are made. In the end, the application returns the graph with the number of edges closest to the number of edges requested by the user and informs the final number of edges of the graph.

The main concern, when adding new edges to the graph, is with property 3. In fact, since we generate a connected tree, no existing shortest path from root \(\delta_{\text{original}}(v_{\text{root}}, v_i)\) can be increased by adding new edges. All new shortest paths \(\delta_{\text{new}}(v_{\text{root}}, v_i)\), resulting from new added edges, have the same or a lower length: \(\forall v_i : \delta_{\text{new}}(v_{\text{root}}, v_i) \leq \delta_{\text{original}}(v_{\text{root}}, v_i)\). This is a consequence of having a graph where every vertex is already reachable from \(v_{\text{root}}\). For this reason, the algorithm does not need to actively enforce property 4, as it will naturally be respected.

Hence, the goal of algorithm 3 is to extend a graph \(G = (V,E)\) with additional edges, such that it maintains an existing shortest path of length \(\text{minSp}\), starting in the root vertex \(v_{\text{root}}\).

In algorithm 3, for each potential new edge \((u, v)\) (line 2), one applies a BFS traversal (line 5) in order to guarantee that at least one shortest path of length \(\text{minSp}\) is maintained (line 6). If the shortest path length is maintained, edge \((u, v)\) is added to the graph (line 4). Otherwise, \((u, v)\) is discarded (line 7). The algorithm terminates when the number of edges in \(G\) reaches the specified value (line 1).

To keep the pseudocode simpler, we omit the representation of testing for \(t\) and \(ta\).

---

**Algorithm 3:** Add edges to graph preserving at least one shortest path of length \(\text{minSp}\).

**Input:** Graph \(G = (V,E)\) where \(\exists v \in V : \delta(v_{\text{root}}, v) \geq \text{minSp}\), root vertex \(v_{\text{root}}\), number of edges \(m\), minimum shortest path length \(\text{minSp}\)

**Output:** Graph \(G = (V,E)\) where \(\exists v \in V : \delta(v_{\text{root}}, v) \geq \text{minSp}\) and \(|E| = m\)

```java
while \(|E| \leq m\) do
    \((u, v) \leftarrow \text{randomEdge}()\)
    if \((u, v) \notin E\) then
        \(E \leftarrow E \cup \{(u, v)\}\)
        \(\text{BFS}(G, v_{\text{root}})\)
    if \(\forall v \in V : \delta(v_{\text{root}}, v) < \text{minSp}\) then
        return \(G\)
```


4.2. Weighted Directed Graphs
In this section we describe a new set of algorithms to generate random weighted directed graphs.

These algorithms always start by creating a graph based on the algorithm described by Wilson [40] to generate a random (undirected) tree. Our algorithms are then responsible for direction, weight, and additional edges.

4.2.1 Parameterizable Properties
1. Number of vertices, \( n \)
   See subsection 4.1.1, item 1.
2. Number of edges, \( m \)
   See subsection 4.1.1, item 2.
3. Range of values for weights of the edges, \([\text{min}, \text{max}]\)
   This property determines the range of possible values for the weights of the edges, which will be randomly chosen.
4. Existence of negative-weight cycles, \( nc \)
   This property determines the existence (or nonexistence) of negative-weight cycles reachable from vertex \( v_{rout} \). If the user requests a negative-cycle but the graph only has 1 vertex reachable from the \( v_{rout} \) no cycle is added (our implementation warns the user of such situation).
5. Probability of paths not reachable from the root vertex, \( reach \)
   This property determines the probability of the generated paths being reachable from the source vertex, \( v_{rout} \). The user has always the possibility to determine that all or none of the vertices are reachable from \( v_{rout} \).

4.2.2 Algorithm Description
Our algorithm follows three steps to generate a weighted directed random graph. It begins by creating what would be a tree in an undirected graph. However, this time the edges will be directed. In the next step, remaining edges are added. Finally, weights are associated with every edge.

Creating a tree with direction. To create the initial version of the graph, algorithm 4 again makes use of an adaptation of the algorithm described in section 3, authored by Wilson [40]. In our adaptation, each new path created will have a direction (lines 16 and 18).

The direction of the edges is used to enforce the reachability property (property 5), making a new path reachable, or not reachable, from \( v_{rout} \). For the vertices to be reachable, the edges are given a direction from \( v_{rout} \) to the leaves (line 16), otherwise, the direction will be from the leaves to \( v_{rout} \) (line 18). The decision whether the new path is reachable or not is taken randomly, according to a parameter passed by the user between 0 and 1, determining how likely a path is to be reachable from \( v_{rout} \) (used in line 4).

An important facet of the algorithm is that a new reachable path can only be connected to an already reachable vertex. If the vertex connecting the new path to the graph is itself not reachable from \( v_{rout} \), every vertex from the new path is, also, unreachable from \( v_{rout} \). In algorithm 4 this is represented by calling function \texttt{randomReachableVertex}() (line 8) which returns a random reachable vertex or a vertex not yet connected by an edge, while function \texttt{randomVertex}() (line 10) returns any random vertex.

Adding Remaining Edges. If the parameter given for the number of edges is still not reached, more edges are randomly added, preserving the existing condition of each vertex: unreachable vertices remain unreachable. Two random vertices \( v_0 \) and \( v_1 \) are selected, and a new edge is added between the two. Table 1 shows how the direction of the new edge is selected to accomplish the described reachability goal.

---

**Algorithm 4:** Create a directed tree, adapted from Wilson [40].

**Input:** Root vertex \( v_{rout} \), number of vertices \( n \), probability \( reach \) of new paths being reachable from \( v_{rout} \)

**Output:** Directed graph \((V_r, V_u, E)\) where \( \forall v \in V_r : v_{rout} \rightarrow v \) and \( \forall v \in V_u : v_{rout} \not\rightarrow v \)

1. \( V \leftarrow \{v_{rout}\} \)
2. \( E \leftarrow \emptyset \)
3. \( \text{foreach } v_i : 1 \leq i < n \text{ do} \)
4. \( \text{reachability} \leftarrow \text{randomBool}(\text{reach}) \)
5. \( \text{savedV} \leftarrow v_i \)
6. \( \text{while } v_i \notin V \text{ do} \)
7. \( \text{if } \text{reachability} == \text{true then} \)
8. \( \text{Next}[v_i] \leftarrow \text{randomReachableVertex}() \)
9. \( \text{else} \)
10. \( \text{Next}[v_i] \leftarrow \text{randomVertex}() \)
11. \( v_i \leftarrow \text{Next}[v_i] \)
12. \( \text{while } v_i \notin V \text{ do} \)
13. \( V \leftarrow V \cup \{v_i\} \)
14. \( \text{if } \text{reachability} == \text{true then} \)
15. \( E \leftarrow E \cup \{(\text{Next}[v_i], v_i)\} \)
16. \( \text{else} \)
17. \( E \leftarrow E \cup \{v_i, (\text{Next}[v_i])\} \)
18. \( v_i \leftarrow \text{Next}[v_i] \)
19. \( \text{return } (V, E) \)
Weights Attribution Since the final graph is a weighted graph, weights must be associated with each edge. The user selects the weight range that is used (a consecutive interval of integers, from a minimum value, \( minw \), to a maximum value, \( maxw \)). The difficulty in assigning weights to edges is related to another option available to the user: the existence or nonexistence of negative-weight cycles (notice that only cycles reachable from \( v_\text{root} \) are considered). Regarding this last property (existence or nonexistence of negative-weight cycles), three options are available to the user:

1. random-cycles
   The weights are attributed randomly and the generation of negative-weight cycles is not controlled.

2. no-cycles
   The algorithm must produce a graph without negative-weight cycles.

3. has-cycles
   The algorithm must produce a graph with, at least, one negative-weight cycle.

If the user decides for no-cycles, algorithm 6 may be used to achieve that end. Otherwise, a random weight, in the selected range, is associated with each edge. If the user selected the random-cycles option regarding negative cycles, the algorithm finishes. When the user decides for the has-cycles, additional steps are needed. First, Bellman-Ford’s algorithm is run on the graph to search for existing negative-weight cycles. Bellman-Ford algorithm returns a pair, consisting of a boolean status result, and, case the status is true, a negative-weight cycle (represented by the variable cycle). If such a cycle is found, the graph complies with the user request and the algorithm finishes. If no negative-weight cycle is found, a depth first search (DFS) is performed to find an existing random generated non-negative-weight cycle (this function returns a pair, once again, consisting of a boolean status result and a possible cycle). If found, it is transformed to a negative-weight cycle (see paragraph “Transforming a Cycle” below). Finally, if no cycle is found, a new cycle is generated (algorithm 5) using only reachable vertices. In case there are less than two reachable vertices our implementation exits and warns the user that it is not possible to generate a negative-weight cycle.

Generating a Negative-Weight Cycle. To generate a negative-weight cycle, in a graph where none exists, we use algorithm 5. First, \( \text{randomReachableVertex}() \) randomly selects two different vertices \( v_0 \) and \( v_1 \) (lines 1–4), reachable from \( v_\text{root} \), and adds them to a path \( p \) (line 5). A third vertex is necessary to create a cycle, however it must be different from \( v_1 \), or we would create a self-loop (line 6). Now we check if \( v_j \) is already in \( p \), for that would mean we created a cycle. Repeatedly, random vertices \( v_j \) are added to \( p \) (lines 11–10) until a repeated vertex is selected (\( v_j \in p \)), creating a cycle (line 9). We add the last vertex to \( p \) to close the cycle (line 12) and assign random weights to every edge in the new path (lines 13–14). Finally, the cycle is weighted \( w(p) \) (line 15). If \( w(p) < 0 \), the algorithm finishes, otherwise, the cycle is transformed (line 16, further detailed below in Transforming a Cycle).

### Algorithm 5: Create a reachable negative-weight cycle.

**Input:** Graph \((V,E)\), range of admissible weights \([minw, maxw]\)

**Output:** Graph \((V,E)\) with at least one negative-weight cycle \( p \)

```
1 repeat
2     \( v_0 \leftarrow \text{randomReachableVertex()} \)
3     \( v_1 \leftarrow \text{randomReachableVertex()} \)
4     until \( v_0 \neq v_1 \)
5     \( p \leftarrow (v_0,v_1) \)
6 repeat
7     \( v_j \leftarrow \text{randomReachableVertex()} \)
8     until \( v_j \neq v_1 \)
9     while \( v_j \notin p \) do
10        \( p \leftarrow p \cup \{v_j\} \)
11     \( v_j \leftarrow \text{randomReachableVertex()} \)
12     \( p \leftarrow p \cup \{v_j\} \)
13     for \( v_i \in p \) do
14        \( (v_i,v_{i+1}) \leftarrow \text{randomWeight(minw, maxw)} \)
15     if \( w(p) \geq 0 \) then
16         \( \text{transformCycle}(p) \)
17 return \((V,E)\)
```

Transforming a Cycle. To transform a negative-weight cycle into a non-negative one (and vice versa), we randomly select an edge and give it a new weight. If the new weight helps the intended goal, it is kept, otherwise the previous value is restored. So, if the goal is to transform a non-negative-weight cycle into a negative one, every weight which is lower than the existent is kept, and the rest are ignored. This algorithm keeps iterating until a non-negative-weight cycle is reached.

<table>
<thead>
<tr>
<th>( v_0 )</th>
<th>( v_1 )</th>
<th>new edge direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>reachable</td>
<td>reachable</td>
<td>indifferent</td>
</tr>
<tr>
<td>reachable</td>
<td>unreachable</td>
<td>( v_1 \rightarrow v_0 )</td>
</tr>
<tr>
<td>unreachable</td>
<td>reachable</td>
<td>( v_0 \rightarrow v_1 )</td>
</tr>
<tr>
<td>unreachable</td>
<td>unreachable</td>
<td>indifferent</td>
</tr>
</tbody>
</table>
Weights Attribution Algorithm. To attribute weights, algorithm 6 begins by attributing only positive weights to every edge (line 2). Then, a percentage of edges, proportional to the negative segment of the weight range requested by the user (line 4), is potentially turned negative (lines 5–11). For instance, considering the range [−5, 11], a quarter of the edges are potentially turned negative. A negative value is associated to each one of these edges (line 8), and a Bellman-Ford algorithm is run on the graph (line 9). If no negative-weight cycle is found, the new value is attributed to the selected edge, otherwise the previous value is restored (line 11).

Algorithm 6: Attribute weights without negative-weight cycles.

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for $e \in E$ do</td>
</tr>
<tr>
<td>2</td>
<td>$e \leftarrow$ randomWeight($0, maxw$)</td>
</tr>
<tr>
<td>3</td>
<td>$i \leftarrow 0$</td>
</tr>
<tr>
<td>4</td>
<td>$j \propto [\minw, 0]$</td>
</tr>
<tr>
<td>5</td>
<td>for $i &lt; j$ do</td>
</tr>
<tr>
<td>6</td>
<td>$(u, v) \leftarrow$ randomEdge()</td>
</tr>
<tr>
<td>7</td>
<td>$w' \leftarrow w((u, v))$</td>
</tr>
<tr>
<td>8</td>
<td>if a negative-weight cycles is found</td>
</tr>
<tr>
<td>9</td>
<td>$(status, cycle) \leftarrow$ Bellman-Ford$(G, w, v_{root})$</td>
</tr>
<tr>
<td>10</td>
<td>if $status \leftarrow true$ then</td>
</tr>
<tr>
<td>11</td>
<td>$w((u, v)) \leftarrow w'$</td>
</tr>
<tr>
<td>12</td>
<td>return $G$</td>
</tr>
</tbody>
</table>

5. Evaluation

5.1. Evaluation Data

The evaluation of our algorithms and implemented tools was accomplished in a real scenario, using data from the Analysis and Synthesis of Algorithms course, in the second semester of 2014/2015. This course is taught in the second year of the Information Systems and Computer Engineering Bachelor’s Degree at Instituto Superior Técnico. The students’ evaluation method includes two programming projects, besides tests and other exercises. Each project consists in a problem, provided by the faculty, that the students must solve with an application, using the knowledge acquired in classes.

The hardware used to run the evaluation was a 64-bit AMD Opteron Processor 6172, running at 2.1 GHz, with 24 CPU’s, and 64 Gb of RAM, running Linux (Fedora release 13, Goddard). We used the GNU C/C++ compiler version 4.4.5.

5.2. Evaluation Model

5.2.1 Code Coverage

Towards evaluating the contributions to tutors’ work, we analyze how the graphs generated by our tools can replace those created by faculty members as input for students’ exercises and evaluation.

To ascertain the value of the input provided by our tool, a code coverage tool was used. The purpose of the code coverage tool is to measure how much of the students’ code is executed using the generated graphs as input. The goal is that our tool generates graphs that will execute the maximum amount of students’ source code.

The tool selected for ascertain code coverage was GCC gcov [27], the GNU coverage tool. The percentage of code coverage we present measures all the cumulative code that was executed by running students’ solutions with the input of the 16 graphs used for the grading process of each project.

5.2.2 Smallest Graph to Find a Problem

In order to evaluate the contribution of our tool to help students, we analyze how it can be used to debug their applications.

Our random graphs generators were made available to the students to provide them with a way to generate input examples during the implementation phase of their solutions.

To evaluate the value of our tools when used by the students, we determine what is the smallest graph the tools generate that makes the student’s solution fail. Each graph is used as input to the students’ solutions and behaves as a test. If a student’s solution fails this test it means it has a problem, and can be improved. The goal is to create the smallest graph able to identify a problem in students’ solutions, meaning, a graph small enough that students could use in a paper and pencil scenario to manually retrace their algorithms. This was implemented by successively testing bigger graphs, starting at the smallest one possible.

First project In order to search for the minimum graph to find a problem, we created a tuple symbolizing all the varying properties that parameterize our tool to generate an unweighted undirected graph: $G = (n, m, \minSp, \maxSp, seed)$. $G$ represents the final graph, and the properties are, respectively, the number of vertices, the number of edges, the minimum shortest path, the maximum shortest path and the seed.

These properties have all been described before (subsubsection 4.1.1) except for the seed value. The seed is an integer number, used to initialize the random number generator in order to make the results of the random generation repeatable.

In short, we began testing each student’s application with graph $(2, 1, 1, 1, 1)$ and ended when a problem was found, or when we reached 20 vertices. In order to keep the graphs small, this was the limit
set (20 vertices). This also determines the limit of the other parameters. The maximum number of edges is based on the number of vertices \( \frac{n(n-1)}{2} \).

The minimum shortest path is bounded by 1 and by the number of vertices \( (n-1) \). The maximum shortest path has as minimum and maximum bounds, respectively, the minimum shortest path value \( \text{minSp} \) and \( n-1 \).

A pseudocode representation of the search algorithm is shown in algorithm 7 (specially lines 1 to 5). The search is performed in lexicographic order, by generating every possible graph from \( (2,1,1,1,1) \) to \( (20, \frac{n(n-1)}{2}, n-1, 1, s) \), considering the given parameter order and excluding impossible options. A simple search algorithm was used, were in each iteration only one parameter is changed. As an example, the first graphs to be generated were \( (2,1,1,1,1) \), \( (2,1,1,1,97) \), \( (2,1,1,1,1000) \) and \( (2,1,1,1,2) \).

As shown in algorithm 7, after the new graph is generated (line 6), the correct solution is obtained by running the reference implementation with that graph (line 7). Then, every students’ solutions is tested with the same graph (lines 8–11). If it produces the correct output, the algorithm continues to the next student’s solution. Otherwise, the failing student’s solution and the graph that found the problem are registered (line 10), and the student solution is removed from the set of students’ solutions (line 11). The algorithm then continues to the next student solution. When all students’ solutions are tested with this graph, the algorithm proceeds to generate a new graph.

This search pattern creates several biases that must be taken into account in the analysis of the results. However, at least one of the bias has a positive outcome. This is the case of the bias towards smaller graphs. The concept of smaller is used here in conjunction with the lexical order that was chosen to perform the search, and not as general definition of a small graph.

**Second project** In the second project we follow the same approach. The varying properties are different, although there are some that remain the same: \( G = (n, m, \text{minw}, \text{maxw}, nC, reach, seed) \). \( G \) represents the final graph, and the properties are, respectively, the number of vertices, the number of edges, the minimum weight of an edge, the maximum weight of an edge, the existence of negative-weight cycles, the existence of unreachable vertices and, finally, the seed. These properties have all been described before (subsubsection 4.2.1) except for the seed value (explained in the previous topic about the first project).

The weight ranges selected for testing were \([-10, 10]\), \([-1000, 1000]\) (both with negative-weight cycles and without), \([0, 200]\) and \([-200, -1]\) (both without imposition regarding negative-weight cycles).

**5.3. Results**

**5.3.1 First project**

We analyzed 227 students’ solutions pertaining the first project.

**Code Coverage** The coverage tool reported an average value of 92.15% coverage of students’ solutions code, for the first project, after running the 16 graphs used for the students’ grading process. There were no values below 65%. These results indicate that our tool generates graphs that tutors can use to evaluate students code.

**Smallest graph** In graphs with a maximum of 20 vertices, we found 26 solutions with problems, representing 11.40% of solutions, from a total of 227 solutions delivered by the students.

Although this seems a very low figure, we must remember that we can not pinpoint exactly how many students’ solutions indeed have problems. Comparatively to the automatic grading process, where 48 students’ solution failed at least one test, our search found 54.11% of these problematic solutions.

We notice that a total of 96.17% of students’ solutions which were found to have a problem, failed with graphs that are trees. In fact only one of the listed graphs is not a tree. As such, we can hypothesize that varying the number of vertices is the single most important factor to finding problems in this project.
Algorithm 7: Lexicographic search of smallest graph to find a problem for project 1.

Input: Set of all students’ solutions $S$
Output: List of graphs $L$ with $n \leq 20$ that find problems in $S$

1. for $n \in \{2, \ldots, 20\}$ do
2.   for $m \in \{(n-1), \ldots, n(n-1)\}$ do
3.     for $\text{minSp} \in \{1, \ldots, n-1\}$ do
4.       for $\text{maxSp} \in \{\text{minSp}, \ldots, n-1\}$ do
5.         for $\text{seed} \in \{1,97,1000\}$ do
6.           graph $\leftarrow \text{GraphGenerator}(n,m,\text{minSp},\text{maxSp},\text{seed})$
7.           correct output $\leftarrow \text{ReferenceSolution(graph)}$
8.           for $\text{StudentsSolution()} \in S$ do
9.             if $\text{StudentsSolution(graph)}! = \text{correct output}$ then
10.                $L \leftarrow L \cup \text{register(StudentsSolution(),graph)}$
11.               $S \leftarrow S \setminus \{\text{StudentsSolution()\}}$
12. return $L$

We take note of this trend in Figure 1. In this chart, every graph that found a problem is represented by a dot. The number of vertices $n$ and the number of edges $m$ are represented by the x and y axis, respectively, and the color of the dot represents the quantity of problems found by graphs with $n$ vertices and $m$ edges. The limit line identified with $\text{min}(m)$ signals dots with $(m = n - 1)$. It is noticeable that, with one exception, all the dots are aligned along the “tree” line.

5.3.2 Second project

There were 221 students’ solutions analyzed for the second project.

Code coverage In the second project, the coverage tool reported a 96.17% coverage for students’ solution, after running the 16 tests used for grading. Notice that there are no values below 55%.

Smallest graph In this second project, we found 141 solutions with at least one problem, representing 63.80% of a total of 221 analyzed students’ solutions.

Comparatively to the automatic grading process, where 91 students’ solutions failed to produce the correct output for at least one of the inputs, this represents a 154.95% increase. Note however, that the automatic grading system was not bounded to a limit of 20 vertices.

6. Conclusions

The automatic generation of exercises for students is a topic that has received some attention in the last decades. However, the area of graph generation for introductory algorithm courses has not yet been addressed. Graph generation on itself has received a lot of attention, but most research is done in relation to the Erdős-Rényi model and very large networks, such as social networks or the Internet. Hence, the algorithms proposed thus far are not adequate to exercises for algorithms course.

We propose new algorithms to generate unweighted undirected connected graphs and weighted directed ones. These algorithms allow tutors and students to generate graphs with a selected size, helping to create new exercises, test applications and finding bugs with small inputs.

Our evaluation showed that our tools achieve their goals. They were able to generate 32 graphs used as tests for grading students’ solutions. When using this graphs as input, students’ solutions executed most of their code, proving the value of our tools. We also found small graphs that would detect problems in students’ solutions, thus showing the usefulness of our tools for debugging.

7. Future Work

Some interesting questions result from the evaluation data. An interesting idea that becomes clearer during the evaluation process is that some graphs seem to find a lot more problems than all the rest, with apparently similar properties.

It would be interesting to investigate these graphs and understand which properties make them useful for finding problems. The results could, for instance, be used as teaching examples of students common mistakes.

Finally, an obvious future work is the research about algorithms to generate graphs with different properties from those present in this paper.
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